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Abstract

Dissolving stretchable polymers in a Newtonian fluid can give the fluid a new property called

viscoelasticity. Viscoelastic fluids exhibit fascinating behaviors due to the feedback force created

by stretched polymers trying to return to their original length. These fluids come with many

mathematical challenges, including open questions about the dynamics of flows as well as numerical

difficulties. The two parts of this dissertation each relate to one of those overarching categories.

The first part of this dissertation is a broad exploration of a doubly periodic parallel shear flow

known as Kolmogorov flow. This flow was chosen in part because it is one of the simplest flows

known to exhibit coherent structures known as both ‘narwhals’ and ‘arrowheads,’ as well as a chaotic

phenomenon known as elastic turbulence, both of which are active areas of study. Elastic turbulence

shares many features of Newtonian turbulence, but is a distinct and poorly understood phenomenon.

In particular, finding a dynamical origin or clear “route to chaos” has not been previously achieved

for viscoelastic fluids.

We catalog a large variety of flow states, including elastic turbulence, that can be reached with

varying levels of elasticity in the fluid and various domains. These chapters contain many intriguing

results, the most significant of which is the first evidence of a route to chaos in viscoelastic fluids.

An initial instability in Kolmogorov flow generates traveling wave solutions in the form of coherent

structures, which in turn lose stability as elasticity is increased. Oscillations in the traveling waves

emerge, which proceed through a period doubling cascade and eventually become chaotic.

The second part of this dissertation relates to numerical methods and will introduce what we

call the Double Immersed Boundary (DIB) method. This is a modification of the existing Immersed

Boundary (IB) method, which is very useful for simulating fluid-structure interactions, but cannot

achieve convergence of the velocity gradients near boundaries, which are of particular importance

to viscoelastic fluid simulations. The DIB method remedies this problem for the special case where

solutions are only required on one side of the boundary. Naturally, there are tradeoffs, and the DIB

method leads to challenging conditioning and stability issues that can be addressed in a variety of

ways.
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CHAPTER 1

Introduction

1.1. Viscoelasticity

What most people think of as fluids – water, oil, etc. – are called Newtonian fluids. These

fluids exhibit viscous behavior, meaning that their resistance to being deformed is akin to internal

friction and that the resistance becomes stronger if the deformation happens more quickly. Put

more formally, the stress in a Newtonian fluid changes linearly with the rate of deformation, known

as the strain rate. Another characteristic of Newtonian fluids is a lack of “memory.” That is, the

material has no ability to return to a previous shape after it has been deformed. As a fun example,

note that if you find yourself battling to deform a Newtonian fluid that is putting up a significant

fight (e.g. squeezing honey out of its container, which forces it to deform), you can make things

easier by slowing down. The honey can be more easily extracted if you increase your patience and

decrease the strain rate.

On the other hand, solid materials exhibit elastic behavior, meaning that their resistance to

deformation is a spring-like force which becomes stronger as the amount of deformation increases,

regardless of the rate of deformation. More formally, the stress in a (linear) elastic material changes

linearly with the strain. In contrast to viscous materials, elastic materials have an indefinite memory,

meaning that when the force that caused a deformation is removed, the material returns to its

original shape. So, unfortunately, if you are battling with elastic materials (e.g. compressing too

many clothes into a suitcase that won’t quite close), slowing down the deformation is no longer a

helpful strategy. You must either push harder or pack fewer clothes, because the only way to reduce

an elastic force is to apply a smaller deformation.

Viscoelasticity, as the name suggests, is a combination of viscosity and elasticity. This property

can arise when long stretchable polymers are dissolved in a Newtonian solvent. The polymers

become stretched as the fluid deforms and, like microscopic springs, endeavor to return to their

relaxed, unstretched state. In doing so they push back on the solvent, creating a feedback force,
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and giving the material some “memory” of its former shape. Because polymers relax over time,

however, this memory is only temporary. Due to the feedback force, the dynamics of the solvent

and the dynamics of the polymers are coupled together and complex, nonlinear behavior of the

system results. To give a few examples:

• If a rod is placed vertically in a container of viscoelastic fluid and rotated, the fluid can

climb up the rod (Newtonian fluid will do the opposite). The reader is encouraged to try

this out with a variety of batters in their kitchen! [2,26]

• When a thin filament of viscoelastic fluid is stretched out, it can form so-called “beads on

a string.” This can be done with saliva between the fingers. [9]

• Even when inertia is negligible in a viscoelastic flow, chaotic, turbulent-like dynamics can

occur. A more thorough discussion of this phenomenon is given in Ch. 2.

• When polymers are added to turbulent flow through a pipe, such as oil pipelines or fire-

fighting hoses, the amount of drag can decrease dramatically, meaning much less power is

required to achieve a given flow rate. [67]

An important parameter in viscoelastic flows is the relaxation time, λ, which is the typical

time needed for stretched polymers to relax back to their unstretched state. When relaxation is

fast relative to the flow timescale, polymer forces are short-lived and the flow is dominated by

viscous behavior. On the other hand, when relaxation is slow relative to the flow, elastic forces

become more important. The relative importance of viscous and elastic behavior is captured by

the Deborah number, a dimensionless number used to describe viscoelastic flows. It is defined as

De = λ/T , where T is the timescale of the flow.

While comprehending the Deborah number is certainly useful for a general understanding of

viscoelastic fluids, we will not be using it in our studies. Instead we use another dimensionless

number, the Weissenberg number, denoted Wi. The Weissenberg number can also be thought

of as a ratio of timescales, specifically the ratio of polymer relaxation time to the characteristic

deformation time. Wi captures the degree of nonlinearity in a viscoelastic flow, and can be defined

as Wi = λγ̇, where γ̇ is the characteristic strain rate of the flow. Note that the units of strain

rate are inverse time, so λγ̇ does indeed represent a ratio of timescales. Distinguishing between De

and Wi can be quite confusing, and while we will not attempt to articulate the difference here, the

interested reader may find [14,46] to be illustrative.
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Viscoelastic fluids are common in nature and in synthetic materials, so the study of viscoelastic

fluids has many applications. These include industrial processing of polymeric materials [15,50], 3D

printing [52,60], biological sciences [37,54], and enhancement of mixing in microfluidic devices [53,

68,69].

1.2. The Stokes-Oldroyd B model

Throughout this work, we will use the Stokes-Oldroyd B model for viscoelastic fluids. This

model couples Stokes equations, which govern inertialess incompressible Newtonian flow, with the

Oldroyd B model. The Oldroyd B model is the simplest closed continuum viscoelastic model which

can be derived from kinetic molecular theory. In particular, the molecular theory treats polymers

as “dumbbells” which consist of a pair of beads which experience drag from the solvent and are

connected by a Hookean spring [37, 48]. Flow of the solvent can move, stretch, and rotate the

dumbbells, which creates a feedback force on the flow as the springs return to their unstretched

lengths. The direction of the feedback force thus depends on the orientation of the dumbbells.

In order to track both the magnitude and orientation of stretching for a continuum of dissolved

dumbbells, we will need a tensor field. Omitting the details, which can be found in [37], the

ensemble average dumbbell configuration at each point in space is described by the conformation

tensor, which we denote C. In n dimensions, this is a symmetric positive definite n × n matrix

whose eigenvectors give the principle directions of polymer stretch and the associated eigenvalues

give the average squared length of stretching in that direction. Thus, the trace of the conformation

tensor, trC, gives the average squared length of polymers and is proportional to the strain energy

density (see Section 2.3.4). The fully relaxed state of the conformation tensor corresponds to the

identity.

The polymer stress tensor is related to the conformation tensor by

(1.1) τp =
ηp
λ
(C− I),

where ηp is the polymer contribution to the fluid viscosity and λ is the characteristic relaxation time

of polymers. Note that (C− I) is a strain tensor and ηp/λ is an elastic modulus. The force due to

stretched polymers is given by the divergence of the polymer stress tensor. When Stokes equations
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are coupled with the Oldryod B model, this polymeric forces appears as an extra force term in the

momentum balance.

The governing equations for the velocity, u, pressure, p, and conformation tensor, C, are

ηs∆u−∇p+ fext +∇ · τp = 0,(1.2)

∇ · u = 0,(1.3)

∂tC+ u · ∇C−
(
∇uC+C∇uT

)
= − 1

λ
(C− I),(1.4)

τp =
ηp
λ
(C− I)(1.5)

where fext is an external force and we use the convention (∇u)i,j = ∂ui/∂xj .

Eqs. 1.2 and 1.3 are Stokes equations with the added polymer force mentioned previously. These

equations correspond to the balance of momentum and incompressibility, respectively. Eq. (1.4) is

the evolution equation for the conformation tensor. The first two terms in this equation may be

familiar to students of fluid dynamics as the material derivative of C. These two terms advect the

polymer stress along streamlines of the flow. The next two terms,

−
(
∇uC+C∇uT

)
,

are responsible for the stretching of polymers. The right hand side of Eq. (1.4) models polymer

relaxation and makes C relax back to the identity in the absence of stretching. Together, the four

terms on the left hand side of Eq. (1.4) are known as the upper convected derivative of C, which

is denoted
∇
C. This derivative is similar to the material derivative, but with added terms to track

deformation and orientation of the frame of reference. The result is a derivative which maintains

frame invariance of material properties in a coordinate system that moves and deforms with the

flow. If we write Eq. (1.4) as

(1.6)
∇
C = − 1

λ
(C− I),

the physical interpretation becomes more clear: in a reference frame that moves, rotates, and

stretches with the solvent flow, polymer molecules do nothing more than relax back to their un-

stretched state.
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Numerical simulations of viscoelastic fluids are computationally challenging, and a common

strategy is to add a diffusive term to Eq. 1.4. We implement this strategy in two distinct ways for

the two projects presented. Thus, we leave discussion of added stress diffusion for Chapters 2 and 6.

1.3. Project summaries

The two projects presented in this dissertation both relate to the study of viscoelastic fluids,

originally inspired by works relating to waves and turbulence in viscoelastic flow around obsta-

cles [31, 43, 47, 66]. Any attempt to make progress in this direction will face several challenges.

Two that are commonly faced are numerical difficulties [23] as well as the general lack of under-

standing of physical mechanisms driving transitions in the flow [13, 17, 34]. Over time the two

projects grew apart, but each managed to address one of these common challenges.

The first project is presented in Chapters 2-4, and relates to two dimensional viscoelastic

turbulence. The work was inspired by the presence of similar coherent structures, which we call

“narwhals,” in both viscoelastic channel flow [36] and viscoelastic Kolmogorov flow (periodic parallel

shear flow) [7,8]. In 2D Kolmogorov flow with low inertia, upon increasing polymer relaxation time,

the narwhals lose stability. This leads to oscillations and eventually to elastic turbulence. On the

other hand, narwhals in 2D channel flow with low inertia have not been found to lose stability.

To explore possible connections between Kolmogorov flow and channel flow, we have simulated

Kolmogorov flow with low frequency driving force. In an informal sense, this low frequency driving

force makes Kolmogorov flow more like channel flow than it would be with higher frequency forcing.

Background and experimental methods for this project are presented in Chapter 2. Our studies

of Kolmogorov flow demonstrated many different flow types and transitions, which are the subject

of Chapters 3 and 4. The highlight of this work is the uncovering of a period doubling cascade in

Kolmogorov flow with a single period in the driving force. This cascade is, to our knowledge, the

first discovery of a mechanistic route to chaos for viscoelastic fluids.

The second project is presented in Chapters 5 and 6, and relates to numerical challenges in

simulating viscoelastic flows. Specifically, we introduce a modification to the Immersed Boundary

method [45], which is used to simulate flows with physical boundaries. The Immersed Boundary

method has many advantages including flexibility and easy coupling of a structured Eulerian grid

to a nonconforming Lagrangian boundary grid. However, velocity gradients near the boundaries do
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not converge with this method. For many applications, this lack of convergence is unimportant, but

for others such as viscoelastic fluids, the velocity gradient plays a crucial role (in our case, stretching

polymers). We have implemented a novel modification to the Immersed Boundary method which

achieves convergence of velocity gradients at boundaries of the domain.
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CHAPTER 2

Introduction to Viscoelastic Kolmogorov Flow

2.1. Introduction

This chapter covers background material and methods that are relevant to our studies of vis-

coelastic Kolmogorov flow, the results of which are presented in Chapters 3 and 4. We begin with an

overview of a phenomenon known as elastic turbulence and discuss existing results that inspired our

studies. We then cover the methods used for our studies. Most of the information in this chapter

and the next is available in [41].

Polymer molecules in Newtonian solvents can align and stretch with the flow causing complex

flow dynamics even at low or vanishing Reynolds number. In some cases, the dynamics become

chaotic, with excitation across a wide range of scales. This phenomenon, referred to as elastic tur-

bulence, has been documented in experiments [21,22,43] and seen in numerical simulations [7,34],

but there is no understanding of the mechanisms involved in the transition to turbulence. Never-

theless, applications of elastic turbulence and viscoelastic instabilities abound including industrial

polymer processing [15,50], 3D printing [52,60], and enhancement of mixing in microfluidic de-

vices [53,68,69].

Significant effort has gone into understanding the theoretical underpinnings of the flow insta-

bilities and dynamics in elastic turbulence both with and without inertia [4,5,13,17,18,39]. Purely

elastic turbulence (inertialess viscoleastic flow) was first identified by Steinberg [21] and relevant

theory [4,18] and numerical studies [7,8,63,64] have been performed to study the transitions in

and properties of these flows. While early efforts to understand viscoelastic flow instabilities focused

on curved geometries [35,51], more recent effort has determined that chaotic flows can be reached

through subcritical bifurcations and sustained in parallel shear flows [27,34,36,38,39,43].

A number of numerical studies of viscoelastic fluids have featured related coherent structures.

In studies with Re ≳ 1 [16, 42] they have been referred to as arrowheads and in studies with
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Re ≈ 0 [33,34,41], they have been referred to as narwhals. The structures were observed at least

as early as 2008 in [7], with related work done in [6,8], though they were unnamed at that time.

In 2D Kolmogorov flow (periodic shear flow with a sinusoidal driving force) at low inertia

these coherent structures arise as traveling wave solutions (TWS). Upon increasing the Weissenberg

number, Wi, these TWS lose stability and exhibit oscillations. At higher Wi the coherent structures

repeatedly appear and disappear in chaotic flow [8]. In 2D channel flow, also at low inertia, these

TWS co-exist with the stable uniform state and can be obtained using finite size (not infinitesimal)

perturbations at sufficiently high Wi, but do not lead to a turbulent regime [36]. With non-negligible

inertia in channel flow, TWS and chaotic regimes are found and can coexist [16]. While coherent

TWS have been found in both Kolmogorov and channel flow, their relation to chaotic flow regimes

is not well understood [5,10,13,28].

We have studied 2D viscoelastic Kolmogorov flow at Re = 0. Our studies began in the same

geometry as [8]: a doubly periodic, 2π × 2π box, and a horizontal driving force comprised of a

sinusoid with 4 periods (we use f = (−A cos(4y), 0). We also studied Kolmogorov flow with fewer

periods in the driving force (we will use k for the number of periods). Reducing k was motivated

by an idea to bridge the gap between studies of channel flow [36] and those of Kolmogorov flow

with k = 4 [8]. The laminar state in channel flow has a region of high stress along each wall, while

the laminar Kolmogorov state has 2 horizontal bands of high stress per period in the background

force. Thus, it is natural to wonder if reducing to k = 1 (one period) and matching up the number

of “stress bands” to that of channel flow might yield interesting results, and in fact it does.

In Chapter 3, we discuss the results obtained with k = 1, where the dynamics are the simplest.

These results are also presented in [41]. We then move on to k = 2 and finally k = 4 in Chapter 4.

Fig. 2.1 shows the laminar flow state in all three domains. Movies with examples of most of the

flow states that we discuss in Chapters 3 and 4 are available as supplemental material.
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(a) k = 4

(b) k = 2

(c) k = 1

Figure 2.1. The three domains used for Kolmogorov flow. trC is shown with color,
and the velocity profile with grey arrows. Note the scaling of the arrows in relation
to the x-axis is not meaningful. The maximum x-velocity in all cases is 4. In all
cases shown here, Wi = 4.

2.2. Model

The Stokes-Oldroyd B model was introduced in Section 1.2 and will be used for all of our

Kolmogorov flow studies. Here we will put the model into a slightly different form, as well as add

a diffusive term to the stress evolution equation.

Recall the momentum balance, Eq. (1.2),

(2.1) ηs∆u−∇p+ fext +∇ · τp = 0.

We divide this equation by ηs, and rescale the pressure and external force. The notation for pressure

is left unchanged, and we use f = fext/ηs. This yields

(2.2) ∆u−∇p+ f +
1

ηs
∇ · τp = 0.
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Next, we write the polymer force in terms of the conformation tensor, C (recall τp = (ηp/λ)(C−I)).

The parameter ξ = ηp/ηs is used to represent the ratio of viscosities. This gives us the momentum

equation

(2.3) ∆u−∇p+ f +
ξ

λ
∇ ·C = 0.

Note that ξ is related to the more commonly used ratio of polymer to total viscosity, β. The relation

between the two is ξ = (1− β)/β.

Finally, we add the term ν∆C to the evolution equation for C, Eq.(1.4), to give diffusion of

the polymer stress, which is discussed more below. The governing equations can now be restated in

the form that they will be used in this chapter:

∆u−∇p+ f +
ξ

λ
∇ ·C = 0,(2.4)

∇ · u = 0,(2.5)

∂tC+ u · ∇C−
(
∇uC+C∇uT

)
= − 1

λ
(C− I) + ν∆C.(2.6)

Recall that the parameter λ is the polymer relaxation time and ξ is the ratio of polymer viscosity

to solvent viscosity. Throughout our work (both Kolmogorov flow studies and Double Immersed

Boundary), we fix ξ = 1/2 (or equivalently, β = 2/3) and vary λ. In all Kolmogorov flow simulations,

we use a driving force of f = (−A cos(ny), 0), with n = 4. The amplitude A is chosen such that the

analytic solution (see Section 2.3.1 below) has a maximum velocity of 4, in alignment with [8]. We

define the Weissenberg number as Wi = max|∂U/∂y|λ, where U is the analytic velocity. With the

chosen velocity, we have the relation Wi = 16λ. Rather than change the frequency, n, of this force

directly, we modify the wave number, k, of the driving force by changing the size of the domain in

the y-direction, see Fig. 2.1.

We have added the stress diffusion term ν∆C to aid in stabilizing numerical simulations.

However, its presence is not entirely unrealistic. Brownian diffusion of polymers can be accounted

for in the underlying kinetic theory [59], but the associated diffusion coefficient, which depends on

the nature of the flow being simulated, is usually far too small to stabilize numerical simulations.

So, an artificially large coefficient is often used in viscoelastic flow simulations. It would be ideal

to run simulations with a very small value for ν, but this requires using a high resolution, adding
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computational cost. A balance must be struck which allows for stable and reasonably efficient

simulations, while not introducing nonphysical effects which significantly alter the results. The

bulk of the results presented here use ν = 5 · 10−4. A select number of simulations were run with

ν = 5 · 10−5 which is comparable to the value determined in [36] to realistically arise from kinetic

theory.

2.3. Methods

2.3.1. Analytic solution. The system given in Eqs. (2.4)-(2.6) can be solved analytically in

the case of Kolmogorov flow. For the given force the analytic solution for the velocity is

(2.7) (u, v) = (−B cosny, 0),

and the conformation tensor is

C11 = 1 + E sin2(ny) + 2λνEn2,(2.8)

C12 =
Bnλ

1 + λνn2
sin(ny),(2.9)

C22 = 1,(2.10)

where E = 2(Bn)2
(

1
λ2 + 5νn2

λ + 4ν2n4
)−1

and A = Bn2
(
1 + ξ

1+νn2λ

)
. In the simulations we set

B = 4, n = 4, ξ = 1/2, ν = 5 · 10−4, and vary the relaxation time λ. We report results in terms of

Wi = 16λ.

2.3.2. Numerical solutions. We perform direct numerical simulation of the system given in

Eqs. (2.4)-(2.6) with doubly periodic boundary conditions. To advance in time from t to t + ∆t,

we first determine C(t + ∆t) using C(t) and u(t). This step is done with a fractional stepping

method, using classical Runge-Kutta 4 (RK4) to update all but the diffusive term, which is done

with backward Euler. We use a psuedospectral method, with spatial derivatives computed in Fourier

space, and nonlinear multiplication done in real space. Prior to this multiplication a spectral filter,

(2.11) Λ(Kx,Ky) = exp

[
−36

(
Kx

max(Kx)

)36
]
· exp

[
−36

(
Ky

max(Ky)

)36
]
,
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is applied to each factor [25]. Note that the wave number is represented with a capital K here and

in Eq. (2.12). This is done to avoid confusion with k, which represents the number of periods in the

driving force.

Once C(t +∆t) is known, we use it to determine u(t +∆t). To do this, we invert the Stokes

equations in Fourier space. We take the mean velocity to be 0, meaning we can invert the Laplacian

in Fourier space as

(2.12) ∆̂−1f =


0 |K| = 0

−1
|K|2 f̂ |K| > 0.

A grid resolution of ∆x = ∆y = (2π)/512 and a time-step of ∆t = 1.25 · 10−3 were used for

all of our Kolmogorov flow simulations, except those select few that used lower diffusion. For the

simulations with lower diffusion in Section 3.6.3, the grid was refined to ∆x = ∆y = (2π)/1024 and

the time step was halved.

2.3.3. Perturbations. The initial condition used for each simulation consists of either the

analytic solution or, in the case of numerical continuations, the final state of a previous simulation.

In either case, a small random perturbation is applied to the first component of the conformation

tensor, C11. The first component of the initial data for the conformation is

C11,init = C11 + δ(x, y),

where δ(x, y) is the perturbation, which is of the form

δ(x, y) = 10−6 ·M · |R(x, y)|.

At each (x, y) location, the value of R is random, drawn from a standard normal distribution (mean

zero, standard deviation one). M is the max of C11 before the perturbation is applied.
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2.3.4. Energies. In many cases, results of the simulations are presented in terms of the fol-

lowing two quantities:

(2.13) Es =

∫ ∫
trC dxdy, Ek =

1

2

∫ ∫
|u|2 dxdy.

Ek is the kinetic energy of the flow. Es is proportional to the strain energy, which is given by

(2.14) strain energy =
ηp
2λ

∫ ∫
trC dxdy.

Es scales differently in λ (and thus also Wi) than the true strain energy given in Eq. (2.14). Despite

this difference, we will use the phrase “strain energy” to refer to Es as well as “strain energy density”

to refer to trC moving forward.

2.3.5. Windowing data for Fourier transforms. Many of our results involve identifying

frequencies of oscillation in our data by computing its spectrum, for which we use Matlab’s fast

Fourier transform (fft) function. Rather than using the raw data as input to the fft, we use a step of

preprocessing to obtain higher quality results. The idea behind this step is to avoid taking Fourier

transforms of data that is not smooth, because Fourier coefficients decay at a rate which depends

on the smoothness of the function being transformed. In particular, a Cn function will have Fourier

coefficients that decay like 1/ωn+1, though the exact rate is not important to this discussion.

The fft computes a discrete Fourier transform, so if the input data has domain [0, T ], the

algorithm will compute approximate Fourier coefficients for a T -periodic extension of the data.

This can quickly create a problem because, even if our data consists of smooth, steady oscillations,

we must provide an integer number of periods in order for the extension to be smooth. If the input

contains a noninteger number of periods, the extension will almost certainly have a discontinuity,

though in principle it could also be continuous but lack smoothness.

The quality of the spectrum returned by the fft is also impacted by the length of the signal used

as input. For data with any amount of noise, or (as often happened in our studies) a small decaying

transient, providing the fft a short input signal can result in a spectrum where the desired peaks

are obscured by noise. A longer signal can make these peaks more distinct and aid in identifying

frequencies of oscillation. Mathematically, we cannot solve the problems associated with non-smooth

periodic extensions simply by providing signals of greater length to the fft. But, one might wonder if

in practice longer signals could compensate for a lack of smoothness. In our work with Kolmogorov
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flow, we did not find using longer input data to be a useful strategy, in part because obtaining a

signal with many oscillations requires a very long runtime.

Fig. 2.2 shows the results of a simple experiment that explores the impacts of both signal length

and smoothness of the periodic extension. We compute six different spectra from the function

cos(3x · 2π) on different domains, whose lengths we denote L. Because this function oscillates with

a frequency of 3, we expect the spectrum to contain a peak at ω = 3.

The spectra in the top row (b and c) were computed using inputs whose extensions are smooth,

and we can see that the peak values are several orders of magnitude above the off-peak values

(in fact the difference is approximately 1/ϵmach), and that the spectrum computed with a longer

domain of L = 10 (c) has a narrower peak. The spectra in the middle row (e and f) were computed

using inputs whose extensions are discontinuous. The peaks at ω = 3 are still visible, but separated

from the off-peak values by dramatically smaller amounts than in the case of smooth extensions.

Again, the spectrum computed with a longer domain (f) has a narrower peak. The bottom row

shows results in the case where the extensions are continuous but not differentiable. The story is

essentially the same here as in the case with discontinuous extensions.

Numerous options exist to improve the quality of results when computing spectra, including

several built-in Matlab routines. Many of these routines provide a window function, which we will

denote q(x), that decays to 0 (or nearly so) at the beginning and end of its domain, which is chosen

to match that of the data. This function is then multiplied with the data, which we will denote

f(x), prior to applying the fft, so that a smoother periodic extension is achieved. The idea is that

fft(q(x) · f(x)) should provide a higher quality spectrum than fft(f(x)). We have found, however,

that we can obtain better results (particularly with data still containing early transients) with a

custom window.

Our window is referred to as a rectangular window, meaning that we use an indicator function

for our q(x). The effect of this choice is to cut off some of our input data before the fft is applied,

and we optimize the position of the cutoff. The optimization is done under the assumption that

the input data is smooth and periodic, and so the spectrum should decay at high frequencies. Our

approach is to seek out small values in the spectrum at the highest frequencies.
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Figure 2.2. Demonstration of the need for careful data windowing. Spectra are
computed from different length data without windowing. Note the dramatically
different scales of the spectra plots. The top row (a-c) shows the desired result
in which data that oscillates with a frequency of 3 produces a spectrum with a
spike at ω = 3. The domain of the data was chosen so that its periodic extension
is smooth. The middle row (d-f) shows the result when the domain of the data
produces a discontinuous extension. The bottom row (g-i) shows the result of an
extension which is continuous but not differentiable. In all cases, a spatial resolution
of ∆x = 1 · 10−4 is used in the signal.

We proceed in a brute force manner, computing the fft with many different cutoff points and

checking the size of the highest frequency Fourier coefficient each time. Because our data may

contain the remnants of transient dynamics in the early part of the signal, we always cut off data

from the beginning of the signal during this process. Also, we make sure to test cutoff points through

at least one period of oscillation to ensure that we do not inadvertently fail to test a cutoff point

that creates an integer number of frequencies. Once we have checked all the desired cutoff points,

we keep the cutoff that gave us the smallest spectral value at the frequency being checked.

This method works well enough, but we found that it can be improved by also considering

low frequencies. We assume that the input data is smooth and periodic with a lowest frequency

of oscillation that is significantly higher than the minimum frequency that is output by the fft. In
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other words, the desired peak in the spectrum is situated away from the first Fourier coefficient,

and thus we expect the first coefficient to be small. We use a similar brute force method to check

the first Fourier coefficients corresponding to various cutoff points.

Checking the first Fourier coefficient is used as a second priority in choosing the cutoff point

for our window. That is, after we have checked high frequencies, we take only a selection of the

best performing cutoff points and check their first coefficient values to determine a winner. With

this careful windowing of data prior to using the fft, we were better able to identify frequencies

of oscillation in our data. In the early stages of our work, particularly while studying the period

doubling cascade, this was quite helpful.

We conclude this section with Fig. 2.3, showing sample spectra from the early part (the first

300 time units) of a Kolmogorov flow simulation. We show spectra that have been computed with

no windowing, with one of the built-in routines, and with our custom window. This simulation is

a continuation from a previous simulation at a different Wi, and thus it contains some transient

dynamics. The peak showing a frequency of ω = 0.032 is only visible with the custom window,

while all three spectra show the harmonic frequency at ω = 0.064.

0 0.02 0.04 0.06 0.08 0.1
0

1

2

3

4

5

6
104 Spectra computed with various windows

No Windowing
Hann Window
Custom Rectangular Window

Figure 2.3. Spectra computed from the first 300 time units of a simulation at
Wi = 27.28. At this point in the simulation, transient dynamics have not yet died
out, but the spectrum with the custom window already suggests (correctly) that the
fundamental frequency is ω = 0.032.
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2.3.6. Criteria for steady oscillations. For simulations involving oscillatory narwhals, care

must be taken to ensure that a steady state has been reached because transient dynamics, sometimes

manifesting as quasi-periodic behavior, can exist for a very long time. To be considered steady

oscillations we examine a scalar quantity, such as the strain energy, and impose requirements on

the number of oscillations and the consistency of maximum and minimum values seen through all

the oscillations. To test a set of oscillations, we remove early data containing transient dynamics

and apply the following procedure to the remaining data. The procedure is applied separately to

the set of minima and to the set of maxima in the data.

Let xi represent either an absolute minimum or maximum at a sample point in the data collected

during one period of oscillation. We fit a second degree polynomial to the sample points around

this value, {xi−1, xi, xi+1} and find the extremum of this polynomial, which we denote pi. This

helps account for deviations due to discrete sample points not being aligned with the true location

of an extreme value.

Now, define P = {p1, p2, ..., pN} to be the set of all such maximum or minimum (not both)

values under consideration. Let m be the mean of P and let A be the average amplitude of the

oscillations. We compute the following three averages, which reflect deviation from the mean at the

start (S), end (E), and through all (L) of the signal, normalized by the amplitude:

S =
1

A
· 1
5
·

5∑
i=1

|pi −m|,(2.15)

E =
1

A
· 1
5
·

N∑
i=N−4

|pi −m|,(2.16)

L =
1

A
· 1

N
·

N∑
i=1

|pi −m|.(2.17)

The requirements for steady oscillations are

N ≥ 50, L < 10−3, |S − L| < 10−4, and |E − L| < 10−4.

The first requirement is simply that the data includes at least 50 oscillations. The requirement

on L ensures that across all the data under consideration, extrema occur at approximately the same

value. The requirements on S and E ensure that any transient dynamics early in the signal have

sufficiently died out and that the end of the signal is not showing evidence of instability.
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2.3.7. Numerical methods for linear stability analysis. We begin by linearizing the

Stokes-Oldroyd B equations about the analytic solution, which we denote (C0,u0, p0). Adding a

perturbation, we have (C,u, p) = (C0 + C̃,u0 + ũ, p0 + p̃). Plugging this into the governing equa-

tions and dropping quadratic terms yields an equation for C̃, subject to a constraint equation

involving ũ and p̃. We can write the linearized equations as

∂tC̃ = N(u0, C̃) +N(ũ,C0)−
1

λ
C̃+ ν∆C̃,(2.18)

L(ũ, p̃) =
−ξ

λ
∇ · C̃,(2.19)

where N(u,C) = −u · ∇C +
(
∇uC+C∇uT

)
is the collection of nonlinear terms in the Stokes-

Oldroyd-B equations and L is the Stokes operator. The velocity perturbation is determined by

the perturbation to the conformation tensor: ũ = L−1(−ξ
λ ∇ · C̃). Thus Eqs. (2.18)-(2.19) can be

written in terms of C̃ as ∂tC̃ = A(C0,u0, p0)C̃ where A is a linear operator depending on the steady

solution.

We then build the discrete operator A(C0,u0, p0) directly. That is, we assemble the operator

column-by-column by applying the RHS of Eq. (2.18) to unit vectors. Once the operator is built,

the Matlab function ‘eig’ is used to compute the eigenvalues of the operator. The analytic solution

is determined to be stable when all eigenvalues have negative real part, and unstable otherwise.

As Wi is increased, Kolmogorov flow first loses and later regains linear stability, and thus there

are two critical values. To determine each of these values we use a bisection search method. Before

this process begins, we must manually find a lower bound Wil, and an upper bound Wiu, so that the

critical value lies between these bounds, i.e. Wil < Wic < Wiu. Testing the midpoint (Wil+Wiu)/2

for stability allows the search window to be cut in half. This process is repeated until the upper

and lower boundaries are within a tolerance of 10−3 of one another. At this point, the average of

the upper and lower boundaries is taken to be the critical value.

When building the discretized operator A(C0,u0, p0), the grid resolution is limited by the large

memory requirement of building the operator. However, coarse resolutions yield accurate results

due to the low mode nature of the analytic solution. Using a resolution of ∆x = ∆y = 2π/96 was

found to be satisfactory in terms of both accuracy and memory. Higher resolutions were occasionally

used to verify results.
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2.3.8. Modal analysis method. We have an analytic equilibrium solution for the confor-

mation tensor, given in Section 2.3.1, which we will call Ceq. We will call deviations from this

equilibrium Cδ = C −Ceq. For flows with Wi just above the critical value where the equilibrium

becomes linearly unstable, we expect this deviation to be approximately equal to a linear combi-

nation of the unstable modes of the linearized system. These modes, as well as the coefficients

in the linear combination, are complex valued. However, since Cδ is real, we equivalently expect

the deviations to be approximated by a linear combination of the real and imaginary parts of the

unstable modes, with real coefficients. That is,

(2.20) Cδ ≈
2n∑
i=1

ciMi,

where Mi represents either the real or imaginary part of an unstable mode, and we have n unstable

modes.

In each case examined here, we have a double Hopf bifurcation, so there are n = 2 complex

valued unstable modes. We will examine how well these modes capture dynamics near bifurcations

by considering the traces of Cδ and the unstable modes, trCδ and trMi respectively.

At a single moment in time, we would like to find the best approximation to trCδ using the

unstable modes. So, we need to determine coefficients ci so that

(2.21) trCδ ≈
4∑

i=1

ci(trMi).

To do this, we can flatten all the arrays and find a least squares solution for the coefficients. Define

Am to be the linear operator from coefficients to the corresponding (flattened) sum of the modes:

(2.22) Am c =
4∑

i=1

ci(trMi)f ,

where the subscript f indicates a flattened array. Given that Mi are known, we can construct Am

directly, where the ith column is simply (trMi)f . So, finding optimal coefficients can be done using

the backslash operator to solve the least squares problem,

(2.23) c = Am\trCδ,f
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CHAPTER 3

Viscoelastic Kolmogorov Flow with Single Period Forcing

3.1. Introduction

In this chapter we begin the presentation of our results for 2D viscoelastic Kolmogorov flow.

Relevant background and methods were presented in Chapter 2. The current chapter is concerned

with flows driven by a single period forcing (k = 1), and Chapter 4 will discuss flows driven with

multiple period forcing. Note that with a few exceptions, the material in this chapter is available

in [41].

We evolve the Stokes-Oldroyd B model given in Section 2.2 on a doubly periodic domain of

[0, 2π]× [0, π/2], using the driving force f = (−A cos(4y), 0). The analytic solution on this domain

is visualized in Fig. 2.1c and Fig. 3.1a. We study a range of Wi by varying the polymer relaxation

time, λ. Recall that we have the relation Wi = 16λ.

Much of this chapter is focused on coherent structures which we call narwhals. The distinctive

pattern in the strain energy density that led to this naming choice can be seen in 3.1b. A similar

traveling wave solution (TWS) has been seen in channel flow [36], and in Kolmogorov flow with

higher spatial frequency in the driving force similar traveling structures arise as part of the solution

[8]. In low Reynolds number 2D channel flow these TWS have not been shown to lose stability [36],

while in Kolmogorov flow there is a transition to a chaotic state at higher Wi [8]. We similarly see

chaotic behavior for Wi ≳ 27.3.

This chapter is organized into two parts. In Sections 3.2 - 3.5 we present the most fundamental

results, beginning with the loss of linear stability of the analytic solution and working our way

upwards in Wi. Following this, additional details will be presented in Section 3.6.

3.1.1. Overview of dynamics. At low Wi, the analytic solution given in Section 2.3.1 is

linearly stable. This solution is shown in Fig. 3.1a at Wi = 9.50. As Wi is increased, the analytic

solution becomes linearly unstable. As we progress upwards in Wi, we obtain standing waves (to

be discussed in Section 3.6.1), followed by traveling wave solutions (TWS) in the form of coherent
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structures we call narwhals. Fig. 3.1b shows the strain energy density and velocity field in a flow

containing a narwhal at Wi = 9.92. Further increasing Wi causes these structures to lose stability

and begin oscillating, after which they proceed through a cascade of period doubling bifurcations.

Above the doublings, a single period tripling was found, followed by intermittency and chaos.

A time snapshot of the strain energy density and flow are given in Fig. 3.1c for Wi = 32, where

a structure resembling the narwhal is present.

In Fig. 3.1d we see aperiodic behavior of the strain energy over time, and the energy spectra,

Fig. 3.1e, shows a wide range of excited frequencies. This behavior is typically classified as elastic

turbulence [7].
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Figure 3.1. Strain energy density with velocity vectors overlayed for (a) analytic
solution at Wi = 9.5, (b) traveling wave solution at Wi = 9.92, (c) chaotic solution
at Wi = 32. (d) Time series of the strain energy for Wi = 32 over a representative
time interval. (e) Spectrum of strain energy, Wi = 32.
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(a)

(b)

Figure 3.2. As a function of Wi, we show the mean strain energy (a) and mean
kinetic energy (b), along with classification of solution types. In (a), the analytic
solution is quadratic in Wi. A dotted line shows a 3/2−power law fit to the data for
the TWS branch. A dotted line shows a linear fit to the data for the period doubling
and chaotic branch. The lines on the markers in inset (ii) show the maximum and
minimum values of the strain energy for the oscillating solutions.
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Fig. 3.2 contains bifurcation diagrams which organize the various flow types we have classified

as functions of Wi. Diagrams are shown in terms of both temporal mean of the strain energy,

Fig. 3.2a, and temporal mean of the kinetic energy, Fig. 3.2b. These diagrams will be referred to

several times throughout the chapter.

3.2. Results with low Wi: Standing and traveling waves

We perform linear stability analysis and determine that the analytic solution is stable for

Wi < 9.61. The values of Wi where stability is lost at increasing resolutions are reported in Table 3.1.

Nx Wic (± 5 · 10−4)

32 8.169

48 11.194

64 9.619

96 9.615

128 9.613

192 9.614

Table 3.1. Critical Wi values found at various grid resolutions. As Wi is increased
past Wic, Kolmogorov flow switches from linearly stable to linearly unstable. This
computation is done with the stress diffusion coefficient ν = 5 · 10−4.

In the stable region the analytic solution for the strain energy density has regions of high stress

that correspond to where the shear rate is strongest; see Fig. 3.1a for results at Wi = 9.5. Just

above this threshold (9.65 ≤ Wi ≤ 11.2) small perturbations to the analytical solution result in

standing wave solutions, which are discussed in Section 3.6.1.

Above the threshold at Wi = 11.2 where the standing wave solutions exist, TWS are obtained

starting from small perturbations from the analytic solution. By downward continuation in Wi

the TWS are found to co-exist with the standing wave solutions and the analytic solutions. As

an example and to illustrate the TWS structure, the strain energy and velocity for the TWS at

Wi = 9.92 are shown in Fig. 3.1b. The bifurcation diagram with kinetic energy shows a significant

drop in Ek from the analytic to the TWS branch. As we decrease Wi below 9.92, the TWS persists

down to Wi = 7.52 (see Fig. 3.2a inset (i)). Below this value, the analytic solution is the only

solution we found by continuation. In the range 7.52 < Wi < 9.61 both the traveling wave and
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analytic solutions are stable. This is similar to channel flow [5,36] where the stable traveling wave

solution and analytic solutions co-exist above some threshold in Wi, but in channel flow the base

state remains stable.

3.3. Results with moderate Wi: Narwhals and oscillations

Increasing Wi, the numerical continuation produces steady traveling narwhal solutions until

about Wi ≈ 24. A new lower energy stable branch corresponding to oscillatory narwhals appears

as a subcritical bifurcation, see Fig. 3.2a inset (ii). Both steady TWS and oscillating solutions exist

for 23 ≲ Wi ≲ 24.

The strain energy for the analytic solution demonstrates a quadratic scaling in Wi which is

seen in Fig. 3.2a, and a 3/2 power-law (dotted line) is the best fit to the strain energy data in

the TWS regime. The sub-critical bifurcation to oscillating symmetric solutions appears again as

a lower energy branch with approximately linear (dotted line) scaling in Wi. As Wi increases the

amplitude of the oscillations are initially small but grow with Wi as indicated by vertical bars in

Fig. 3.2a inset (ii).

3.3.1. Symmetric oscillating solutions. The first oscillatory solutions that emerge after

traveling waves have a vertical symmetry which is lost as Wi increases. In Fig. 3.3 we show the strain

energy density in the oscillatory regime where the narwhal exhibits a periodic vertical deformation.

Figure 3.3. The strain energy density and velocity vectors for Wi = 24.32 at t = 0
and t = T0/2, period T0 = 6.17.

The symmetry can be seen by examining the strain energy and spectrum over both the full

domain as well as only the (bottom) half of the domain. Fig. 3.4a shows deviations from the mean

strain energy where the mean is taken over the full domain and also over only the bottom half of the
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domain. When the period is computed using the dominant frequency over the full domain a period

of 3.085 is calculated, whereas over only the bottom half the period is 6.17, as shown in Fig. 3.4b.

(a) Deviation from mean strain energy over
time.

(b) Spectrum of strain energy.

Figure 3.4. (a) The deviation from the mean strain energy averaged over both the
full domain and bottom half of the domain. (b) The spectra of the energy over full
and half domain show different dominant frequencies. The full domain has dominant
frequency 0.3241 (period 3.085), and over half the domain the dominant frequency
is 0.162 (period 6.17). This difference occurs due to the vertical symmetry for this
solution.

3.3.2. Period doubling cascade. In Fig. 3.5a the period of the strain energy, T0, is plotted

for a portion of the branch of periodic solutions below the chaotic regime, 24.5 < Wi < 27.3. The

period slowly increases in Wi, and near Wi = 27.12 the period jumps from 7.72 to 15.47. The period

again doubles around Wi = 27.216. The harmonics T0/2 and T0/4 are highlighted for the first and

second doublings to help illustrate the period doubling phenomena.

We further illustrate period doubling by visualizing the strain energy (Figs. 3.5b - d) and its

spectrum (Figs. 3.5h - j) for three solutions on the period doubling branch at Wi = 26.24, 27.168,

and 27.264. For each of these three Wi we additionally visualize the strain energy versus the kinetic

energy in Figs. 3.5e - g. For solutions with the shortest period this is a loop, and at each successive

doubling the loop splits in two. The colors of the loops correspond to the strain energy over time.
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Figure 3.5. (a) Period and harmonics as a function of Wi. Diamond mark-
ers represent symmetric solutions. (b)-(d) Strain energy over time for Wi =
26.24, 27.168, 27.264 with a period highlighted in color(s). (e)-(g) Strain energy ver-
sus kinetic energy over a period with color labeling matching (b)-(d). (h-j) Spectrum
of strain energy with dominant frequencies highlighted, corresponding to the period
and harmonics labeled in (a).

In Fig. 3.6a, the bifurcations in the region 25 < Wi < 28.1 are visualized using local extrema

of deviations from the mean of the kinetic energy. For solutions below Wi ≤ 27.296 extrema of

the periodic solutions are colored according to the legends in the bifurcation diagrams of Fig. 3.2.

The grayscale markers for Wi > 27.296 also represent local extrema, but in this regime the flow

has become increasingly chaotic and the extrema no longer repeat periodically. In this regime the

extrema are binned according to the number of extrema with similar values in that bin with darker

markers indicating more occurrences in a bin. This branching diagram has similarities with orbit
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Figure 3.6. (a) The local extrema of the deviation from the mean kinetic energy.
Periodic solutions are colored according to the legend in the bifurcation diagram
(Fig. 3.2a. (b)-(d) Strain energy over time for Wi = 27.2976, 27.312, 27.8 over a
representative time interval. (e)-(g) Strain energy versus kinetic energy. (h)-(j)
Spectrum of strain energy.

diagrams of iterated maps [58]. Below the first period doubling (Wi ≤ 27.12) there are between

2-4 local extrema for each solution. At the first doubling (cyan to yellow markers) 4 local extrema

become 8, and at the next doubling (between yellow and orange markers) the 8 extrema split into

16.
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3.4. Results with high Wi: Transition to chaos

Beyond Wi ≈ 27.264 the flow in these regions may have very long periods, may be intermittently

chaotic, or may be chaotic. For example, at Wi = 27.2976 we find a period of 95.24, indicating a

potential period tripling. To demonstrate this we show Fig. 3.7, which visualizes the strain energy,

strain energy vs kinetic energy, and spectrum of the strain energy for one solution below (in Wi) the

tripling and one solution above. Note that data from the Wi = 27.2976 simulation is also included

in Fig. 3.6b,e,h.

Figure 3.7. Period tripling illustrated by the strain energy over time (left column),
strain energy vs kinetic energy (middle column), and spectra (right column)

Further increasing to Wi = 27.312 (Figs.3.6c,f,i), the strain energy over time shows structure

to the oscillations but also regions of intermittency. The frequency still shows distinct peaks in the

signal, but there is also a lot of additional noise with many frequencies being active. Increasing

further to Wi = 27.8 (Figs. 3.6d,g,j) the dynamics more closely resemble those previously described

as chaotic for Wi = 32 (Figs. 3.1d,e).
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3.5. Summary of main results

Using forward simulations and numerical continuation we identified a subcritical bifurcation

from traveling wave solutions to oscillating solutions in a 2D viscoelastic fluid driven by a periodic

shear flow. The oscillating solutions then undergo a series of period-doubling bifurcations below the

chaotic regime. As these bifurcations occur, waves in the narwhal “tusk" appear to oscillate and

interact with other regions of high stress in the coherent structure. This self-interaction of a single

narwhal structure appears to lead to longer periods of oscillations as Wi increases until a chaotic

regime is reached. This bifurcation structure is the first systematic connection between coherent

structures to chaotic dynamics in a viscoelastic fluid.

Chaotic flows have been seen in Kolmogorov flow with higher frequency forcing [6,8] but the

transition to chaos involves more complex dynamics due to the interaction of multiple coherent

structures. However, the existence of the narwhal traveling wave solution does not imply that

a flow will become chaotic; in fact a single structure appears to be stable in channel flow with

low inertia [36]. Unlike 2D, in 3D the narwhal in a channel appears to become unstable leading

to chaotic flows [33, 34]. The relatively simple framework of a single narwhal in 2D allows the

identification of bifurcations that may also be underpinning those found in other more complex

flows on the route to chaos.

The single narwhal structure is reminiscent of channel flow yet it still exhibits chaos; this

comparatively simple flow and subsequent flow transitions give the first description of a mechanis-

tic route to chaos. Further study of this system may help unlock other mechanisms driving the

transition to chaos in more complex systems through numerical simulations and analysis. We now

transition to a detailed look at additional results related to Kolmogorov flow with k = 1

3.6. Additional results with k = 1

3.6.1. Standing waves. Just above the critical value Wic = 9.61 where the analytic solution

becomes linearly unstable, there is a small range, observed in simulations from 9.65 ≤ Wi ≤ 11.2,

that supports solutions which are distinct from the others discussed in this Chapter. These solutions

are standing waves in the strain energy density, as shown in Fig. 3.8. The waves alternate between

two configurations (t = 0 and t = 2T/4 in the figure), each with four concentrated, slightly tilted

“stress islands.” The difference between these two states is merely a horizontal shift by π/2.
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Figure 3.8. Standing waves over one period of oscillation for Wi = 10.4. The
period, T = 0.80.

Note, however, that the stress islands are not traveling horizontally. Rather, they disappear (t =T/4

and t = 3T/4) and reform in the new location.

The standing waves emerge from the analytic solution in a continuous manner as Wi is in-

creased, suggesting a supercritical bifurcation. Continuing upwards to Wi > 11.2, traveling wave

narwhals emerge, which are discussed in the main text. When the narwhals form, there is a large

decrease in the kinetic energy, which is visible in the bifurcation diagram in Fig. 3.2b.
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3.6.2. Modal analysis results. Here we will examine standing wave solutions at Wi = 9.65,

which is just above the critical value of Wi = 9.613 where the analytic solution becomes linearly

unstable. We carry out a modal analysis using the methods described in Section 2.3.8. trC of the

unstable modes of the linearized system are shown in Fig. 3.9.

(a) First mode, real part (b) First mode, imaginary part

(c) Second mode, real part (d) Second mode, imaginary part

Figure 3.9. Unstable modes from linear stability analysis at Wi = 9.65. Computed
on a 128x32 grid and interpolated to 512x128.

In Fig. 3.10a, we show a time snapshot of the deviation of the standing wave solution from the

analytic solution, which we denote trCδ. In the standing wave regime, the unstable modes account

for most of the deviation from the analytic solution that is seen in simulations of the full, nonlinear

system. We use the unstable modes to build a least squares best approximation to trCδ, and display

this approximation in Fig. 3.10b.

(a) trCδ (b) Approximation

Figure 3.10. Deviation from the analytic solution (a) and the approximation
formed with a linear combination of the unstable modes. For this approximation,
the relative error is 0.053 measured with the Frobenius norm.

We measure the difference between trCδ and the approximation with the Frobenius norm.

Because we are approximating a solution to the nonlinear system with modes from the linearization,

we do not expect the norm to be small. It merely gives some indication that, because the standing

waves exist near enough (in Wi) to the linear instability, much of the deviation from equilibrium is
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due to linear terms. Computing the Frobenius norm for many snapshots in time reveals temporal

information about the standing waves. In Fig. 3.11, we can see oscillations in time of the size of the

coefficients and of the error in the approximation.

Figure 3.11. Left: Relative Frobenius norm of error over time for unstable mode
approximation to standing wave. Right: Coefficients for each mode over time.

In Fig. 3.8, we can see that the standing wave oscillates between states which are reminiscent

of the analytic solution (stress bands nearly constant in the x-direction) and states in which the

stress shows spatial oscillations in the x-direction. The analytic-like states roughly correspond to

the largest errors in the approximation and the times at which the coefficients are all relatively

small.

3.6.3. Checking results at lower diffusion. Upon finding the route to chaos presented in

Section 3.3.2, a natural question to ask is whether the size of the stress diffusion (ν = 5 · 10−4)

played an important role in the dynamics. To help answer this question, we ran a select number of

simulations with ν = 5 · 10−5, which is comparable to the value determined in [36] to realistically

arise from kinetic theory. With this lower value of diffusion, we found that the route to chaos via

period doubling bifurcations remains intact, and discovered no indications of substantially different

dynamics as a result of reducing diffusion. The low diffusion simulations revealed traveling waves

and oscillations which first break symmetry and then undergo a period doubling. Simulations with

this amount of diffusion required a grid resolution of 1024× 256 and a timestep of ∆t = 6.25 · 10−4.
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From 8.8 ≤ Wi ≤ 22.4, we obtained traveling wave solutions taking the form of narwhals.

An example is shown in Fig. 3.12. These solutions contain exceptionally high peak stresses with

sharp gradients, which necessitated a smaller timestep (∆t = 3.125 · 10−4) than other simulations

to maintain stability.

(a) ν = 5 · 10−5

(b) ν = 5 · 10−4

Figure 3.12. Strain energy density of a traveling wave solution at Wi = 16 with
ν = 5 · 10−5 (top) compared to ν = 5 · 10−4 (bottom). Note the significantly higher
peak stress in the lower diffusion case.

Oscillatory narwhals emerged at higher Wi through a subcritical bifurcation. The oscillating

behavior was continued downwards to Wi = 21.6, demonstrating the coexistence of oscillatory

narwhals with steady TWS narwhals. The first oscillations to emerge are characterized by a vertical

symmetry which results in the kinetic and strain energies oscillating at half the period of the

narwhal’s oscillation. The energies’ oscillatory periods in this regime range from 2.68 to 3.12.

Continuing upwards in Wi, the symmetry in the oscillations breaks, and at Wi = 24 the energies

oscillate with a period of 6.44. Above this, a period doubling occurs and at Wi = 24.16 the period is

13.20. The strain energy over time and its spectrum before and after this period doubling is shown

in Fig. 3.13.
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Figure 3.13. A period doubling with ν = 5 · 10−5 is apparent in the strain energy
over time (left column) and the spectra of the strain energies (right column).

3.6.4. Checking results at higher resolution. As an additional verification of our results,

we ran a select number of simulations at the original size of diffusion, ν = 5 · 10−4, and twice the

resolution. That is, on a 1024×256 grid. Our objective was to verify the values of Wi around which

period doubling bifurcations occur.

Testing began with the end states of simulations at our standard resolution (512× 128), with

Wi near bifurcation points. The resolution was then doubled and the simulations continued. In all

cases, we found the expected periods of oscillations which support our conclusions. These tests are

summarized in Table 3.2
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Wi Simulation Length
Period at

standard resolution
Period at

high resolution

27.04 370 7.66 7.66

27.12 380 7.72 7.72

27.128 500 15.47 15.46

27.216 500 15.73 15.72

27.224 500 31.48 31.46

27.296 500 31.74 31.73

Table 3.2. Verification of Wi values around period doublings with high resolution
simulations.

3.6.5. Stability region in the ν-Wi plane. Linear stability analysis reveals that as Wi is

increased, viscoelastic Kolmogorov flow first loses stability and later regains it. The critical values

of Wi where stability changes depend on the amount of stress diffusion. In Fig. 3.14 we report the

region in the ν−Wi plane where the flow is linearly unstable. Diffusion is generally stabilizing (the

exception being small amounts of diffusion resulting in an increase in the upper critical Wi), and

above ν ≈ 1.17 · 10−2, the instability disappears entirely.

Figure 3.14. Region of instability for viscoelastic Kolmogorov flow with k = 1. The
amount of diffusion used for the results in the main text is marked on the horizontal
axis, ν∗ = 5 · 10−4

35



3.6.6. Run-times for non-periodic data. Wi = 27.2976 is the highest value at which we

obtained data with oscillations that appear to be steady. Above this value, we ran simulations to

extended times to ascertain whether stable periodic solutions would emerge.

Just above Wi = 27.2976, simulations were run for at least 2500 time units. As a reference

point, the 3 largest Wi simulations with steady oscillations had reached steady states before a time

of 1600. Two simulations (Wi = 28 and Wi = 32) were run for over 10,000 time units. With these

firmly established as aperiodic, the simulations with 28 < Wi < 32 were only run for 1000 time

units, which was sufficient to generate the desired data. All run times are listed in Table 3.3.

Wi Simulation Length

27.2992 3200

27.3000 4000

27.3008 3520

27.3040 3000

27.3120 2500

27.3280 4000

27.3440 4000

27.3600 3510

27.4000 3000

27.6000 3000

27.8000 3000

28.0000 10030

28.8000 1000

30.4000 1000

32.0000 10040

Table 3.3. Simulation lengths (in time) for non-periodic data
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3.6.7. Results on a longer domain. We carried out a limited number of tests on a domain

lengthened to [4π × π/2]. We found steady TWS consisting of a pair of narwhals at Wi = 22.40,

shown in Fig. 3.15. To obtain this solution, we used two horizontally arranged copies of a single

narwhal, taken from a simulation with domain length of 2π, as an initial condition. This TWS

translated to the right stably for over 100 time units, after which the simulation was stopped.

Figure 3.15. Strain energy density of a traveling wave narwhal pair on a 4π× π/2
domain.

Upward and downward continuation in Wi was attempted, with interesting results. The TWS

readily lost stability and at times appeared to begin oscillating vertically, reminiscent of the os-

cillations seen in the period doubling cascade. However, these oscillations were not found to be

stable.

Stable oscillations did appear in a different manner, however. After the TWS lost stability in

some tests, the flow evolved to a state with one narwhal traveling to the left and one to the right,

offset vertically from one another. As these narwhals repeatedly pass and interact with one another,

they create temporal oscillations in the energies. Unsurprisingly, chaotic flow was also found with

this domain length.

We emphasize that our testing with this domain was limited. Uncovering more cohesive results,

particularly in relation to the transition to turbulence, would be an interesting avenue of future

research.
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CHAPTER 4

Viscoelastic Kolmogorov Flow with Multiple Period Forcing

4.1. Overview

In this chapter we study Kolmogorov flow with more than one period in the driving force,

specifically two and four periods. We again use the driving force f = (−A cos(4y), 0), and use

domains of [0, 2π] × [0, π] and [0, 2π] × [0, 2π] to obtain two and four periods, respectively. The

analytic solution on these domains is shown in Fig. 2.1a,b. As before, we study a range of Wi.

Other parameters will remain the same as those used with k = 1.

The collections of flows generated with k = 1 and k = 2 have certain similarities. In both

cases, as Wi increases, we obtain standing waves, traveling waves and oscillating flows which include

narwhal structures, and finally intermittency and chaos. Like k = 1, the oscillatory states with k = 2

also exhibit symmetry breaking and period doubling.

The k = 2 case differs from k = 1 in several fundamental ways. In particular, with k = 2 the

analytic solution loses stability at Wi = 4.34, while this occurs at Wi = 9.61 with k = 1. With

k = 2, we find traveling wave solutions (TWS) which do not take the form of narwhals. Some

flows include a pair of narwhals while others include a single narwhal accompanied by a tilted

“stress island.” Lastly, oscillations arise from the interaction of two narwhals rather than from the

self-interaction seen with k = 1. Also, we have obtained only one period doubling with k = 2, in

contrast to the cascade obtained with k = 1. However, additional doublings may well be found with

further study.

Moving on to k = 4, we see additional differences but the results are strongly reminiscent of

k = 2. In particular, for both k = 2 and k = 4, the analytic solution loses stability through a

double Hopf bifurcations at Wi = 4.34, and the unstable modes with k = 4 appear to be 2 vertically

repeated copies of those with k = 2. While the transitions between flow states are not identical,

we have not observed fundamentally new states with k = 4. Also, the transition from oscillatory

to chaotic flow occurs at much closer values of Wi with k = 2 and 4 (Wi ≈ 15 and Wi ≈ 13)
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as compared to k = 1 (Wi ≈ 28). In what follows, we first discuss the case of k = 2 in detail,

proceeding from low to high Wi. We then discuss the k = 4 case.

4.1.1. Summary of flow states with k = 2. Table 4.1.1 contains a compilation of the various

flows with k = 2 which will be discussed, as well as the range of Wi where they were obtained in

our simulations.

Flow Description Range of Wi

Analytic solution is stable Wi < 4.34

Standing waves 4.37 ≤ Wi ≤ 4.55

Symmetric traveling waves 4.75 ≤ Wi ≤ 5.40

Asymmetric traveling waves 5.44 ≤ Wi ≤ 7.0

Narwhal with oscillating stress islands 7.25 ≤ Wi ≤ 7.35

Two narwhals, one repeatedly passing 7.40 ≤ Wi ≤ 8.0

Two narwhals jockeying, symmetric 8.50 ≤ Wi ≤ 11.50

Two narwhals jockeying, asymmetric 11.75 ≤ Wi ≤ 11.85

Two narwhals jockeying, period doubled 11.85 ≤ Wi ≤ 12.125

Aperiodic flows Wi > 12.125

4.2. Results with k = 2 and low Wi: Standing and traveling waves

4.2.1. Linear stability analysis. We perform linear stability analysis and determine that

the analytic solution is stable for Wi < 4.34. The values of Wi where stability is lost at increasing

resolutions are reported in Table 4.1, along with the values found with k = 1 (these were first

presented in Table 3.1). In the stable region, just as with k = 1, the strain energy density is high in

the areas with the strongest shear rate and constant in the x-direction. Fig. 4.1 shows the solution

at Wi = 4.0. At Wi = 4.35, there are 2 conjugate pairs of eigenvalues with positive real part,

indicating a double Hopf bifurcation.
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Nx Wic, k = 2 Wic, k = 1

32 2.972 8.169

48 4.208 11.194

64 4.346 9.619

96 4.344 9.615

128 4.345 9.613

192 - 9.614

Table 4.1. Results of linear stability analysis, searching for critical Wi with ν =
5 · 10−4. The analytic solution switches from linearly stable to unstable as the value
of Wi increases past Wic. Values were found using a binary search with a tolerance
of ±5 · 10−4.

.

Figure 4.1. Strain energy density of the analytic solution with k = 2 at Wi = 4.0.
The velocity field is displayed with overlayed arrows.

4.2.2. Standing waves. In a small range (4.37 ≤ Wi ≤ 4.55), perturbations to the analytic

solution lead to standing waves in the stress and associated oscillations in the strain and kinetic

energies. Similar dynamics with k = 1 were found with 9.65 ≤ Wi ≤ 11.2. The k = 2 energy

oscillations are displayed in Fig. 4.2 and the strain energy density of these standing waves is shown

in Fig. 4.3 as it evolves over time. In the standing wave regime, the stress bands seen in the analytic

solution (Fig. 4.1) are still present, but no longer uniform in the x-direction. The stress alternately

concentrates and dissipates over time at different locations in each band. The top and bottom half

of the domain are horizontally shifted copies of one other. That is, C(x, y) = C(x+ π/2, y + π/2).

Within each half of the domain, the two stress bands oscillate out of phase by π/2 from one another,
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Figure 4.2. Oscillations in the strain and kinetic energy of standing waves at Wi =
4.37.

which is apparent in the right two columns of Fig. 4.3. At Wi = 4.37, the system oscillates with

a period of 0.90. Due to the symmetries present in the flow, the oscillations in the energies have

1/4th this period, or 0.225.

4.2.3. Modal analysis. As with the k = 1 case, we perform a modal analysis of the standing

wave regime. See section 3.6.2 for the k = 1 analysis and section 2.3.8 for the methods used. In the

standing wave regime, the unstable modes of the linearized system account for most of the deviation

from the analytic solution that is seen in simulations of the full, nonlinear system. The trace of the

unstable modes is shown in Fig. 4.4.

Fig. 4.5 shows the trace of the deviation from the analytic solution, denoted trCδ, at one

moment in time from a simulation at Wi = 4.37, as well as the best (in a least squares sense)

approximation to trCδ consisting of a linear combination of the unstable modes. For this snapshot,

the approximation has a relative error of 21.0% measured with the Frobenius norm and 28.2%

measured with the max norm. Because we are approximating a solution to the nonlinear system

with modes from the linearization, we do not expect these norms to be small. They merely give

some indication that, because the standing waves exist near enough (in Wi) to the linear instability,

much of the deviation from equilibrium is due to linear terms.

Because the standing waves are time dependent solutions, the deviations and approximations

will change in time. Fig. 4.6 displays the coefficients used and the errors in the approximation over

one period of oscillation.

41



Figure 4.3. Standing wave at Wi = 4.37, which has period P = 0.90. Time
progresses from top to bottom through one period. trC is shown in the left column.
The middle and right columns display slices of trC along horizontal lines marked in
the top left panel.
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(a) First mode, real part (b) First mode, imaginary part

(c) Second mode, real part (d) Second mode, imaginary part

Figure 4.4. trC of the unstable modes of the linearized system at Wi = 4.37.

(a) trCδ (b) Approximation to trCδ

Figure 4.5. Deviation and approximation at t = 0 with Wi = 4.37. This point in
time corresponds to the top row in Fig. 4.3 and the first data points in Fig. 4.6.

(a) Coefficients for approximations (b) Errors in approximations

Figure 4.6. Coefficients and errors in modal approximation over time. The errors
oscillate with 1/4th the frequency of the coefficients due to symmetry of the system.
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4.2.4. First traveling wave solutions: Tilted stress islands. Above the standing wave

threshold, small perturbations to the analytic solution lead to traveling wave solutions (TWS),

though in contrast to k = 1, these do not take the form of narwhals. These traveling waves appear

as pairs of tilted “stress islands,” and bear some resemblance both to narwhals and the standing

wave solutions. These TWS were found in the range 4.75 ≤ Wi ≤ 5.4, and examples are shown in

Fig. 4.7. Whether the structures move to the left or right appears to be random. This is expected

given the symmetric forcing in Kolmogorov flow and the random perturbations used in this study.

For clarity of presentation, we only show flows with structures moving to the right in this work.

As Wi is increased, the stress islands attain higher peak stresses, while the stress in surrounding

areas only slightly increases. Each pair becomes nearly connected, as we can see along y = π/4

and y = 3π/4 in Fig. 4.7. In this TWS regime, as we progress upwards in Wi the pairs of stress

islands begin to resemble the narwhal structures seen in Chapter 3 and seen later in this chapter,

for example in Fig. 4.10. In contrast to those structures however, in the TWS seen in Fig. 4.7, each

pair of stress islands is separated by a thin horizontal region of low stress, along y = π/4 for the

lower pair and along y = 3π/4 for the upper pair. It is unclear if there is any definite value of Wi in

this progression where the stress islands become narwhals. However, there is a clear flow transition

above Wi = 5.4 where the flow loses its vertical symmetry.

(a) Wi = 4.75

(b) Wi = 5.00 (c) Wi = 5.40

Figure 4.7. The first traveling waves found with k = 2 in our progression upwards
in Wi. These structures translate to the right at a uniform speed.
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4.3. Results with k = 2 and moderate Wi: Narwhals and oscillations

4.3.1. Transition to asymmetric traveling waves. Numerical continuation from Wi = 5.4

to Wi = 5.44 causes the traveling waves to transition to a new state, as seen in Fig. 4.8. The

flow loses its vertical symmetry, with one pair of stress islands (in the bottom half of Fig. 4.8b, d)

reaching a higher peak stress. This pair of stress islands is no longer separated by a horizontal

region of low stress, having connected around, in this snapshot, the coordinates (4.7, 0.78). This

location is circled in Fig. 4.8b. The other pair of stress islands has a lower peak stress, and separates

slightly, becoming less narwhal-like.

(a) Wi = 5.40 (b) Wi = 5.44

(c) Wi = 5.40 (d) Wi = 5.44

Figure 4.8. Comparison of traveling wave solutions (a,c) before and (b,d) after
transitioning to an asymmetric state with only one dominant structure, which in
this case occurs in the bottom half of the domain. The circle in (b) highlights the
location where the stress islands connect, a feature which distinguishes the TWS
before and after this transition. Streamlines computed in traveling wave coordinates
have been overlayed on (c) and (d).

This transition is hard to identify visually, and inspecting streamlines of the flow does not

reveal clear topological differences between any of the structures in Fig. 4.8. Thus, we do not have

enough information to assert which, if any, of these structures are or are not narwhals. Despite the

difficulty in distinguishing these states, the transition is quite distinct if we inspect the energies of

the flow, specifically focused on the loss of vertical symmetry. In Fig. 4.9 we show the energies taken

over the top and bottom half of the domain for several values of Wi around this transition. Prior
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(a) Kinetic Energy (b) Strain Energy

Figure 4.9. The energies of traveling wave solutions, taken separately on the upper
and lower halves of the domain. In all of the asymmetric flows used here, the lower
half contains the more narwhal-like structure.

to the transition, the energy is identical on the top and bottom halves. After the transition, the

more narwhal-like structure has both lower strain energy and lower kinetic energy than the other

structure.

As Wi is increased beyond this transition at Wi = 5.44, the difference between the structures

in the top and bottom parts of the domain becomes more pronounced. At Wi = 6 and 7, shown

in Fig. 4.10, the bottom of the domain contains a structure which clearly resembles the narwhal

structures seen with k = 1, while the top contains a pair of stress islands. These flows are still

traveling wave solutions, translating the the right with a uniform velocity.

(a) Wi = 6.0 (b) Wi = 7.0

Figure 4.10. Traveling Wave Solutions consisting of both narwhals and tilted stress
islands.

4.3.2. Emergence of oscillations. Upward continuation from Wi = 7 to Wi = 7.25 brings

us to the end of the traveling wave regime, and we progress through a variety of oscillatory states.
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Figure 4.11. Snapshots of trC of the oscillatory solution found at Wi = 7.35. The
period of oscillation is P = 2.33. The average velocity of the narwhal (0.541) has
been subtracted. The energies of this flow are plotted in Fig. 4.12.

At Wi = 7.25 and 7.35, we retain the structures of a narwhal and tilted stress islands, all moving

to the right. However, the angle and the magnitude of stress in the stress islands begins to oscillate

in time. This gives steady oscillations in the energies, with a period of 2.27 at Wi = 7.25 and 2.33

at Wi = 7.35. trC in the flow with Wi = 7.35 is visualized in Fig. 4.11 and the oscillations in the

energies are shown in Fig. 4.12.

(a) Strain Energy (b) Kinetic Energy

Figure 4.12. Energies of the flow with Wi = 7.35.
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4.3.3. Dynamics with two narwhals. Another upward continuation from Wi = 7.35 to

Wi = 7.40 leads to the stress islands forming a second narwhal which repeatedly passes the original

narwhal. Both narwhals are traveling to the right, but at unsteady speeds. Similar behavior, with

one narwhal repeatedly passing the other as both travel, was also observed at Wi = 7.50 and 8.0.

trC and the energies at Wi = 7.5 are shown in Figs. 4.13 and 4.14.

Figure 4.13. trC with Wi = 7.50. The lower narwhal repeatedly passes the upper
narwhal, alternating between a slow pass (first 6 panels) and a fast pass (last 2
panels). The average horizontal velocity (0.592) of the narwhals has been subtracted
in making these images.
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Figure 4.14. Energies of the flow with Wi = 7.5. The time labels correspond to
the panels in Fig. 4.13

.

At Wi = 7.4 and 7.5, though one narwhal passes the other in a periodic manner, the time

interval between passes is not constant. We have observed that the times at which the narwhals

are vertically aligned coincide with peaks in the strain energy. We use the time intervals between

these peaks to measure the time taken for one pass. At both Wi = 7.4 and 7.5, the flow alternates

between a ‘fast pass’ taking approximately 3 time units and a ‘slow pass’ taking about 5 time units.

In contrast, in the flow at Wi = 8 each pass takes the same amount of time (5.52 time units).

Upward continuation from Wi = 8 to Wi = 8.5 brings about another change. The flow still

contains two traveling narwhals, but now both narwhals alternatively pass one another, a behavior

we refer to as ‘jockeying.’ An example of jockeying at Wi = 9.0 is shown in Fig. 4.15, and Fig. 4.16

inspects the oscillations of the energies and the spectrum of the strain energy. The energies have

a period of 5.46. For the pair of narwhals to progress through a full cycle (i.e. two passes take

place so they return to their original relative positions), the period is 10.92. The shorter period

of the energies is simply a result of a vertical symmetry in the narwhal dynamics. That is, the

energies cannot distinguish between times with the top or bottom narwhal is ahead of the other.

At Wi = 11.75 and 11.85, the symmetry is broken, and the period of the energies now matches that

of a full cycle of narwhal passing.

4.3.4. Period doubling. In the range just discussed, 11.75 ≤ Wi ≤ 11.85, jockeying behavior

was observed in which the energies of the flow oscillated with periods of 10.6. At Wi ≈ 11.85, a
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Figure 4.15. Jockeying narwhals with Wi = 9.0. The average horizontal velocity
(0.956) of the narwhals has been subtracted. The period of the energies is P = 5.46.
Notice the vertical symmetry is apparent - each panel is a vertical reflection of its
neighbor, which is one period away in time.

period doubling occurs. Above this value, narwhals continue to exhibit jockeying behavior, with

steady oscillations in the energies. However, in the range 11.85 ≤ Wi ≤ 12.125, these oscillations

have periods of roughly 21 time units. Notice that the value Wi = 11.85 appears in both of the

above inequalities. Indeed, in separate simulations at this value of Wi, we observed both periods
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Figure 4.16. Data from jockeying narwhals at Wi = 9.0, where a vertical symmetry
exists in the flow. A full cycle of 2 passes takes 10.92 time units.

of 10.6 and 21.2. The shorter period was found via upwards continuation from Wi = 11.75, and

the longer period was found with downwards continuation from Wi = 12.0. This single point of

bistability is indicative of a possible subcritical bifurcation, and in a future study it would be of

interest to probe this further. Of even greater interest would be a search for further period doublings

or triplings as Wi is increased, as seen with k = 1. It is entirely possible that the doubling shown

here is merely the first in a cascade leading to chaos. Energies, Lissajous curves, and spectra before

and after the doubling are shown in Fig. 4.17. To summarize, jockeying narwhals were obtained in

the range 8.5 ≤ Wi ≤ 12.125, and two transitions were observed within this range. Reminiscent

of the k = 1 case, these two transitions are a symmetry breaking transition followed by a period

doubling bifurcation.

Figure 4.17. Data before (top row) and after (bottom row) the period doubling.

51



4.4. Results with k = 2 and high Wi: Transition to chaos

Moving to Wi > 12.125 brings us into a regime where dynamics begin to appear aperiodic,

similar to that seen in the k = 1 case above Wi ≈ 27.3. In the lower part of this range, it is

possible that very long tansients or dynamics with very long periods are obscuring some periodic

behavior. For example the energies at Wi = 12.25, shown in the top row of Fig. 4.18, may still have

a dominant period of approximately 20, though the oscillations never became steady in a simulation

of 1500 time units. Though it is no longer steady, this flow appears to retain the jockeying behavior

seen at lower values of Wi.

Figure 4.18. Transitioning to chaos through values of Wi above the loss of steady
oscillations. Early in this regime at Wi = 12.25 (top row), oscillations in the energies
are still nearly periodic and the flow contains jockeying narwhals. At Wi = 13
(middle row), the narwhals intermittently break apart, which is associated with a
drop in strain energy. Two such drops are visible in the data shown here. Finally,
at Wi = 15, the flow appears fully chaotic.
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At Wi = 12.75 we first begin to see the narwhal structures intermittently break apart, each time

associated with a drop in strain energy and rise in kinetic energy. When the narwhals break apart,

the flow becomes more disorganized, at times featuring narwhals pointing in opposite directions or

no narwhals at all. Wi = 13 gives similar dynamics, and representative snapshots as the flow moves

into and out of a disorganized state are shown in Fig. 4.19, along with the energies of the flow.

At Wi = 15, disorganized flow is the dominant state. Snapshots of the flow are shown in

Fig. 4.20. While narwhal-like structures are still visible at times, they rapidly break apart and

move in unpredictable ways. The spectrum, shown in the bottom right panel of Fig. 4.18, shows

excitement across a wide spectrum of frequencies, does not contain distinct peaks, and decays

exponentially with frequency. Such a flow is typically classified as elastic turbulence. Similar

chaotic states were simulated up to Wi = 18.4.
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Figure 4.19. At Wi = 13, the flow contains two jockeying narwhals at most times,
but this behavior is regularly interrupted by brief disorganized states. Such an
interruption is seen here, between approximately T0+10 and T0+20. Two narwhals
are visible before T0 + 10 and after T0 + 20, but break apart in between. In the
bottom row we see a drop in strain energy and rise in kinetic energy associated with
the disorganized state.
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Figure 4.20. Snapshots in time of fully chaotic flow at Wi = 15.

4.5. Introduction to the k = 4 case

A broad introduction to the cases of k = 2 and k = 4 is given in Section 4.1. We reiterate

that the k = 4 flows are simulated with a driving force of f = (−A cos(4y), 0) on a [0, 2π]× [0, 2π]

domain, shown in Fig. 2.1a. It should also be noted that our exploration with k = 4 is less thorough

than the lower k values, for a few reasons. For one, an exploration of this flow was done by Berti

and Boffetta [8], though their study was done with Re = 1. Additionally, the k = 1 and k = 2

cases contain many intriguing differences, and the discovery of a route to chaos involving a single

narwhal was an exciting and novel result. k = 4 on the other hand appears in many ways similar

to k = 2 and is of course more computationally expensive. Thus, we chose to prioritize simulations

with lower k values.

The results presented here with k = 4 are useful as a comparison to those lower values, and

perhaps as a bridge to other, more complicated flows. However, they should not be viewed as a

complete catalogue of flows. To some extent, the same can be said of our lower k results, but in

those cases a significant effort was made to perform upward and downward continuations to probe

for additional flow states existing at Wi values in between the states that we have documented, as

well as to establish a reasonably accurate range of Wi where each flow type exists. In contrast, our

continuations with k = 4 often took relatively large steps in Wi and at times these steps were only

in the upward direction.
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4.6. Results with k = 4 and low Wi: Standing and traveling waves

4.6.1. Analytic solution and linear stability analysis. Just as in the cases of k = 1 and

k = 2, we have an analytic solution that is stable for small Wi. In this solution, the strain energy

density is high in the areas with the strongest shear rate and constant in the x-direction. Fig 4.21

shows the solution at Wi = 4.0.

Figure 4.21. Strain energy density of the analytic solution with k = 4 at Wi = 4.0.
The velocity field is displayed with overlayed arrows.

We perform linear stability analysis to determine at what value of Wi the analytic solution

loses stability, with results shown in Table 4.2, along with the results for smaller k, first shown in

Tables 3.1 and 4.1. The values of Wic with k = 4 and k = 2 agree up to the tolerance used in our

tests. Again we find 2 conjugate pairs of eigenvalues crossing the imaginary axis indicating a double

Hopf birfucation. The higher resolutions for k = 2 and k = 4 were not run due to computational

cost.
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Nx Wic, k = 4 Wic, k = 2 Wic, k = 1

32 2.973 2.972 8.169

48 4.206 4.208 11.194

64 4.345 4.346 9.619

96 4.345 4.344 9.615

128 - 4.345 9.613

192 - - 9.614

Table 4.2. Results of linear stability analysis, searching for critical Wi with ν =
5 · 10−4. The analytic solution switches from linearly stable to unstable as the value
of Wi increases past Wic. Values were found using a binary search giving a tolerance
of ±5 · 10−4.

.

4.6.2. Standing waves. Standing waves were obtained from a perturbation to the analytic

solution at Wi = 4.4. This simulation was continued downwards to Wi = 4.37, and the two simu-

lations had very similar dynamics. The standing wave at Wi = 4.37 has the same pattern in trC

as in the k = 2 case, modulo a horizontal shift. Details are given in sections 4.2.2 and 4.2.3 for

k = 2. The k = 4 standing wave appears to simply be two copies of the k = 2 wave, stacked in the

y-direction. As we did with k = 2, we will inspect the solutions and build modal approximations at

Wi = 4.37.

4.6.3. Modal analysis. As one might expect based upon the previous section, the modal

analysis results for k = 4 are nearly identical to those for k = 2, which are presented in section 4.2.3.

We omit visualizations of the unstable modes, which are merely vertically stacked copies of the

modes shown in Fig. 4.4. Though they are also essentially stacked versions of the k = 2 case, we

will include the deviations in trC and the modal approximation to them, shown in Fig. 4.22. We

also include plots of the coefficients used in the approximations to trCδ and the errors in these

approximations over time, both in Fig. 4.23.

4.6.4. Traveling wave solutions: Tilted stress islands and emergence of narwhals.

As with k = 2, above the standing wave regime we find pairs of traveling wave stress islands. With

k = 4, these were found with 4.60 ≤ Wi ≤ 5.5. While the analytic solution is unstable in this

range, growth caused by perturbations is very slow near Wi = 4.6. To avoid this slow growth, the
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(a) trCδ (b) Approximation to trCδ

Figure 4.22. Deviation and approximation at t = 0 with Wi = 4.37. This corre-
sponds to time t = 0 in Fig. 4.23.

(a) Coefficients for approximations (b) Errors in approximations

Figure 4.23. Coefficients and errors in modal approximation over time. The errors
oscillate with 1/4th the frequency of the coefficients due to symmetry of the system.

initial condition used for TWS shown here is not a perturbation to the analytic solution. Instead,

our initial conditions are a simulation from earlier work, which was carried out with higher stress

diffusion (ν = 5 · 10−3) but featured similar TWS. To produce the data shown here, the diffusion

was first lowered to ν = 5 · 10−4. From here, we performed a downwards continuation to Wi = 4.6,

as well as incremental upwards continuations. Note that the older simulation with ν = 5 · 10−3
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began with a perturbation to the analytic solution. We expect that perturbing the analytic solution

with ν = 5 · 10−4 would produce the same TWS as shown here.

As Wi is increased, the stress island TWS evolve in a manner similar to k = 2, reaching

higher peak stresses and more closely resembling narwhals, shown in Fig. 4.24. This continues up

to Wi = 5.5, above which a transition to an asymmetric flow occurs.

(a) Wi = 4.60 (b) Wi = 5.00 (c) Wi = 5.50

Figure 4.24. Strain energy density of traveling wave stress islands at various values
of Wi. The structures all translate to the right at constant speeds.

Performing a continuation from Wi = 5.5 to Wi = 6.0 brings about a transition from a flow

with 4 identical traveling wave structures (Fig. 4.24) to a flow with 2 pairs of stress islands and 2

narwhals (Fig. 4.25a). The transition realigns the flow, and at Wi = 6 the narwhals are no longer

vertically aligned as they were before the transition.

In the k = 2 case, a similar transition occurs at a slightly lower Wi, between Wi = 5.40 and

5.44 (see Section 4.3.1). It is possible that running longer k = 4 simulations and taking smaller

steps in Wi would reveal that the transition points are the same for k = 2 and 4. Aside from this

possible discrepancy, flows with k = 2 and k = 4 appear to have essentially the same dynamics

below the transition. Above the transition, however, they have a definitive difference, owing to the

realignment of the k = 4 flow, which is possible only with the extra degrees of freedom present with

more periods in the driving force. With the realignment, the stress islands as well as the trailing

ends of the narwhals have space to extend further in the vertical direction than they would without

realigning.

As with k = 2, we inspect the energies on subsets of the domain, focusing on the difference

between the structures that emerge through the transition. The results are shown in Fig. 4.25b

and c. The analogous results for k = 2 are shown in 4.9. Note that there is a distinct difference

between k = 2 and k = 4 in these kinetic energy plots. With k = 2, the stress islands have higher
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kinetic energy than narwhals, while the opposite is true for k = 4. These TWS consisting of two

narwhals and two pairs of stress islands continue to exist as we perform upwards continuations, and

we obtained such solutions in the range 6.0 ≤ Wi ≤ 8.

(a) TWS at Wi = 6.0. (b) Kinetic energy. (c) Strain energy.

Figure 4.25. (a) Shows the TWS after the transition and realignment from a flow
with 4 identical structures. The bottom quarter of this flow contains stress islands,
and the second quarter contains a narwhal. (b) and (c) show the energies of these
subsets of the domain, along with the same measurement at several other values of
Wi.

4.7. Results with k = 4 and moderate to high Wi

At Wi = 9, we leave the traveling wave regime, and see familiar behavior with some narwhals

passing others. We have not observed steady periodic behavior, such as the jockeying seen with

k = 2, though such a pattern could certainly emerge with 8 < Wi < 9, or perhaps eventually

emerge at Wi = 9 if the simulation is run for long enough. Fig. 4.26 shows a snapshots during a

representative period of time.

Continuation from Wi = 9 to 10 brings about a transition, via a long transient resembling

chaotic flow, to a very distinctive state which has the only steady oscillations we have found with

k = 4. This flow consists of three narwhals and two tilted stress islands, shown in Fig. 4.27 along

with the strain energy over time. Unlike all other non-chaotic flows we have encountered, the

narwhals point in opposite directions, and the stress islands are separated by a narwhal rather than

occurring as a pair in close proximity. These structures all travel to the right (meaning one narwhal

travels ‘backwards’), though at unsteady speeds.

This state may appear unusual compared to the others we have discussed. One might speculate

that it is one of many somewhat random stable arrangements of coherent structures that the flow

could arrive at after a chaotic transient. While we cannot rule out other arrangements, we did
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Figure 4.26. Snapshots of the flow with Wi = 9. Four narwhals pass one another
in an irregular pattern.

obtain this state in three separate simulations with unique initial conditions: once by continuation

from Wi = 12.5 (a chaotic state); once by continuation from the flow at Wi = 9 consisting of
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four oscillatory narwhals (see Fig. 4.26); and once by continuation from an earlier point in time in

the Wi = 9 simulation, prior to its transition from a TWS to oscillatory narwhals (it resembled

Fig. 4.25a at that point).

(a) Strain energy over time (b) trC at t = 0

Figure 4.27. The dynamics at Wi = 10. The structures in (b) all travel to the
right at unsteady speeds.

We have not thoroughly explored the transitions above Wi = 10, but what data we have

suggests the existence of chaotic flows. This is expected given the similarities with the k = 2 case

and the elastic turbulence at k = 4 documented in [8]. A relatively short simulation of 250 time

units at Wi = 11 and a longer simulation of 840 time units at Wi = 13 both appear chaotic. The

strain energy, Lissajous curve, and spectrum of the strain energy of the Wi = 13 flow are shown in

Fig. 4.28, and snapshots of the flow are shown in Fig. 4.29.

Figure 4.28. Energies and spectrum of chaotic flow at Wi = 13
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Figure 4.29. Fully chaotic flow at Wi = 13

4.8. Conclusions

This brings us to the end of our exploration of Kolmogorov flow and the transitions to chaos

seen in three different domains. The case of k = 1 stands out, being quite distinct from the other

cases, as well as revealing the first systematic route to chaos seen in viscoelastic fluids. In this case,

the route to chaos is a cascade of period doublings and a period tripling which occur as a single

narwhal interacts with itself via periodic boundary conditions.

The cases of k = 2 and k = 4 are in many ways similar to one another, and quite different

than k = 1 due to the presence of multiple narwhals. Naturally, these flows have more complex

dynamics, which is likely connected to the onset of chaos at lower Wi than with k = 1. Movies with

examples of most of the flow states that we discuss in Chapters 3 and 4 are available as supplemental

material.
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Narwhals are a key coherent structure in all of these flows, and it was this structure that

originally inspired this portion of our work. In particular, the results of Berti [8] involve multiple

narwhals transitioning to chaos in Kolmogorov flow, and the results of Morozov [36] show a single

narwhal in channel flow which appears to be stable. Studying Kolmogorov flow with fewer periods

in the driving force was appealing as a way to gain insight into the differences between channel flow

and Kolmogorov flow, and potentially about the role of narwhals in the transition to turbulence.

This effort led to all of the results discussed in the preceding three chapters, and has raised many

new questions that may be answered with further analysis and simulation. To name a few: Further

simulations could uncover additional period doublings and triplings, or other systematic routes to

chaos with k = 2 or k = 4. It would also be of interest to use specialized numerical methods to find

additional periodic solutions and/or unstable equilibrium solutions, so that the parameter space can

be more fully understood. Probing the applicability of our results to 3D Kolmogorov flow would

be useful. Finally, it would be exciting to explore 2D Kolmogorov flow with longer domains more

thoroughly than we have done in Section 3.6.7, especially with comparison to channel flow in mind.
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CHAPTER 5

Introduction to the Double Immersed Boundary Method and

Application to Stokes Flow

5.1. Introduction to the Immersed Boundary Method

The Immersed Boundary Method, introduced by Peskin [44,45], was designed for simulations

of fluid-structure interactions and first used in simulations of blood flow around heart valves. The

original idea of the Immersed Boundary (IB) Method was to simulate the coupled dynamics of

elastic structures and surrounding fluid in such a way that computations can be done efficiently on

an Eulerian grid, while the elastic structure is defined on a Lagrangian boundary that is not aligned

with the grid and may be nonstationary. To link the Eulerian grid to the Lagrangian boundary,

the IB method places a set of point forces along the boundary, which are mapped to the grid

by convolution with a regularized delta function. This generates a collection of forces at nearby

gridpoints which do the same work on the fluid as the Lagrangian boundary forces [32]. Thus, the

IB method allows for the use of techniques that are fast and accurate on a regular grid (e.g. spectral

methods), together with great flexibility in boundary geometry.

The IB method was adapted for problems with prescribed motion of the boundary in [32]. The

idea was to use tether forces at boundary points, determined by the displacement of boundary points

from their target positions. This method was further adapted for Stokes flow in [62]. After the

tether force approach was developed a new idea emerged [61], also for use with prescribed motion of

the boundary, in which the boundary conditions are viewed as a constraint which implicitly deter-

mines the boundary forces. This is similar to the way in which the constraint of incompressibility

determines fluid pressure. Our work will use this constraint method with additional modifications.

The basic idea is illustrated in figure 5.1, where periodic Stokes flow around a cylinder with no-slip

boundary conditions is simulated.
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(a) Boundary points and IB forces (b) Velocity

Figure 5.1. Demonstration of the Immersed Boundary (IB) method for Stokes flow
around a cylinder. The forces shown in (a) are spread to the grid and combined with
a constant driving force in the x-direction. When Stokes equations are solved with
this combined forcing, the resulting velocity is flow around a cylinder with no-slip
boundary conditions, shown in (b). The color axis shows the magnitude of the
velocity, and direction of flow is displayed with arrows.

One drawback to the IB method, which is described in detail in Section 5.1.4, is its failure to

provide convergent velocity gradients near boundaries. In this chapter, we introduce the Double

Immersed Boundary (DIB) method, with the goal of achieving convergence of velocity gradients

everywhere on the domain, including near boundaries. An important application of this new method

is simulating polymeric (viscoelastic) fluid flows, in which the polymer stress depends on the velocity

gradient.

Our primary point of comparison for viscoelastic fluid simulations using the DIB method will be

the Immersed Boundary Smooth Extension (IBSE) method [55,56,57], which provides convergent

velocity gradients near the boundary. The IBSE method was tested with a standard benchmark

problem for viscoelastic flows: 2D flow around a cylinder confined in a channel [1, 11, 12]. For

the sake of simplicity and easing computational costs, we will focus on the related problem of flow

around a cylinder with doubly period boundary conditions. We will focus first on Newtonian fluid

to demonstrate the main idea of the DIB method. Viscoelastic fluids will follow in Chapter 6, along

with discussion of methods to handle the additional challenges such simulations pose.
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5.1.1. Linking an Eulerian grid with a Lagrangian boundary. Before we begin, it will

be useful to establish the following notation for different parts of the domain.

• Computational domain, C

• Fluid domain (outside of the cylinder), Ω

• Non-physical domain (inside cylinder), E

• Cylinder boundary, Γ

Additionally, to help distinguish between quantities on the boundary and quantities on the grid, we

will use capital letters for boundary values and lower case for the grid (e.g. we represent boundary

forces with F and forces on the grid with f).

The communication between our two coordinate systems will consist of two operations. The

first, as described briefly in the introduction, is to map boundary forces to an approximately equiva-

lent collection of forces at nearby grid points, which we refer to as spreading the forces. The second

is interpolating quantities from the grid onto the boundary. Both of these operations rely upon a

regularized delta function. We use the standard four-point delta constructed by Peskin [45]:

δh =
1

h2
ϕ
(x
h

)
ϕ
(y
h

)
(5.1)

with h = ∆x = ∆y and

ϕ(r) =


1/8

(
3− 2|r|+

√
1 + 4|r| − 4r2

)
, 0 ≤ |r| < 1

1/8
(
5− 2|r| −

√
−7 + 12|r| − 4r2

)
, 1 ≤ |r| ≤ 2

0, |r| > 2.

(5.2)

To spread forces from the boundary to the grid, we define the spread operator S as

(5.3) (SF)(x) =

∫
Γ
F(s)δh(x−X(s)) ds.

To interpolate values from the grid onto the boundary, we again integrate against the delta, but

here we integrate over the computational domain. We define the interpolation operator, S∗, as

(5.4) (S∗u)(s) =

∫
C
u(x)δh(x−X(s)) dx.
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As the notation suggests, the spread and interpolate operators are adjoint with respect to the

standard L2 inner products. That is, ⟨SF,u⟩C = ⟨F, S∗u⟩Γ. We refer the interested reader to

Section 2.2.2 of [55] for illustrative examples of these operators in one dimension.

5.1.2. Stokes equations with the IB method. Stokes equations for fluid velocity u, pres-

sure p, and external force f with no-slip boundary conditions are

∆u−∇p+ f = 0 in Ω,(5.5)

∇ · u = 0 in Ω,(5.6)

u = 0 on Γ.(5.7)

The spread forces and interpolated velocity will be substituted into (5.5) and (5.7), respectively.

First however, we will introduce a driving force and a flow rate condition. The flow will be driven

by a horizontal force, α = (α, 0), applied uniformly in all of C. We make the usual choice to drive

the flow left-to-right, so α > 0. The value of α will be determined by specifying an average flowrate,

V . This flowrate is computed by integrating the x-velocity from the bottom of the domain at y = yl

to the top at y = yh:

(5.8)
1

yh − yl

∫ yh

yl

u(0, y) dy = V.

Throughout this chapter, we will use the flowrate V = 1. Note that in Chapter 6, we use V = 1/2.

Incorporating this driving force and flow rate condition in Stokes equations, along with sub-

stituting the spread forces (5.3) and interpolated velocity (5.4), we have the following system to

solve:

∆u−∇p+ SF+α = 0 in C,(5.9)

∇ · u = 0 in C,(5.10)

S∗u = 0 on Γ,(5.11)

1

yh − yl

∫ yh

yl

u(0, y) dy = V.(5.12)

We will need to invert this system, but we must address two issues before doing so. First,

note that to satisfy (5.9), it must be the case that the forces are in the range of the Laplace
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operator, meaning they must have zero mean (pressure is not a concern because ∇p has zero mean

by periodicity of p). Second, solutions to Stokes equations on a periodic domain are not unique

unless the mean velocity is constrained, because adding an arbitrary mean velocity to any solution

produces another solution. The same is true of the pressure but this is less concerning, as the

mean pressure is rarely of interest and often set to zero, which we will do in our work. In order to

properly handle the mean velocity, we will break the velocity into two components, u = u0 + u,

where the u0 has zero mean and u is a constant. Rewriting the system with this decomposition and

the solvability condition gives

∆u0 −∇p+ SF+α = 0 in C,(5.13)

∇ · u0 = 0 in C,(5.14)

S∗(u0 + u) = 0 on Γ,(5.15)

1

yh − yl

∫ yh

yl

u0(0, y) + u(0, y) dy = V,(5.16) ∫
C
SF+α dx = 0.(5.17)

5.1.3. The Schur complement. We are now prepared for the first step in solving our system,

which is to determine the boundary forces, driving force, and mean velocity, (F, α, u) that are

required in order to satisfy our chosen boundary conditions and flow rate. To do this, we will

construct a Schur complement for the system, M, which maps (F, α, u) to the boundary velocity,

flow rate, and integral of the forces. We will then use the inverse of this operator to determine the

unknown quantities.

To construct M, we will need to express S∗u, V , and
∫
C SF+α dx in terms of (F, α, u). We

begin by manipulating Eqs. (5.13–5.14) to isolate the velocity and pressure. This process starts

with taking the divergence of Eq. (5.13). By incompressibility (5.14), the first term in Eq. (5.13)

drops out and we can get the pressure in terms of the forces,

(5.18) p = −∆−1∇ · (SF+α),
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where we take the mean to be 0 when inverting the Laplacian. Inserting (5.18) into (5.13) and

inverting gives us u0 in terms of only the forces. We add the mean (recall u = u0 + u) to find the

full velocity,

(5.19) u = ∆−1
(
∇(−∆−1∇ · (SF+α)) + SF+α

)
+ u.

Interpolating this to the boundary gives

(5.20) S∗u = S∗ [∆−1
(
∇(−∆−1∇ · (SF+α)) + SF+α

)
+ u

]
.

We now proceed to the easier tasks of expressing the flow rate and integral of the forces in terms of

(F, α, u). For the flow rate, we simply evaluate

(5.21) V =
1

yh − yl

∫ yh

yl

u(0, y) dy

using the velocity from Eq. (5.19). The integral from Eq. (5.17) only involves F and α, so no

additional work is required. Of course, this integral must evaluate to 0 to solve Stokes equations.

However in the process of building M it will generally be nonzero and we denote the quantity Φ,

(5.22) Φ =

∫
C
SF+α dx.

As mentioned in the beginning of this section, the Schur complement M maps (F, α, u) to

(S∗u, V,Φ). Thus, we can write Eqs. (5.20–5.22) compactly as

(5.23) M


F

α

u

 =


S∗u

V

Φ

 .

We construct M column-by-column, by repeated application to unit vectors. Once the Schur com-

plement is formed, we apply its inverse to determine the forces and mean velocity that are required

to meet the solvability condition and our chosen boundary conditions. To satisfy no-slip boundary
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conditions and the solvability condition, we solve the system

(5.24) M


F

α

u

 =


0

V

0


to obtain the boundary forces, driving force, and mean velocity. With these in hand, we use Eqs. (5.18–

5.19) to compute the velocity and pressure on the computational domain. To summarize, there are

three steps to solve Stokes equations with our implementation of the IB method:

(1) Build the Schur complement M

(2) Apply M−1 to obtain F, α, and u

(3) Insert these quantities into Stokes equations and solve for velocity and pressure.

5.1.4. Gradient discontinuities with the IB method. The IB method has a drawback in

that using delta-like forces will create a velocity field whose gradient is discontinuous across the

bounary Γ. For one dimensional analogy consider solving uxx = δ(x), where two integrations of

the right hand side give a C0 function with a jump in ux at x = 0. This behavior is apparent in

Fig. 5.2, where we inspect slices of the x-velocity and ∂u/∂y in a solution for flow around a cylinder

computed using the IB method described in the previous three sections. This discontinuity results

in an incorrect value of the gradient near the boundary.
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(b) ∂u/∂y at three grid resolutions

Figure 5.2. The IB method creates gradient discontinuities on boundaries, as
shown here for Stokes flow around a cylinder. Both plots slow vertical slices of
the domain (shown in figure 5.1b) taken along x = 0.
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Depending on the application, accuracy of the velocity gradient may or may not be important.

This work is focused in particular on viscoelastic fluid simulations, where accurate velocity gradients

are important because viscoelastic stress depends upon the velocity gradient. Before exploring

viscoelastic flows however, we will focus on obtaining accurate velocity gradients in Stokes flow.

5.2. Introduction to the Double Immersed Boundary Method

The main idea of the Double Immersed Boundary (DIB) is quite simple and comes from two

observations. First, when using the IB method, the jump in the velocity gradient is localized near

the point forces (see Fig. 5.2). Second, the locations of these point forces need not coincide with

the location where boundary conditions are enforced. With this in mind, the DIB method will use

point forces placed along a new curve, γ, that is separated from the boundary, Γ. The forces are

placed in the non-physical domain, E , which in our case corresponds to placing them inside the

cylinder. The forces still enforce boundary conditions on Γ, just as in the IB method. This means

we apply the spread and interpolate operators at different locations: the forces are spread along

γ, while velocities are interpolated along Γ. This moves the gradient discontinuity out of the fluid

domain. For the work presented here, γ is always a circle, and we define Rr = rad(γ)/rad(Γ) as the

ratio of the radii used for the forces and for the cylinder boundary. Thus, Rr = 1 corresponds to

the IB method and Rr < 1 to the DIB method. Fig. 5.3 demonstrates the idea of the DIB method,

with 5.3a illustrating the placement of forces inside the cylinder, and 5.3b showing the jump in the

velocity gradient at different locations generated by three separate simulations using a variety of

force placements. Naturally, there are trade-offs, which we will begin addressing in the next section.

5.3. Conditioning issues with DIB

Recall that the condition number of an operator is defined as κ = σmax
σmin

, the ratio of largest

to smallest singular values. A poorly conditioned operator is one with a large condition number,

which indicates that applying the inverse of the operator to an input with small errors will produce

a solution with large errors. In order for DIB to work well then, we must have a reasonably well

conditioned Schur complement.
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(a) Horizontal velocity, with force locations and
boundary points shown.

(b) ∂u/∂y from three tests.

Figure 5.3. Demonstration of the principle of Double Immersed Boundary. (a)
shows flow around a cylinder, with forces moved away from the boundary into the
non-physical domain. (b) shows slices of the velocity gradient from three tests. IB
is shown in blue, and DIB with 2 force placements are in red and yellow. All three
have a jump in the gradient, but we can observe the jump moving further inside the
cylinder (to the left of the star markers) as well as growing in magnitude as the forces
are placed further from the cylinder wall. All tests used a resolution of Ny=128.

5.3.1. A theoretical prediction. We can learn something about the conditioning of the DIB

Schur complement by examining a related problem: Laplace’s equation on R2. Recall that Laplace’s

equation,

∆u = δ(x0)(5.25)

has the fundamental solution

u(x) =
1

2π
ln(|x− x0|).(5.26)

Suppose we wish to solve ∆u = f(x), using f(x) to enforce boundary conditions on the unit circle.

We will place the forces, f(x), on a concentric circle of radius R. Just as in our approach to the

immersed boundary method, we would find and invert the operator that maps forces to u(x) on the

boundary. In this case, we can determine the eigenfunctions and eigenvalues analytically. It also

turns out that the operator is symmetric, meaning that the singular values are simply the absolute

values of the eigenvalues.
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To find the eigenvalues, begin by parameterizing the unit circle as (cos θ, sin θ) and the circle

of forces as (R cosα,R sinα). We will represent the set of forces as f(α). Using Eq. (5.26) and

integrating the forces, we have

u(θ) =

∫ 2π

0

1

2π
ln
(√

(R cosα− cos θ)2 + (R sinα− sin θ)2
)
f(α)Rdα,(5.27)

=

∫ 2π

0

R

4π
ln
(
R2 + 1− 2R cos(α− θ)

)
f(α) dα,(5.28)

= I(f).(5.29)

We will now show that the eigenfunctions of I are fk = exp(ikα) for k ∈ Z.

I(exp(ikα)) =

∫ 2π

0

R

4π
ln
(
R2 + 1− 2R cos(α− θ)

)
exp(ikα) dα,(5.30)

= exp(ikθ)

∫ 2π

0

R

4π
ln
(
R2 + 1− 2R cos(α− θ)

)
exp(ik(α− θ)) dα,(5.31)

= exp(ikθ)

∫ 2π

0

R

4π
ln
(
R2 + 1− 2R cos(ω)

)
exp(ik(ω)) dα,(5.32)

where we used the substitution ω = α− θ and 2π periodicity to arrive at Eq. (5.32). Therefore we

have eigenvalues of

λk =

∫ 2π

0

R

4π
ln

(
R2 + 1− 2R cos(ω)

)
exp(ik(ω)) dα,(5.33)

=
−R

4π

∫ 2π

0

2R sin(ω)

R2 + 1− 2R cos(ω)

exp(ikω)

ik
dω.(5.34)

We use a computer algebra system to evaluate this integral, though it can also be evaluated by

hand via contour integration. For R ≤ 1, we have

λk =
−R|k|+1

2|k|
.(5.35)

To relate Eq. (5.35) to a discretized problem, we consider a truncated series. We use N to denote

the largest value of k, which will be proportional to the number of grid cells used. For 0 < R ≤ 1,

the largest and smallest singular values are σ1 and σN , respectively (recall that σk = |λk|). Thus,
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we have κ = σ1/σN , or

(5.36) κ =


N, R = 1,

N
(
1
R

)N−1
, 0 < R < 1.

So, with either R = 1 (analogous to IB) or 0 < R < 1 (analogous to DIB) the condition number

grows as resolution is increased. The growth is linear for IB and exponential for DIB. Also note

that in the DIB case we have polynomial growth in κ as R is reduced, or in other words as the

forces are moved further away from the boundary.

In the DIB case, we can take advantage of the relation between condition number and R to

slow the growth of condition number as the grid is refined. Suppose we set the distance between

the force locations and the boundary at a constant number of grid cells, meaning that R = 1− c/N

for some constant c with 0 < c < N . We will still have κ = σ1/σN and thus the condition number

is

(5.37) κ =
N

(1− c/N)N−1
,

which we will show grows linearly as N increases. Consider the denominator of 5.37,

(5.38) (1− c/N)N−1 =
(1− c/N)

(1− c/N)N
<

1

(1− c/N)N
.

Next, because lim
N→∞

(1− c/N)N = e−c, we know that for large enough N ,

(5.39)
1

(1− c/N)N
< ec + ϵ

for any ϵ > 0. Thus for large N , we have

(5.40) κ =
N

(1− c/N)N−1
< (ec + ϵ)N,

which demonstrates linear growth in κ as desired.

Recall that these results are only directly applicable to the Poisson problem on an infinite

domain. We must use numerical methods to see how well it translates to periodic Stokes flow

around a cylinder, which is the subject of the next section.
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5.3.2. Numerical inspection of conditioning. We begin with an examination of the con-

dition number of the Schur complement as resolution is increased in Fig. 5.4. When the distance

between the force locations and boundary is kept constant (Fig. 5.4a), growth in the condition num-

ber is approximately exponential for DIB at resolutions of 256× 256 and up. This aligns well with

the prediction from the preivous section, based on the Poisson problem. When we keep a constant

number of grid cells between the force locations and the boundary (Fig. 5.4b), growth is approxi-

mately polynomial. While the fixed grid cell approach does lead to smaller condition numbers than

the fixed distance approach, both give large condition numbers at high resolution.
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(a) Fixed distance between boundary and forces.
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(b) Fixed number of grid cells between boundary
and forces.

Figure 5.4. Changes in the condition number of the DIB Schur complement as
resolution is increased. From the analysis in Section 5.3.1, we expect exponential
growth when Rr < 1 and linear growth when Rr = 1.

Now that we have explored the growth in the condition number, we will demonstrate the

detrimental effect of poor conditioning on the DIB method when it is implemented as it has been

described so far. Keeping in mind that the goal of DIB is to achieve accurate velocity gradients up

to the boundary, we will inspect the drag force in periodic flow around a cylinder because this force

depends upon the velocity gradient along the boundary. Additionally, we will inspect the pointwise

velocity gradient on the cylinder boundary. After demonstrating poor performance, we will discuss

solutions to this conditioning issue and later return to the drag force and pointwise velocity gradient

in Section 5.6 to verify that our solutions provide satisfactory results.
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The drag force is given by

FD =

∫
Γ

(
−p · I+ µ(∇u+∇uT )

)
· dS,(5.41)

and dimensionless drag is FD/(µV ) (we are using µ = V = 1). When integrating along the

boundary, we use values of p and ∇u that have been interpolated from the grid to the boundary

using the interpolation operator defined in Eq. (5.4). Values for dimensionless drag computed using

integral methods are available in [20], and we will use these as our point of comparison for DIB.

We can see the impact of poor conditioning in Fig. 5.5, which shows drag results as the grid is

refined. In Fig. 5.5a, the gap between the force locations and the cylinder boundary, stated in

terms of Rr, is held constant as the grid is refined. For resolutions using 256 or more grid cells,

using DIB (Rr < 1) gives errors that grow with resolution for both values of Rr shown. Note that

from Fig. 5.4a we know that the condition numbers in the simulations at resolutions of 512 and

higher are over 1015, so these large drag errors are expected. The IB method (Rr = 1) is also

shown in Fig. 5.5a, which as expected gives large errors at all resolutions. The errors are not due

to conditioning, however. Rather, they are due to the lack of convergent velocity gradients on the

boundary inherent in the IB method. In Fig. 5.5b, we keep a constant number of grid cells between

the forces and the cylinder boundary as the grid is refined. While the drag errors do not definitively

grow at high resolutions, they only drop below ≈ 10−4 at a moderate resolution of 256 grid cells.

We will see later (Section 5.6) that with improved conditioning of the Schur complement, errors

drop well below 10−4, even at high resolution.

An interesting aspect of Fig. 5.5b is the error seen with 2 grid cells between the cylinder

boundary and the forces. While the error is smaller than that seen with the IB method (3.7%

vs 49%), it remains nearly constant as the grid is refined. This suggests that with gap of 2 grid

cells, errors depend less on conditioning and, like the IB method, result from the jump in velocity

gradient. This is expected - the regularized delta function we use for the interpolation operator

is supported over four points in both the x- and y-directions. Centering the delta at boundary

points means that erroneous values from the velocity gradient discontinuity are incorporated into

the interpolated value.
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(a) Fixed distance between boundary and forces. (b) Fixed number of grid cells between boundary
and forces.

Figure 5.5. Relative error in dimensionless drag as a function of grid resolution.
Several different boundary spacings are shown. With the gap size held constant (a),
errors clearly become large at high resolution. When we keep a constant number
of grid cells (b), the growth of errors is less pronounced. However, both strategies
leave something to be desired. As we will see later, improving the conditioning of
the Schur complement gives errors ≈ 10−6.

We can also see the effect of poor conditioning in the pointwise velocity gradient along the

cylinder boundary. Fig. 5.6 shows the differences between successive refinements in ∇u along the

boundary, using the max norm. Like the previous tests for drag force, we have performed one

refinement study with a fixed distance between the boundary and the forces (Fig. 5.6a) and one

with a fixed number of grid cells between the boundary and forces (Fig. 5.6b). The only test which

appears convergent uses Rr = 1, where forces are placed on the boundary (in other words this is

the IB method, not DIB). However, while the velocity gradient converges pointwise in this test, we

know from our drag computations (Fig. 5.5a) that it does not converge to the correct solution. For

all of the tests shown in Fig. 5.6, the differences between refinements are quite large and do not

appear convergent. As a reference point, at high resolution with improved conditioning we obtain

differences smaller than 10−3 in most tests (See Figs. 5.14 and 5.15).
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(a) Fixed distance between boundary and forces. (b) Fixed number of grid cells between boundary
and forces.

Figure 5.6. Max norm of the difference between velocity gradients on the bound-
ary at successive refinements. The resolution value used to plot each data point
represents the fine resolution for that comparison. For example, a point plotted
at resolution 512 comes from comparing results at 256 and 512. Several different
boundary spacings are shown. All suffer from poor conditioning at high resolution.

5.4. Methods to improve conditioning

Now that we have introduced the Schur complement, M, for our system, along with its poor

conditioning and the resulting inaccuracies in drag and the velocity gradient, we will explore ways

to improve the conditioning. We will briefly explore two methods, though it should be noted that

there is a wealth of literature on solving poorly conditioned problems [30,40].

For both methods, we will discuss the singular value decomposition

(5.42) M = UΣV⊤,

where U and V are unitary and Σ is a diagonal matrix containing the singular values, σi, of M. If

M is invertible, its inverse is

(5.43) M−1 = VΣ−1U⊤.

An important idea for both methods is that small singular values of M create large entries in

Σ−1, which lead to numerical errors upon inverting M. The methods we present to improve the

conditioning of the problem involve creating a regularized version of Σ−1. The first method does so
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directly, requiring an expensive SVD computation. The second method does not require computing

the SVD, but effectively regularizes Σ−1 nonetheless.

5.4.1. Improving conditioning by truncating singular values. Our first method is re-

lated to a common way of handling non-invertible matrices. When M is not invertible, it will have

one or more zero singular values. Supposing there are k nonzero singular values, the most common

way to define a pseudoinverse, known as the Moore-Penrose inverse, is M+ = VΣ+U⊤, where

(5.44) Σ+ =



1/σ1
. . .

1/σk

0

. . .

0


.

Thus, applying the Moore-Penrose inverse has the effect of inverting M only on the subspace

associated with nonzero singular values.

Our first approach to improving the conditioning of M takes this idea further. We will define

a pseudoinvese Z = VΣ+
sv U⊤, where Σ+

sv is the regularized version of Σ−1. It has the same form

as Σ+, but includes the reciprocals of only those singular values which are larger than a chosen

cutoff. The remaining entries of Σ+
sv are set to zero. Thus, applying Z has the effect of inverting M

only on the subspace associated with the largest singular values, eliminating a source of numerical

error. The trade-off is a loss of information from the Schur complement, as we are ignoring its

actions on the subspace associated with small singular values. With an appropriate cutoff, this lost

information is unimportant and the application of Z still determines forces and a mean velocity

which approximately satisfy our boundary conditions. But, we must determine the cutoff carefully.

If the cutoff is too large, we eliminate too many singular values, lose important information, and

fail to satisfy the boundary conditions. If the cutoff is too small, we retain too many singular values

and will not eliminate the problem of poor conditioning.

The cutoff is set relative to the largest singular value. This is because poor conditioning does

not result from small singular values alone, but rather the ratio of the largest and smallest singular

values (recall κ = σmax/σmin). So, the parameter we will be choosing is actually a cutoff ratio
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which we denote SVc. Thus Σ+
sv will contain the reciprocals of all singular values σi satisfying

σi/σmax > SVc. With this method we are setting an upper bound of 1/SVc on the condition

number of the problem. We do not have a precise way to choose SVc, so we will do so based on

experimental results. We will return to this task after introducing the second method to improve

the conditioning of M.

It should be noted that this method of truncating singular values requires computing the SVD

of the Schur complement, which is computationally expensive. Because the size of M depends on

the number of boundary points, this method is not practical for large systems. For this reason we

offer a second method of controlling the conditioning of M which does not require the SVD.

5.4.2. Improving conditioning with Tikhonov regularization. Our second method to

control the conditioning of the Schur complement is Tikhonov regularization (also known as ridge

regression), a well known method for solving nearly singular systems [19, 65]. As discussed in

Section 5.1.2, to solve Stokes equations we invert Eq. (5.24). However, the actual system being

solved is not relevant to our discussion of Tikhonov regularization in this section. So, for the sake

of simplicity, in this section we will represent the system to be solved as MF = u.

Rather than inverting this system directly, Tikhonov regularization finds a least squares solution

to the augmented system M

A

F =

u

b

 .(5.45)

Finding a least squares solution to Eq. (5.45) gives an F that compromises between solving MF = u

and solving AF = b. By weighting A with 0 < ϵ ≪ 1, we can intentionally bias this compromise

towards solving MF = u, which in the context of DIB enforces the boundary conditions. There are

many choices of what to use for A and b. The most common choice is to take A = ϵI and b = 0,

which gives preference to solutions with smaller L2 norms. Another common choice is A = ϵD and

b = 0, where D is a difference operator, which gives preference to solutions with small derivatives.

In practice both choices may effectively regularize the problem. In our own testing we obtained

reasonably good results using both choices, though testing with the difference operator was limited.

Going forward we will focus only on the case A = ϵI, b = 0.
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We can gain insight into how Tikhonov regularization works by again appealing to the singular

value decomposition M = UΣV⊤. Plugging this, along with our choice of A and b, into Eq. 5.45

yields UΣV⊤

ϵI

F =

u

0

 .(5.46)

To find a least squares solution to Eq. (5.46), we left-multiply by the transpose of the first term and

solve, arriving at

F =
(
V(Σ2 + ϵ2I)−1ΣU⊤

)
u.(5.47)

We will use the notation Σ+
tk for the key term in Eq. (5.47). That is,

(5.48) Σ+
tk = (Σ2 + ϵ2I)−1Σ.

This term plays the aforementioned role of a regularized version of Σ−1.

Σ+
tk is a diagonal matrix with the values σi/(σ

2
i + ϵ2) on the diagonal, where σi is a singular

value of M. In contrast to the arbitrarily large entries of Σ−1, the entries of Σ+
tk are bounded above

by 1/(2ϵ) and smoothly go to zero as σi → 0. For large singular values, entries of Σ+
tk only differ

from entries of Σ−1 by an ϵ2/σ perturbation. Putting all this together, the effect is similar to the

truncated singular value approach. The action of M on subspaces associated with small singular

values is effectively ignored, while the action of M on subspaces associated with large singular values

is changed negligibly. Like the previous method, Tikhonov regularization puts an upper bound on

the condition number of the problem. In this case, the bound is relative to the largest singular

value: σmax/(2ϵ).

Unlike the truncated singular value approach in the previous section, Tikhonov regulariza-

tion does not require an expensive SVD computation. For large systems, one could use a Krylov

method to solve Eq. (5.45) without computing M or its SVD. However for a Krylov method to work

efficiently, the challenge becomes providing a good preconditioner for the system.

The question of what value to use for ϵ still needs to be answered. Based on the preceding

discussion, we can see that if ϵ is too small, the conditioning will not be significantly improved.

On the other hand, if ϵ is too large, the augmented system no longer closely approximates the
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original system. We do not have a precise way to choose the value of ϵ, so we will do so based on

experimental results.

For both the truncated singular value approach and Tikhonov regularization, a parameter value

(cutoff ratio and ϵ, respectively) must be chosen. We will use the same experimental approach to

choose both parameters, which is the subject of the next section.

5.5. Choosing conditioning parameters

5.5.1. Testing with a manufactured solution. To choose an appropriate value for each

conditioning parameter, we test the DIB method with several parameter values and search for an

optimal choice. In Section 5.1, we introduced the problem of periodic flow around a cylinder.

Unfortunately, this problem would not be a good choice for evaluating the conditioning parameters

because there is not an analytic solution. Since the goal of DIB is to obtain accurate velocity

gradients up to the boundary, it would be better to use a test problem where the velocity gradient

is known. One way of doing this is to use the method of manufactured solutions, which is a very

general method for evaluating computational PDE solvers [29,49]. At a high level, the method of

manufactured solutions applied to the PDE Lu = f follows the steps:

(1) Manufacture a solution, um, to the PDE.

(2) Analytically determine the forcing term, fm, by solving Lum = fm.

(3) As input to the computational method being tested, use fm along with the boundary

conditions determined by um.

(4) Compare the output of the computational method with the original manufactured solution.

To use this test method on DIB, we will work on our usual domain: The computational domain

is C = [−0.5, 0.5]× [−0.5, 0.5]. The non-physical domain, E , is a cylinder of radius
√
0.2/π centered

at the origin. The fluid domain is Ω = C\E .

We begin by manufacturing a velocity and pressure, (um, pm). We will use

um = exp(sin(2πkx)) cos(2πky),(5.49)

vm = − exp(sin(2πkx)) cos(2πkx) sin(2πky),(5.50)

pm = exp(cos(4πkx)).(5.51)
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This solution is somewhat arbitrary, but chosen to satisfy periodic boundary conditions and incom-

pressibility, and so that no terms in Stokes equations vanish everywhere. We take k = 3 so that

∇um is comparable to the maximum velocity gradient obtained in flow around a cylinder, as shown

in Figs. 5.1 and 5.3. The x-component of the manufactured velocity is shown in Fig. 5.7

Figure 5.7. x-component of the manufactured velocity, um, on the fluid domain.

The next step is to find a forcing function, which is done analytically by evaluating Lum = fm

on the entire computational domain, where L is the Stokes operator. We now apply fm only on the

fluid domain and attempt to recover um using the DIB method. Inside the cylinder we place point

forces which are computed with the Schur complement so that they maintain the desired boundary

velocity, S∗um. Thus, the DIB method attempts to produce a velocity u satisfying

Lu = fm|Ω + SF,(5.52)

S∗u = S∗um.(5.53)

If DIB works as intended, we also expect ∇u to converge to ∇um in the fluid domain. However,

based upon Section 5.3, we do not expect convergence if the conditioning of the Schur complement

is not controlled. Fig. 5.8a illustrates part of the problem when conditioning is not controlled. It

shows the x-velocity from a manufactured solution tests with no control of the conditioning. While

the velocity far from the cylinder looks similar to the manufactured velocity, zooming in we can see

grid scale oscillations which originate at the force points and extend beyond the cylinder boundary.
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Given these oscillations, we cannot expect an accurate velocity gradient on the boundary. We

inspect this gradient in Figs. 5.8b and 5.8c and as expected, find noisy and inaccurate results.

(a) x-component of velocity.

(b) ∇u11 on boundary (c) Error in ∇u11 on boundary.

Figure 5.8. Results of a manufactured solution test without controlling condition-
ing of the Schur complement. Note the grid scale oscillations in (a), which extend
from the forces to areas beyond the cylinder boundary. The color axis has been
restricted so that the velocity outside the cylinder is still apparent. The x-velocity
inside the cylinder ranges from −2699 to 3074. (b) and (c) inspect the first compo-
nent of the velocity gradient interpolated to the boundary. This test was done on a
256× 256 grid with Rr = 0.8.

In Section 5.4, we discussed how to control conditioning of the Schur complement with two

methods - truncating singular values and Tikhonov regularization. Each method requires choosing

the value of a parameter, which is our next task. We will carry out manufactured solution tests on

each method with a wide range of parameter values in search of optimal choices. To evaluate the
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performance of each test, we will inspect three errors, all measured with a normalized max norm:

the errors in velocity and its gradient in the fluid domain, and the error in the velocity gradient on

the cylinder boundary. To obtain values on the boundary, we use the interpolation operator S∗.

(a) (d) (g)

(f)

(e)(b) (h)

(c) (i)

Figure 5.9. Results from manufactured solution testing using a range of values for
the singular value ratio cutoff. The max norm, normalized by the norm of the manu-
factured solution, of the errors is computed for the velocity in the fluid domain (a-c),
the velocity gradient in the fluid domain (d-f), and the velocity gradient interpolated
to the boundary (g-i).

5.5.2. Results. Fig. 5.9 shows results from testing a variety of singular value ratio cutoffs.

Recall from Section 5.4.1 that when the cutoff ratio is too small, the conditioning of the Schur

complement is not adequately controlled. When the cutoff ratio is too large, we lose too much

information from the Schur complement to effectively enforce boundary conditions. So, a cutoff
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that is either too small or too large will lead to large errors in the manufactured solutions tests,

and this is indeed evident in the ‘U’ shaped error plots in Fig. 5.9. We seek a cutoff ratio that

avoids both of these detrimental effects, or in other words, corresponds to a local minimum in the

error plots. The various plots presented here allow us to see how the location of this minimum

changes depending on resolution, boundary spacing, and whether we measure errors in the velocity,

the velocity gradient, or the gradient interpolated to the boundary. Together, these plots lead us

to choose a cutoff ratio of SVc = 10−8, which works reasonably well in all of the tests. As an aside,

we also note that the results from tests on a 128 × 128 grid with Rr = 0.9 show relatively little

variation as the cutoff ratio changes. This is because, at low resolution with the forces located near

the boundary, the problem is still fairly well conditioned. From Fig. 5.4a, we can see that in this

case, the condition number is below 1010.

Fig. 5.10 shows results with Tikhonov regularization, using a variety of values for ϵ. The situa-

tion here is quite similar to the previous tests which explored the singular value ratio cutoff. With

Tikhonov regularization, if the parameter ϵ is too small, the conditioning of the Schur complement

is not adequately controlled. If ϵ is too large, then the augmented system (Eq. 5.45) is no longer

a useful approximation to the original system and will not effectively enforce boundary conditions.

So, again we have ‘U’ shaped graphs resulting from the large errors associated with values of ϵ

that are too small or too large. It is interesting to note that using a larger than optimal value

of ϵ appears less harmful than using a large value for the singular value ratio cutoff, particularly

with the boundary spacing Rr = 0.9. As before, we show results for a variety of resolutions and

boundary spacings, checking the errors in velocity, velocity gradient, and the gradient interpolated

to the boundary. We select ϵ = 10−7 because this roughly corresponds to the minimum error in all

of the tests.
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(a) (d)
(g)

(f)

(e)
(b) (h)

(c) (i)

Figure 5.10. Results from manufactured solution testing using Tikhonov regular-
ization with a range of values for ϵ. The max norm, normalized by the norm of the
manufactured solution, of the errors is computed for the velocity in the fluid domain
(a-c), the velocity gradient in the fluid domain (d-f), and the velocity gradient in-
terpolated to the boundary (g-i).

We conclude this section with Fig. 5.11, in which we inspect the results of a manufactured

solution test with well controlled conditioning. Using the truncated singular value approach with

SVc = 10−8, we reduce gradient errors on the boundary by more than an order of magnitude

compared to those shown in Fig. 5.8, which were obtained without controlling the conditioning.

Also, with better conditioning, there no longer appear to be numerical artifacts originating at the

force locations which interfere with the solution near the cylinder boundary.
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(a) x-component of velocity
.

(b) Error in ∇u11 on boundary.

Figure 5.11. Results of a manufactured solution test with conditioning of the Schur
complement controlled by a singular value ratio cutoff of SVc = 10−8. This test was
done on a 256× 256 grid with Rr = 0.8. Compare with the results in Fig. 5.8, where
conditioning was not controlled. As done in Fig. 5.8, we again restrict the color axis
in (a). However, the x-velocity inside the cylinder takes much smaller values with
controlled conditioning, ranging from −6.9 to 2.7. (b) shows the relative error in
∇u11 along the boundary. Notice that the errors shrink by more than an order of
magnitude with controlled conditioning.

5.6. Stokes flow results with improved conditioning

Now that we have discussed methods to control the conditioning of the Schur complement and

chosen parameter values, we return to simulations of Stokes flow around a cylinder. In Section 5.3.2,

we saw poor results in the drag force and pointwise velocity gradient on the boundary. We will now

implement both methods of controlling conditioning and re-examine these quantities.

Drag force results with conditioning controlled by truncating singular values are in Fig. 5.12.

Results using Tikhonov regularization are in Fig. 5.13. With each of these methods, we perform

two refinement studies: One with the space between the forces and the boundary held constant and

one with a fixed number of grid cells between the forces and the boundary. The results are very

good, reaching a relative error of around 10−6 (shown with dashed lines) on a 256×256 grid in each

test. On finer grids the errors are similar, but this does not indicate that the solutions are no longer

converging. It is merely a product of the limited accuracy of the reference value we use from [20],

which has 6 significant figures.
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(a) As the grid is refined, space between bound-
aries is held constant.

(b) As the grid is refined, number of grid cells
between boundaries is held constant.

Figure 5.12. Error in drag as a function of grid resolution, with conditioning of
the Schur complement improved by truncating singular values. The cutoff ratio
used here is 10−8. Several different boundary spacings are shown. Compare to the
poor results in Fig. 5.5. Note that asymptotic values we compare against are only
computed to 6 digits in [20], so this test cannot give meaningful relative errors below
∼ 10−6. This value is indicated with dashed lines.

(a) As the grid is refined, space between bound-
aries is held constant.

(b) As the grid is refined, number of grid cells
between boundaries is held constant.

Figure 5.13. Error in drag as a function of grid resolution, with conditioning of the
Schur complement improved using Tikhonov regularization with ϵ = 10−7. Several
different boundary spacings are shown. Compare to the poor results in Fig. 5.5. Note
that asymptotic values we compare against are only computed to 6 digits in [20], so
this test cannot give meaningful relative errors below ∼ 10−6. This value is indicated
with dashed lines.

We now verify pointwise convergence of the velocity gradient. Results with conditioning con-

trolled by truncating singular values are in Fig. 5.14. Results using Tikhonov regularization are in
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Fig. 5.15. Again for each method we perform two refinement studies: One with the space between

the forces and the boundary held constant and one with a fixed number of grid cells between the

forces and the boundary.

(a) As the grid is refined, space between bound-
aries is held constant.

(b) As the grid is refined, number of grid cells
between boundaries is held constant.

Figure 5.14. Velocity gradient differences between successive refinements, with
conditioning of the Schur complement improved by truncating singular values with
a cutoff ration of 10−8. Several different boundary spacings are shown. Compare to
the poor results in Fig. 5.6.

(a) As the grid is refined, space between bound-
aries is held constant.

(b) As the grid is refined, number of grid cells
between boundaries is held constant.

Figure 5.15. Velocity gradient differences between successive refinements, with
conditioning of the Schur complement improved using Tikhonov regularization with
ϵ = 10−7. Several different boundary spacings are shown. Compare to the poor
results in Fig. 5.6.
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Figs. 5.14 and 5.15 indicate that DIB provides a velocity gradient that converges pointwise on

the boundary. In isolation this result does not imply that the velocity gradient is converging to the

correct values. However, we have some assurance of this from our drag force results in Figs. 5.12a

and 5.13. With this encouraging result, we conclude our work with DIB in Stokes flow, and proceed

to viscoelastic flow.
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CHAPTER 6

The Double Immersed Boundary Method Applied to Viscoelastic

Flow

6.1. Introduction

In the previous chapter, we introduced the Double Immersed Boundary (DIB) method and de-

veloped necessary techniques for satisfactory simulations of periodic Stokes flow around a cylinder.

Recall however, that Stokes flow is not the motivation for DIB. Our original goal was to develop

a method which overcomes the traditional Immersed Boundary method’s inability to produce con-

vergent velocity gradients near boundaries. In particular, we had the application of polymeric

(viscoelastic) flows in mind, because in these flows the polymer stress depends on the velocity

gradient. The current chapter applies DIB to viscoelastic fluids.

The Immersed Boundary Smooth Extension (IBSE) method was developed with similar goals,

and does in fact give pointwise convergence of the velocity gradient and polymer stress [55,56,57].

IBSE was a breakthrough in its own right and is very valuable as a point of comparison for the

DIB method. IBSE involves inverting a large and complicated system and is thus computationally

expensive. DIB, on the other hand, inverts a much smaller system. Even so, we certainly do not

claim that DIB has improved upon IBSE. We merely present DIB as an alternative method to

obtain convergent gradients.

We have chosen the test problem of 2D periodic flow around a cylinder, shown in Fig. 6.1.

This choice was made in part to facilitate the Stokes flow drag force tests in the previous chapter,

because asymptotic values for the drag force with this geometry are available in [20]. It is also a

suitable choice for testing of viscoelastic flows, where we use IBSE as our benchmark. IBSE was

tested thoroughly in 2D flow past a cylinder confined to a channel, so we are confident that it will

give accurate results in the periodic case.
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Our notation for parts of the domain will be the same as the previous chapter. That is,

• Computational domain, C,

• Fluid domain (outside of the cylinder), Ω,

• Non-physical domain (inside cylinder), E ,

• Cylinder boundary Γ,

• Force locations γ.

6.1.1. The Stokes-Oldroyd B model. We will work with the Stokes-Oldroyd B model for

fluid velocity u, pressure p, and polymer conformation tensor C. The model was first introduced

in Section 1.2 and again in Section 2.2 with a stress diffusion term, ν∆C. We drop that term here

to facilitate our use of the square root method, which is described in Section 6.2.1. Without stress

diffusion, the Stokes-Oldroyd B model is

∆u−∇p+ f +
ξ

λ
∇ ·C = 0,(6.1)

∇ · u = 0,(6.2)

∂tC+ u · ∇C−
(
∇uC+C∇uT

)
= − 1

λ
(C− I).(6.3)

ξ is the ratio of polymer viscosity to solvent viscosity, and we will use ξ = 1/2 throughout our

work. λ is the polymer relaxation time, which we will vary. The key dimensionless parameter

for viscoelastic flow is the Weissenberg number, Wi, which represents the ratio of the timescale of

polymer relaxation to the timescale of the flow. For flow around a cylinder, Wi is typically defined

as Wi = λV/(2R), where V is the average horizontal velocity and R is the cylinder radius. In

this chapter, we will use R =
√

0.2/π and V = 1/2 (note that we used V = 1 for Stokes flow in

Chapter 5). This gives us Wi ≈ λ. The trace of the conformation tensor, trC, gives the strain

energy density of the flow.

The forcing term f consists of two types of forces. The first is point forces placed inside the

cylinder which enforce no-slip boundary conditions. The second is a background force that maintains

the flow rate. These forces are determined using the methods developed in Section 5.1.3.
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(a) Wi = 0.1.

(b) Wi = 0.7.

Figure 6.1. Viscoelastic flow around a cylinder with periodic boundary conditions,
simulated with the DIB method. Colors show the strain energy density, trC, and
arrows show the velocity. The amount of elasticity is small in (a). It is near the
upper limit of our (and most others) computational abilities in (b). Note that the
strain energy is maximized near the cylinder boundary, illustrating the importance
of obtaining convergent velocity gradients near boundaries.

6.2. Coupling DIB with Viscoelasticity

6.2.1. The square root method. In our studies of viscoelastic Kolmogorov flow (Chapters 2-

4), we performed direct numerical simulations which evolved the conformation tensor, C. Now, we

take a different approach and use the square root method, which was developed in [3]. This method

is used to improve numerical stability as well as to aid in our comparisons with IBSE, which also

implemented the square root method.
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This method relies on the existence of a unique symmetric positive definite matrix, b, satisfying

b2 = C. The existence and uniqueness of b relies on the fact that C itself is symmetric positive

definite (see Theorem 7.2.6 in [24]). As one might expect, the square root method reformulates (6.3)

in terms of b, allowing us to evolve the square root. The resulting equation is

∂tb+ u · ∇b = b∇u+ ab+
1

2λ
(b−⊤ − b),(6.4)

where

a =

 0 a12

−a12 0

(6.5)

with

a12 =
b12∂xu− b11∂xv + b22∂yu− b21∂yv

b11 + b22
.(6.6)

The determination of the matrix a is nontrivial and depends on the choice to constrain b to be

symmetric. More details can be found in [3].

6.2.2. Timestepping. Our numerical simulations of this system use the same methods as the

Kolmogorov flow simulations (see Section 2.3.2), with the necessary modifications for use of the

square root method and the inclusion of an immersed boundary. Our initial condition for b will be

the identity matrix, which corresponds to no polymer stress. This means that the initial velocity

and pressure are (Newtonian) Stokes flow around a cylinder.

To advance in time from t to t+∆t, we first determine b(t+∆t) using b(t) and u(t). This step

uses classical Runge-Kutta 4 (RK4). We use a psuedospectral method, with spatial derivatives com-

puted in Fourier space, and nonlinear multiplication done in real space. Prior to this multiplication

a spectral filter,

(6.7) Λ(Kx,Ky) = exp

[
−36

(
Kx

max(Kx)

)36
]
· exp

[
−36

(
Ky

max(Ky)

)36
]
,

is applied to each factor [25].
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Once b(t+∆t) is known, we use it to determine u(t+∆t). This velocity update boils down to

solving Stokes equations with appropriate DIB forces, a process that requires three distinct steps:

(i) Determine the velocity on Γ (solve Stokes and interpolate) due to the polymer force alone.

(ii) Apply the regularized inverse of the Schur complement, Z (see Section 5.4.1), in order to

determine the necessary DIB forces, driving force, and mean velocity that will negate the

velocity from (i), thus enforcing the no-slip boundary condition.

(iii) Solve Stokes equations using the sum of the DIB forces from (ii), the polymer force, and

the driving force.

When the velocity has been updated, the timestep is complete and we begin the next by again

updating the square root of the stress. The timestep used is ∆t = 5 · 10−3 on a 64× 64 grid. The

timestep is halved for each doubling of the grid resolution. We have run our simulations for 50

relaxation times to ensure that a steady state has been reached.

Note that the Schur complement does not change from one time step to the next, so it only needs

to be computed once in a preprocessing step. It can also be stored and used for other simulations

that use the same geometry.

We control the conditioning of the Schur complement using a singular value ratio cutoff of

SVc = 10−8. See Section 5.4 for more details. Different spaces between the boundary and force

locations are used as needed for numerical stability. Rr = 0.9 is used whenever possible, and works

well in all simulations on 256 × 256 or finer grids. In the lower resolution tests with moderate

to high Wi, using Rr = 0.9 often leads to numerical instability. This may be a result of the fact

that at low resolution, Rr = 0.9 leaves very few grid cells in the gap between the force locations

and the boundary. In the cases which were unstable with Rr = 0.9, we reduced Rr in increments

of 0.1 (down to a minimum of 0.6) until the simulation ran stably. In a few cases low resolution

simulations never became stable, which is apparent in Figures 6.10, 6.12, and 6.13, which lack data

points at low resolution.

6.3. Comparison between DIB and IBSE at low Wi

To evaluate the performance of the DIB method in simulations of viscoelastic flow around

a cylinder, we will compare our results against the same flow simulated with the IBSE method.

Specifically, we will compare the x-velocity and trC in the fluid domain as well as trC interpolated
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to the boundary. The differences in these quantities will be measured with both the L2 and max

norms. We will check that the differences converge as the grid is refined. We are comparing against

‘IBSE-2’ which, as shown in [57], achieves second order convergence of the polymer stress and

velocity gradient.

Our comparisons begin with refinement studies at small Wi, Wi = 0.05 and Wi = 0.10, shown

in Fig. 6.2. Convergence appears to be approximately first-order for all quantities. Comparing the

results between Wi = 0.05 and Wi = 0.10, the stress differences (both on the boundary and in the

fluid domain, and in both norms) become larger. The velocity differences on the other hand are

essentially the same at Wi = 0.10 and Wi = 0.05.

(a) Wi = 0.05, Max norm. (b) Wi = 0.05, L2 norm.

(c) Wi = 0.10, Max norm. (d) Wi = 0.10, L2 norm.

Figure 6.2. Comparison between DIB and IBSE with Wi = 0.05 (top row) and
Wi = 0.10 (bottom row). These simulations were run to 100 relaxation times. The
differences are converging at approximately first-order in all cases.
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6.4. Stabilizing DIB with artificial diffusion

At Wi = 0.2, both IBSE and DIB become unstable, which is a common problem in simulations

of viscoelastic fluids. Such computational challenges are discussed in Chapter 10 of [23]. A typical

approach to stabilize simulations is to add artificial stress diffusion. We used this approach in our

Kolmogorov flow simulations in Chapters 2 - 4, adding the term ν∆C to the Stokes-Oldroyd B

model. In our DIB simulations, we will use a similar strategy. However, because we are using

the square root method we add the term ζ∆b to Eq. (6.4). This term does not directly represent

diffusion of polymer stress and should be thought of only as a numerical viscosity (the exact relation

between ∆C and and ∆b is given in [3], but is not particularly important for our work). We will

take ζ = (d ·∆x)2. This dependence of ζ on grid resolution means that the numerical viscosity is

reduced as the grid is refined, and thus the model converges to Stokes-Oldroyd B with refinement.

d is referred to as the diffusion constant and we will use either d = 2 or d = 4 depending on the

parameters of a given simulation. In general, we strive to keep d as small as possible so that the

non-physical effects of this added viscosity are minimized. As previously mentioned, timestepping

of Eq. (6.4) is done with RK4. We do not add the diffusive term ζ∆C into the RK4 step. Rather, a

step of backward Euler adds the diffusion after the RK4 step, which makes our method a fractional

stepping method.

Adding diffusion to IBSE allows us to run simulations at least up to Wi = 0.7, which is the

highest we will explore in this work. Diffusion is helpful to stabilize DIB, and using d = 4 allows

us to simulate Wi = 0.2. However, if we increase to Wi = 0.3 we again lose stability. It is possible

that a larger diffusion constant would allow simulations to run stably at Wi = 0.3 or higher, but

as previously mentioned we would like to keep diffusion small. Given that we have not advanced

very far upwards in Wi, exploring additional ways to stabilize DIB seems prudent. First, we will

return to Wi = 0.2 and examine an unstable simulation to gain insight about how we might improve

stability.

6.5. Stabilizing DIB with extensions on the nonphysical domain

Fig. 6.3 gives a detailed look at the growth of a numerical instability in the final moments of

simulation at Wi = 0.2, showing ∂u/∂x and trC around the force locations and cylinder. As time

advances, we see grid scale oscillations emerge near the cylinder boundary. While this is reminiscent
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of the numerical artifacts resulting from poor conditioning in Fig. 5.8, the current situation is quite

distinct. The conditioning of the Schur complement is being controlled, but we are now simulating

a time dependent system in which the polymer stress has a ‘memory’ of past deformations. This

may be causing numerical issues as large stresses build up inside the cylinder.

Figure 6.3. Visualizations of the ∂u/∂x and trC as blow-up approaches. The
cylinder boundary is shown with red dots and the force locations with black dots.
This simulation uses a diffusion constant of 2 at Wi = 0.2 and Ny = 512. Time is
increasing from top to bottom. Blow-up occurred at t = 4.234. The color axis has
been restricted in order to make the grid scale oscillations visible. The largest values
of ∂u/∂x in the panels shown here are (top to bottom) approximately ±80, ±120,
and ±150. The maximum values of trC are approximately 250, 600, and 1900.
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After inspecting Fig. 6.3, it may seem that the core idea of DIB – to move the point forces

away from the boundary – has created a new problem around the force locations. Before giving

up hope, it would behoove us to recall that the forces are located within the non-phyiscal domain.

In this region we are not attempting to find a physically relevant solution, and so we may modify

the solution here in any way we please, so long as the solution on the fluid domain is left intact.

There are many possible ways to modify the solution on the non-physical domain. We could, for

example, set the velocity to zero or the stress to the identity each time they are computed in the

timestepping loop. However, we must take care to maintain the accuracy of the velocity gradient

and stress near the boundary, and avoid creating new instabilities.

We will view the task as an extension problem. That is, given some part (velocity, stress, etc.)

of the solution, which we denote h̃, we will compute a new function, z, on the entire computational

domain. z will be designed to match the values and possibly some number of derivatives of h̃ on

the cylinder boundary, Γ. We then create the extended function h by stitching together z and h̃

along Γ, retaining z only on the nonphysical domain and keeping the original solution, h̃, on the

fluid domain. Recalling that we represent the fluid domain as Ω and the nonphysical domain as E ,

this gives us the extended function

(6.8) h = h̃ · χΩ + z · χE .

With this approach comes the choice of how smooth to make h. If the extension is smooth

away from the boundary, which will be the case with our methods, then the smoothness of h only

depends on what happens at the boundary. The simplest choice is to force z to match only the

values of the original solution along the boundary. Thus, we expect the extended function to be

C0, with a gradient discontinuity across the boundary. Another option is to match values and the

first n derivatives, thus giving a Cn extension. Note that constructing such an extension requires

the nontrivial task of estimating derivatives of h̃ at the boundary.

As for what part of the solution to extend, the stress is perhaps the most natural choice,

because it is the uncontrolled growth of the stress that causes DIB to crash. Stress extensions will

be developed and tested in the next several sections. Note that, owing to our use of the square

root method, we will actually extend the square root of the stress, b. We will still refer to this as

a “stress extension.” The ideas we discuss also apply to extending C for simulations which evolve
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Eq. (6.3) directly. In addition to stress extensions, it is reasonable to consider extensions to the

velocity or the velocity gradient, because these both influence the evolution of the stress. Choosing

which of these to pursue (or both) is worth a short discussion.

Consider an extension to the velocity. Inspecting Eq. (6.3), we see that the velocity itself is

only present in the material derivative of C, and thus only advects the stress. The velocity gradient,

on the other hand, is directly responsible for growth of the stress. Thus, the most important effect

of a velocity extension will be the fact that it also acts as a velocity gradient extension. The

gradient extension will of course have one degree lower regularity than the velocity extension. This

is important because, from Eq. (6.3), we expect the regularity of the stress to match that of the

velocity gradient. So if a certain regularity, say Ck, of the stress is desired, then we will need a

Ck+1 extension of the velocity.

Next, consider an extension to the velocity gradient. This approach does not give us a velocity

extension as a by-product, but this may not matter because the velocity only advects stress. Also,

supposing again that we need a Ck stress for stability or accuracy, we can obtain this with a

Ck velocity gradient extension. For the same stress regularity then, we can construct a velocity

gradient extension that has lower regularity (Ck) than the corresponding velocity extension (Ck+1).

Constructing extensions with lower regularity is generally easier than with higher regularity, so

the velocity gradient extension has an advantage over the velocity extension. Thus, we will not

pursue velocity extensions, but will move forward with velocity gradient extensions, as well as the

previously mentioned stress extensions.

As an aside, we note a few other variations on the theme of extensions. It is reasonable to use

multiple types of extensions simultaneously, stress and velocity for example. To increase efficiency,

we could compute extensions less frequently than every time step (perhaps even in an adaptive

manner), though care would need to be taken to maintain stability. It is also possible to stitch

together the extension and the original function along a curve (inside the nonphysical domain)

other than the boundary, Γ. In principle, relocating this curve could take any issues related to the

stitching and relocate them away from the fluid domain. We have done some limited testing of this

last idea, however, and found it to be destabilizing. Perhaps if implemented in a different way, this

would not be the case!
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Clearly, there are many options before us. Exploring them all is beyond the scope of our work,

so we will move forward only with extensions to the square root of the stress and extensions to the

velocity gradient. For each, we will test both C0 and C1 extensions. We choose these extensions

because they are relatively simple, they have good potential to stabilize DIB, and they only require

estimating first order derivatives on the boundary.

Incorporating the extensions into the time stepping loop (see Section 6.2.2) is simple. For

simulations using stress extensions, the stress is extended immediately after each stress update, i.e.

b(t+∆t), is computed. Thus, the velocity will be updated using the extended stress. For simulations

using velocity gradient extensions, the gradient is extended immediately after each velocity update,

i.e. u(t+∆t), is computed.

6.6. Methods for building extensions

6.6.1. C0 extension methods. Our method for building a C0 extension will be the same for

extending both the stress and the velocity gradient. As such, we present the method with h̃(x, y)

representing the function to be extended, be it ∇u or b. Our intention is to find a smooth extension

z0(x, y) which will replace h̃ on the non-physical domain, E . Of course, we do not modify h̃ on the

fluid domain, Ω. Thus, we will combine z0 and h̃ into the extended function

(6.9) h = h̃ · χΩ + z0 · χE .

Our goal is that h does not create the numerical instabilities that h̃ otherwise would. One way

to create a smooth extension whose values we can specify on the boundary is to solve a PDE

subject to boundary conditions, an idea inspired by the extensions used in the IBSE method [56].

Conveniently, we can use the same Schur complement approach which we developed for solving

Stokes equations (see Section 5.1.3) to solve our extension PDEs. For a C0 extension, we will solve

∆z0 − cz0 = SG,(6.10)

S∗z0 = S∗h̃,(6.11)

where SG represents point forces located on Γ that have been spread to the grid. These forces are

determined by the constraint equation (6.11).
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One could solve a variety of different PDEs to obtain an extension, and our choice in (6.10)

follows the ideas used to developed IBSE. In order to match values on the boundary and give a

smooth solution away from the boundary, the Poisson equation may at first seem like a good choice.

However, because we solve the PDE in Fourier space with periodic boundary conditions, this would

give us a singular problem. The term −cz0 is added in order to shift the eigenvalues of the Laplacian

(which are nonpositive) away from 0. The value used for c will affect both the conditioning of the

problem and the accuracy of the method. The trade-off between these two effects was explored

in [56], and based upon that work, we take c = −0.1. Tuning this parameter specifically for DIB

could be useful for future applications, but is beyond the current scope.

Before we move on, note that the forces represented by SG create a gradient discontinuity in z0

in the same way that traditional immersed boundary forces create a velocity gradient discontinuity.

However, because our extension is only meant to be C0, the gradient discontinuity introduced by

SG is irrelevant. This fact is useful because, unlike when we solve Stokes, we can place our forces

on Γ and avoid conditioning issues like those seen in Section 5.3.

We solve the system given in Eqs. (6.10)-(6.11) using the same approach as used for solving

Stokes equations, which was discussed in Section 5.1.3. The first step is to determine the forces

which are required to satisfy the boundary condition. To do this, we construct a Schur complement

for the system, Mz0 , which is an operator that maps a set of forces, G, to the boundary values

that it will produce. Inverting Eq. (6.10) and interpolating to the boundary allows us to define this

operator,

(6.12) Mz0(G) = S∗ (∆− cI)−1 SG.

We can then form the matrix representation of this operator directly, with repeated application to

unit vectors. That is,

(6.13) (mz0)j = Mz0(ej),

where (mz0)j represents the jth column of Mz0 .
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Once the Schur complement is formed (which only happens once, in preprocessing), its inverse

is used to determine the forces which are required in order to satisfy (6.11). That is,

(6.14) G = M−1
z0 (h̃).

These forces are then used as the right hand side of Eq. (6.10), which we can solve efficiently with a

Fourier method to obtain the extension. The final step is to stitch together the extension with the

original function in accordance with Eq. (6.9).

6.6.2. C1 extension methods. After we examine some results, it will become clear that

smoother extensions will be useful, so we will now discuss our methods to build C1 extensions of

the stress and the velocity gradient. The procedure for making these extensions is very similar to

the procedure used for C0 extensions, but we will need to modify it so that we can control the

derivatives of the extension on the boundary. To do this, we use a higher order PDE so that both

values and derivatives can be specified as boundary conditions. This method will require new spread

and interpolation operators to handle normal derivatives at the boundary. These operators will rely

on the normal derivative of the delta function defined in Section 5.1.1. The original delta function

is

δh =
1

h2
ϕ
(x
h

)
ϕ
(y
h

)
,(6.15)

with h = ∆x = ∆y and

ϕ(r) =


1/8

(
3− 2|r|+

√
1 + 4|r| − 4r2

)
, 0 ≤ |r| < 1

1/8
(
5− 2|r| −

√
−7 + 12|r| − 4r2

)
, 1 ≤ |r| ≤ 2

0, |r| > 2.

(6.16)

If we represent the boundary’s normal vector as n = (nx, ny), then the normal derivative of the

delta function is

n · ∇δh =
1

h2

(
nxϕ

′
(x
h

)
ϕ
(y
h

)
+ nyϕ

(x
h

)
ϕ′

(y
h

))
(6.17)
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with

ϕ′(r) =



1/4
(
1 + 3+2r√

−7−12r−4r2

)
, −2 ≤ r < −1

1/4
(
1− 1+2r√

1−4r−4r2

)
, −1 ≤ r < 0

1/4
(
−1 + 1−2r√

1+4r−4r2

)
, 0 ≤ r < 1

1/4
(
−1− 3−2r√

−7+12r−4r2

)
, 1 ≤ r ≤ 2

0, |r| > 2.

(6.18)

Our new spread operator, Sn, is defined as

(6.19) (SnG)(x) =

∫
Γ
G(s)

[
n · ∇δh(x−X(s))

]
ds.

We can think of G in Eq. (6.19) as a collection of dipole strengths located at boundary points. The

effect of Sn is to create an approximation to these dipoles which is supported on grid points near

the boundary. We will refer to Sn as the gradient spread operator.

The adjoint, S∗
n, is an interpolation operator which interpolates a function’s derivative in the

direction normal to the boundary. It is defined as

(6.20) (S∗
nu)(s) =

∫
C
u(x)

[
n · ∇δh(x−X(s))

]
dx.

With these operators in hand, we can write down the PDE that we will solve for the extension

z1. As with the C0 extensions in the previous section, h̃ will represent the function to be extended.

z1 is subject to the constraints that it matches both the value and the normal derivative of h̃ on

the boundary. The system we will solve is

∆2z1 + cz1 = SG1 + SnG2,(6.21)

S∗z1 = S∗h̃,(6.22)

S∗
nz1 = S∗

nh̃.(6.23)

Our choice of PDE is again inspired by IBSE [56] and the reasoning behind the choice follows

the same logic as was used for the C0 extensions. That is, we choose a PDE that can satisfy the

required boundary conditions and produce smooth solutions away from the boundary. The term

106



+cz1 is included to make the problem nonsingular by shifting the eigenvalues of the differential

operator (which are nonnegative) away from 0. As before, we take c = 0.1.

Note that we use two forcing terms: a set of point forces that are spread to the grid, SG1,

and a set of dipoles that are spread to the grid, SnG2. In an informal sense, we use these forcing

terms to enforce the boundary value condition (6.22) and the normal derivative condition (6.23),

respectively. Of course in reality the forcing terms are coupled and do not act independently.

We solve this PDE with a Schur complement approach, as we have done with the C0 extensions

in the previous section and with Stokes equations in section 5.1.3. That is, in preprocessing we

construct the Schur complement, Mz1 , which is the mapping from forces, G1, and G2, to the

boundary values and normal derivatives that they produce. To define this mapping, we first invert

Eq. (6.21). We then interpolate to the boundary, and each interpolation operator gives us an

equation to work with. So, we have

(6.24) Mz1

G1

G2

 =

S∗ (∆2 + cI
)−1

(SG1 + SnG2)

S∗
n

(
∆2 + cI

)−1
(SG1 + SnG2)

 .

We use this definition to form the Schur complement with repeated application to unit vectors.

Once the Schur complement is formed, its inverse is used to determine the forces which are

required in order to satisfy (6.22) and (6.23). That is,

(6.25)

G1

G2

 = M−1
z1

S∗h̃

S∗
nh̃

 .

These forces and dipoles are then used as the right hand side of Eq. (6.21), which we can

solve efficiently with a Fourier method to obtain the extension z1. Finally, we stitch together the

extension with the original function,

(6.26) h = h̃ · χΩ + z1 · χE .

With these tools developed to stabilize DIB, we will resume our testing of flow around a cylinder,

and evaluate our four chosen extensions at increasing values of Wi.
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6.7. Results with extensions at small Wi

We now return to comparisons against IBSE in our test problem, viscoelastic flow around a

cylinder. Our previous tests, in Section 6.3, were successful up to Wi = 0.1 and we left off by

mentioning that artificial diffusion allows for a small increase to Wi = 0.2. Testing our extensions

will begin back at Wi = 0.1 so that we may compare the performance of DIB with and without

extensions. This approach will also allow us to examine results using extensions with and without

diffusion, which will reveal an important insight.

6.7.1. C0 extensions. Fig. 6.4 displays vertical slices, taken at x = 0, of the first component

of the conformation tensor, C11, across the cylinder boundary. Taking x = 0 allows us to view

a computationally challenging region in the vicinity of the maximum stress in the fluid domain.

With no diffusion (6.4a), and with a diffusion constant d = 2 (6.4b), we compare results from four

simulations: IBSE, DIB without extensions, and DIB with each type of C0 extension.

(a) No diffusion (b) Diffusion constant = 2

Figure 6.4. Vertical slices (at x = 0) of C11. These simulations are run with
Wi = 0.1 on a 512× 512 grid. The fluid domain is on the right side of each plot and
the nonphysical domain is on the left. Both C0 extensions lead to abrupt changes
in the gradient of the stress across the boundary. This is cause for concern if the
diffusive term ζ∆b is used, because diffusion will smooth out these changes. We can
see the effect here, most clearly in the ∇u extension, where adding diffusion causes
the stress to drop away from the IBSE solution.

At this low value of Wi = 0.1, extensions are not yet necessary for stability, and IBSE is in close

agreement with the extension-free DIB method. When extensions are used, the stress is continuous

but not smooth around the boundary, which is the expected result with these extension methods.
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In the case of a C0 extension to b, we are extending the stress at every timestep with a function

which matches the values on the boundary but has no derivative constraints. Thus, the gradient

discontinuity is an immediate consequence. To understand the lack of smoothness observed in C11

when using a C0 extension to ∇u, recall that ∇u is responsible for the growth in the stress. At

each timestep, we are introducing a gradient discontinuity in the growth terms of 6.3, and thus we

expect the steady state solution for C to contain a gradient discontinuity across the boundary as

well.

In isolation these changes in the gradient across the boundary are not a great concern, because

the solution on the fluid domain is not necessarily affected. However, introducing diffusion changes

the situation because it smooths out the stress in areas with large second order derivatives, such

as the location visualized in Fig. 6.4. We can see this effect most clearly in the C0 ∇u extension

in Fig. 6.4a, where the peak stress notably drops away from the IBSE solution when diffusion is

added. The first grid point on the interior of Ω (to the right of the boundary) has also notably

dropped away from the IBSE solution. Though it is harder to see, the C0 stress extension has a

similar change when diffusion is added. At higher Wi, shown in Figs. 6.8 and 6.11, this effect is

much more pronounced.

Fig. 6.5 shows results of refinement studies in which we compare trC between IBSE to DIB.

Differences are measured with the L2 norm and shown separately when the norm is taken along the

boundary, Γ, and when it is taken on the entire fluid domain, Ω. These simulations were run with

Wi = 0.1 with both d = 0 and d = 2.

109



(a) L2 norm on Γ, d = 0 (b) L2 norm on Ω, d = 0

(c) L2 norm on Γ, d = 2 (d) L2 norm on Ω, d = 2

Figure 6.5. Comparison of DIB and IBSE using C0 extensions. Plots show differ-
ences in trC, at Wi = 0.1 without diffusion (top row) and with a diffusion constant
d = 2 (bottom row). On the boundary, Γ, both extensions create errors. On the
fluid domain, Ω, the ∇u extension performs approximately as well as using no exten-
sion when no diffusion is used. Once diffusion is added, the two extensions perform
similarly.

It is apparent in Fig. 6.5 that in all cases we have approximately first-order convergence. Ex-

amining differences on the boundary (Figs. 6.5a, 6.5c), it seems that both C0 extensions contribute

to notably larger differences from IBSE, compared to using no extension. This result is expected,

because the boundary values are found by interpolating from grid points near the boundary. Thus,

the changes in the stress on the non-physical domain that we observed in Fig. 6.4 are picked up in

the interpolation. On the other hand, when the norm is taken on the fluid domain (Figs. 6.5b, 6.5d),

everything inside the cylinder is ignored. In this case, the C0 ∇u extension seems to perform quite

well without diffusion. As we have just discussed however, adding diffusion significantly modifies
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the stress near the boundary. Thus, when diffusion is used (which will be required at higher Wi) in

conjunction with C0 extensions, we seem to be faced with an unavoidable loss of accuracy near the

boundary. As we will see later, the C0 extensions do contribute greatly to stability. This, together

with their simplicity, could make them a useful tool in the right context.

6.7.2. Results with C1 extensions. We now examine results with C1 extensions to the

square root of the stress and to the velocity gradient. As in the previous section, we begin by

inspecting slices of C11 before moving on to refinement studies.

Fig. 6.6 shows vertical slices of the first component of C11 across the cylinder boundary. This

is the same location and uses the same parameters as the results shown in Fig. 6.4. The tests differ

only in the type of extension used. We can see that the gradient of the stress is much smoother

across the boundary when C1 extensions are used, compared to the C0 extensions. Adding diffusion

also seems to have much less effect on the values of the stress.

(a) No diffusion (b) Diffusion constant = 2

Figure 6.6. Vertical slices (at x = 0) of C11 using C1 extensions. These simulations
are run with Wi = 0.1. The fluid domain is on the right side of the plot. Both
extensions offer a noticeable improvement over the C0 extensions when diffusion is
used (compare to Figure 6.4b).

Fig. 6.7 shows the results of our refinement studies at Wi = 0.1 using C1 extensions. In contrast

to the C0 extensions, the current results are generally as good or better than what we obtain with

no extensions. This is a significant accomplishment given that, as discussed in Section 6.5, at higher

Wi we will not have the luxury of using DIB without extensions. In both the refinement studies and

the examination of the stress across the boundary, extending the stress gives slightly more accurate
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results (in comparison to IBSE) than extending the velocity gradient. This difference will become

more pronounced at higher Wi.

(a) L2 norm on Γ, d = 0 (b) L2 norm on Ω, d = 0

(c) L2 norm on Γ, d = 2 (d) L2 norm on Ω, d = 2

Figure 6.7. Comparison of DIB and IBSE using C1 extensions. Plots show differ-
ences in trC, at Wi = 0.1 without diffusion (top row) and with a diffusion constant
d = 2 (bottom row). This is a notable improvement over the C0 extensions shown
in Fig. 6.5.

6.8. Results at moderate and high Wi

We now increase Wi to 0.4 and compare our extension methods. With a diffusion constant of

d = 2, we found that DIB was not always stable, particularly on coarse grids. Additionally, on finer

grids, convergence to IBSE was not consistent. It is possible that tuning the parameters used in

DIB could improve performance in these tests. However, we plan to simulate as high as Wi = 0.7,

which will require more diffusion. So, for our testing at Wi = 0.4, we will content ourselves with

d = 4.
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Fig. 6.8 shows vertical slices of C11, again taken across the cylinder boundary at x = 0. We now

display the C0 and C1 extensions side-by-side. It is interesting to note that while the C1 extensions

did not show a large difference in accuracy at Wi = 0.1, when we move up to Wi = 0.4, the C1

stress extension becomes the clear winner.

(a) C0 extensions (b) C1 extensions

Figure 6.8. Vertical slices (at x = 0) of C11 using C1 extensions. These simulations
are run with Wi = 0.4 and d = 4. The fluid domain is on the right side of the plot.

In Fig. 6.9, we show refinement study results for the C0 extensions on the boundary and in

the fluid domain. As expected based on the previous discussion about diffusion and Fig. 6.8a,

these extensions provide very poor accuracy. Interestingly, we now see sublinear convergence on the

boundary, and approximately first-order convergence in the fluid domain.

(a) L2 norm on Γ (b) L2 norm on Ω

Figure 6.9. Comparison of DIB and IBSE using C0 extensions. Plots show differ-
ences in trC, at Wi = 0.4 and d = 4 diffusion.

113



In Fig. 6.10, we show refinement study results for the C1 extensions on the boundary and in

the fluid domain. The velocity gradient extension performs poorly, which is not surprising, given

the stress shown in Fig. 6.8b. It gives sublinear convergence on the boundary, and approximately

first-order on the fluid domain, similar to the C0 extensions. The C1 stress extension performs much

better, though it failed to run stably on the coarsest grid. Surprisingly, the convergence appears to

be better than first-order both on and off the boundary. More testing would be needed to verify

this result.

(a) L2 norm on Γ (b) L2 norm on Ω

Figure 6.10. Comparison of DIB and IBSE using C1 extensions. Plots show dif-
ferences in trC, at Wi = 0.4 and d = 4 diffusion.

We now continue to our most challenging simulations, at Wi = 0.7, using diffusion with d = 4.

This is the highest Wi at which IBSE has been tested, and is a common value around which numerical

methods for viscoelastic fluids begin to fail [48]. Our simulations with the C1 ∇u extensions were

not stable, so we only show results for the other three extensions.

Fig. 6.8 shows vertical slices of C11, again taken across the cylinder boundary at x = 0. Similar

to our simulations at Wi = 0.4, the C0 extensions produce a stress which is significantly smaller

than IBSE near the boundary. The C1 extension to the square root of the stress still appears to

work well.
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Figure 6.11. Vertical slices (at x = 0) of C11 using all stable extensions. These
simulations are run with Wi = 0.7 and d = 4. The fluid domain is on the right side
of the plot.

Moving on to our refinement studies with Wi = 0.7, we show the results from the C0 ex-

tensions in Fig. 6.12. Predictably, the errors are abysmal. As with Wi = 0.4, we have sublinear

convergence on boundary. Additionally, it seems that on the fluid domain, where we have had

first-order convergence with these extensions at lower Wi, we now have sublinear convergence.

(a) L2 norm on Γ (b) L2 norm on Ω

Figure 6.12. Comparison of DIB and IBSE using C0 extensions. Plots show dif-
ferences in trC, at Wi = 0.7 and d = 4 diffusion.

In Fig. 6.13, we show the results of our refinement study with Wi = 0.7 using the C1 stress

extension. In additional the usual measurement of differences between DIB and IBSE with L2

norms on Γ and Ω, we have included measurements with the max norm. All are converging at

approximately first-order and reach reasonably small values below about 3% on a 768× 768 grid.
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Figure 6.13. Comparison of DIB and IBSE using C1 stress extension. Plot shows
differences in trC, at Wi = 0.7 and d = 4 diffusion.

6.9. Comparison of DIB and IBSE runtimes

In Table 6.1, we compare the runtimes of IBSE and DIB. We test DIB with no extensions,

as well as each of the four extensions presented in this chapter. The test problem is viscoelastic

flow around a cylinder, with Wi = 0.1, no diffusion, and a simulation time of 10 time units. Only

the time stepping portion of each simulation is timed, meaning that we are not accounting for the

time taken to build the Schur complement. This is because the Schur complement can be built in

a preprocessing step and saved for other simulations that use the same geometry. The runtimes

reported are averages from 3 tests each.

Nx = 64 Nx = 128 Nx = 256 Nx = 512

No Ext 29.8 130 837 7227

C0 ∇u Ext 31.0 148 986 8672

C0 Stress Ext 29.7 143 949 7883

C1 ∇u Ext 34.6 187 1318 12376

C1 Stress Ext 32.0 163 1108 10070

IBSE 45.4 395 2745 29291

Table 6.1. Average runtimes (in seconds) for flow around a cylinder, comparing
DIB with each type of extension and IBSE. The simulations are 10 time units long,
using Wi = 0.1 and no diffusion (d = 0).
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The runtime results in Table 6.1 cannot be considered a truly fair comparison of the two

algorithms, in part because our implementations are in different languages (IBSE in Python and

DIB in Matlab). However, it is clear that DIB runs significantly faster than IBSE.

As mentioned in the introduction, IBSE inverts a very large system, which makes it computa-

tionally expensive in comparison to DIB. If we examine the system that IBSE inverts, we will find

that it is similar in many ways to DIB with extensions. Each method solves the Stokes-Oldroyd B

equations on the fluid domain and solves another PDE on the nonphysical domain to create an

extension. With IBSE, these two problems are coupled and therefore necessarily done in a single

step, hence the larger system. In contrast, moving the DIB forces off of the boundary allows us to

obtain solutions that, even without extensions, are smooth across the boundary. It turns out that

extensions are necessary for the stability of DIB, but they can be computed in a separate step of

the algorithm, thereby splitting the method into two steps and allowing us to invert two smaller

systems.

6.10. Conclusion

Over the course of the last two chapters, we have introduced, developed, and evaluated the

performance of the Double Immersed Boundary method applied to Stokes and Stokes-Oldroyd B

equations. The DIB method began with the simple idea to modify the traditional Immersed Bound-

ary method by moving forces away from the boundary, thereby obtaining a velocity gradient which is

smooth across the boundary. While an elegant change, this placement of the forces creates condition-

ing issues. Handling these issues in Stokes flow was the subject of Chapter 5. When viscoelasticity

is introduced in Chapter 6, stability issues arise which we tackle by computing extensions on the

nonphysical domain. With these extensions, DIB is stable and reasonably accurate up to Wi = 0.7

in our test problem of periodic flow around a cylinder. We obtained first order convergence of the

stress, which is admittedly inferior to IBSE’s second order convergence. However, it may be possible

to reach second order convergence with DIB by using a smoother delta function for the spread and

interpolation operators.

As discussed in the previous section, using extensions makes DIB conceptually similar to IBSE.

However, with DIB the extension step is fully separated from solving the fluid equations. Besides

computational efficiency, another notable advantage to this separation of the extension step is that
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we can change the method for creating extensions with great ease. In this way, DIB has opened an

important new door for future work, as there are a myriad of extension methods that may offer new

advantages, particularly if DIB is adapted for applications beyond viscoelastic flows.
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