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Abstract

Are people who agree on something more likely to be right and
competent? Evidence suggests that people tend to make this
inference. However, standard wisdom of crowds approaches
only provide limited normative grounds. Using simulations,
we argue that when individuals make independent and unbi-
ased estimates, under a wide range of parameters, individuals
whose answers converge with each other tend to have more ac-
curate answers and to be more competent. In 2 experiments
(UK participants, total N = 399), we show that participants in-
fer that informants who agree have more accurate answers and
are more competent, even when they have no priors, and that
these inferences are weakened when the informants are sys-
tematically biased. In conclusion, we speculate that inferences
from convergence to accuracy and competence might help ex-
plain why people deem scientists competent, even if they have
little understanding of science.
Keywords: consensus; convergence; majority rules; wisdom
of crowds; trust; trust in science

Introduction
Imagine that you live in ancient Greece, and a fellow called
Eratostenes claims the circumference of the earth is 252000
stades (approximately 40000 kilometers). You know noth-
ing about this man, the circumference of the Earth, or how
one could measure such a thing. As a result, you discard Er-
atostenes’ opinion and (mis)take him for a pretentious loon.
But what if other scholars had arrived at very similar mea-
surements, independently of Eratosthenes? Or even if they
had carefully checked his measurement, with a critical eye?
Wouldn’t that give you enough ground to believe not only that
the estimates might be correct, but also that Eratosthenes and
his fellow scholars must be quite bright, to be able to achieve
such a feat as measuring the Earth?

In this article, we explore how, under some circumstances,
we should, and we do infer that a group of individuals whose
answers converge are likely to be correct, and to be competent
in the relevant area, even if we had no prior belief about ei-
ther what the correct answer was, or about these individuals’
competence.

The literature on the wisdom of crowds has treated sepa-
rately situations with continuous answers, such as the weight
of an ox in Galton’s famous observation (Galton, 1907), and
with categorical answers, as when voters have to choose be-
tween two options, in the standard Condorcet Jury Theorem
(De Condorcet, 2014). The continuous and the categorical
case are typically modeled with different tools, and they have

usually been studied in different empirical literatures (see be-
low). Given that they both represent common ways for an-
swers to converge more or less (e.g. when people give nu-
merical estimates vs. vote on one of a limited number of op-
tions), we treat them both here, with different simulations and
experiments.

In the continuous case, the most relevant evidence comes
from the literature on ’advice-taking’. In these experiments,
participants are called ’judges’, and they need to make numer-
ical estimates–sometimes on factual knowledge, e.g. ’What
year was the Suez Canal opened first?’ (Yaniv, 2004), some-
times on knowledge controlled by the experimenters, e.g.
’How many animals were on the screen you saw briefly?’
(Molleman et al., 2020). To help answer these questions, par-
ticipants are given estimates from others, the advisors.

One subset of these studies manipulate the degree of con-
vergence between groups of advisors, through the variance of
estimates (Molleman et al., 2020; Yaniv, Choshen-Hillel, &
Milyavsky, 2009), or their range (Budescu & Rantilla, 2000;
Budescu, Rantilla, Yu, & Karelitz, 2003; Budescu & Yu,
2007). These studies find that participants are more confident
about, or rely more on, estimates from groups of advisors who
converge more.

In categorical choice contexts, there is ample and long-
standing (Crutchfield, 1955) evidence from social psychology
that participants are more likely to be influenced by majority
opinions, and that this influence is stronger when the majority
is larger, both in absolute and in relative terms (Morgan, Ren-
dell, Ehn, Hoppitt, & Laland, 2012; Asch, 1956). This is true
even if normative conformity (when people follow the ma-
jority because of social pressure rather than a belief that the
majority is correct) is unlikely to play an important role, e.g.
because the answers are private (Asch, 1956). Similar results
have been obtained with young children (Fusaro & Harris,
2008; Corriveau, Fusaro, & Harris, 2009; Bernard, Harris,
Terrier, & Clément, 2015; Bernard, Proust, & Clément, 2015;
Chen, Corriveau, & Harris, 2013; Herrmann, Legare, Harris,
& Whitehouse, 2013; Morgan, Laland, & Harris, 2015).

If many studies have demonstrated that participants tend
to infer that more convergent answers are more likely to be
correct, few have examined whether participants thought that
this convergence was indicative of the individuals’ compe-
tence. One potential exception is a study with preschool-
ers (Corriveau et al., 2009) in which the children were more
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likely to believe the opinion of an informant who had previ-
ously been the member of a majority over that of an infor-
mant who had dissented from the majority. However, it is not
clear whether the children thought the members of the ma-
jority were particularly competent, since their task–naming
an object–was one in which children should already expect a
high degree of competence from (adult) informants. This re-
sult might thus indicate simply that children infer that some-
one who disagrees with several others on how to call some-
thing is likely wrong, and thus likely less competent at least
in that domain.

Is Inferring Competence From Convergence
Justified?

To provide a normative answer, we conducted simulations,
both for a continuous and a categorical scenario.

Continuous Case
In these simulations, groups of agents, with each agent hold-
ing varying degrees of competence, provide numerical an-
swers. We measure how accurate these answers are, and how
much they converge (i.e. how low their variance is). We then
observe how convergence is associated with accuracy and
competence of the agents.

More specifically, agents provide an estimate on a scale
from 1000 to 2000 (chosen to facilitate the experiments be-
low). Each agent is characterized by a normal distribution of
possible answers. All of the agents’ distributions are centered
around the correct answer, but their standard deviation varies,
denoting varying degrees of competence. The agents’ stan-
dard deviation varied from 1 (highest competence) to 1000
(lowest competence). Each agent’s competence level is drawn
from a population competence distribution, expressed by a
beta distribution, which can take different shapes. We con-
ducted simulations with a variety of beta distributions which
cover a large range of possible competence populations (see
Fig. 1 A).

In the simulation, a population of around 990000 agents
with different competence levels is generated. An answer is
drawn for each agent, based on their respective competence
distribution. The accuracy of this answer is defined as the
squared distance to the true answer. Having a competence and
an accuracy value for each agent, we randomly assign agents
to groups of, e.g., three. For each group, we calculate the av-
erage of the agents’ competence and accuracy. We measure
the convergence of a group by calculating the standard devi-
ation of the agents’ answers. We repeat this process for dif-
ferent sample sizes for the groups, and different competence
distributions. Fig. 1 C displays the relation of convergence
with accuracy (left), and competence (right) across different
underlying competence distributions and group sizes.

Categorical Case
We simulate agents who have to decide between a number
of options, one of which is correct, and whose competence
varies. Competence is defined as a value p, which can differ

for each agent, and which corresponds to the probability of
selecting the right answer (the agents then have a probability
(1-p)/(m-1), with m being the number of options, of select-
ing any other option). Competence values range from chance
level (p = 1/m) to always selecting the correct option (p = 1).
Individual competence levels are drawn from the same popu-
lation competence beta distributions as in the numerical case
(see Fig. 1 A). Based on their competence level, we draw an
answer for each agent. We measure an agent’s accuracy as
a binary outcome, namely whether they selected the correct
option or not. In each simulation 999000 agents are gener-
ated, and then randomly assigned to groups (of varying size
in different simulations). Within these groups, we first calcu-
late the share of individuals voting for each answer, allowing
us to measure convergence. For each level of convergence
occurring within a group, we then compute (i) the average ac-
curacy and (ii) the average competence of agents. Across all
groups, we then compute the averages of these within-group
averages, for each level of convergence.

We repeat this procedure varying population competence
distributions and the size of informant groups, holding the
number of choice options constant at n = 3. Fig. 1 B
shows the average accuracy (left), and the average compe-
tence (right) of informants, as a function of the share of votes
for their answer within their groups, across different underly-
ing competence distributions and group sizes.

The simulations for the numerical and categorical case
demonstrate a similar pattern, which can be summarized as
follows: (i) Irrespective of group size and of the competence
distribution, there is a very strong relation between conver-
gence and accuracy: more convergent answers tend to be
more accurate. (ii) For any group size and any competence
distribution, there is a relation between convergence and the
competence of the agents: more convergent answers tend to
stem from more competent agents. The strength of this re-
lation is not much affected by the number of agents whose
answers are converging, but, although it is always positive, it
ranges from very weak to very strong depending on the initial
competence distribution. (iii) The relation between conver-
gence and accuracy is always much stronger than the relation
between convergence and average competence of the agents.

Overview Experiments
We test whether people infer that individuals–we will call
them informants henceforth–are more likely to give accurate
answers, and to be competent, when their answers converge,
both in a continuous tasks (Experiment 1), and in a categor-
ical tasks (Experiment 2). By contrast with previous experi-
ments, participants were not given any information about the
tasks–how difficult they were–and the informants–how com-
petent they might be. We also manipulated whether the con-
vergence of the answers could be explained by something else
than accuracy, which should reduce participants’ reliance on
the convergence of the answer as a cue to accuracy and to
competence.

All experiments and analyses were pre-registered, unless
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Figure 1: A Shows the different population competence distributions we considered in our simulations. In the continuous
simulations, competence values of 0 correspond to a very large standard deviation (1000, with a mean of 1500, on a scale
from 1000 to 2000), thereby practically taking the form of a uniform distribution, while competence of 1 corresponds to a
standard deviation of 1. In the categorical simulations, a competence value of 0 corresponds to chance (e.g. in a 3-choice-
options scenario, an individual picking the correct answer with a probability of 1/3), while competence of 1 corresponds to
definitely picking the correct answer. B Shows the results of simulations in a categorical setting with three choice options.
Points represent average accuracy (left)/competence (right) values by degree of convergences (measured by the share of votes
for an options), for different population competence distributions and sample sizes. C Shows the results in a continuous setting.
Regression lines represent the correlation between accuracy (left; measured by squared distance to true mean and reversed such
that greater accuracy corresponds to top of the figure) or competence (right), respectively, and convergence (reversed such that
greater convergence corresponds to being more right on the x-axis)
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explicitly said so. Pre-registration documents, data and code
can be found on Open Science Framework project page1

(http://tinyurl.com/3229xu5y). All analyses were con-
ducted in R (version 4.2.2) using R Studio. For statistical
models, we relied on the lme4 package and its lmer() func-
tion. Unless mentioned otherwise, we report unstandardized
model coefficients that can be interpreted in units of the scales
we use for our dependent variables. Interaction effect coef-
ficients mark the difference in convergence effects between
independent and conflict of interest conditions.

Experiment 1
In Experiment 1, participants were told that they would be
looking at (fictional) predictions of experts for stock values.
They were provided with a set of numerical estimates which
were more or less convergent, and asked whether they thought
the estimates were accurate, and whether the experts making
the estimates were competent. In a conflict of interest con-
dition, the experts had an incentive to value the stock in a
given way, while they had no such conflict of interest in the
independence condition. We formulated four hypotheses:

H1a: Participants perceive predictions of independent in-
formants as more accurate when they converge compared to
when they diverge.

H1b: Participants perceive independent informants as
more competent when their predictions converge compared
to when they diverge.

H2a: The effect of convergence on accuracy (H1a) is
more positive in a context where informants are indepen-
dent compared to when they are in a conflict of interest.

H2b: The effect of convergence on competence (H1b) is
more positive in a context where informants are indepen-
dent compared to when they are in a conflict of interest.

Figure 2: Example of stimuli as used in Experiment 1, inde-
pendence condition.

1Note that on the OSF, the enumeration of experiments differs,
since we report only a subset of experiments here (pattern: article at
hand ˜ OSF; Exp.1 ˜ Exp.3; Exp. 2 ˜ Exp.5).

Methods

Participants We ran a power analysis by simulation. The
simulation code is available on OSF, and the procedure is
described in the pre-registration document. The simulation
suggested that 100 participants provide a significant interac-
tion term between 95% and 97% of the time, given an alpha
threshold for significance of 0.05. Due to uncertainty about
our effect size assumptions and because we had resources for
a larger sample, we recruited 199 participants for this study,
from the UK and via Prolific (99 female, 100 male; agemean:
40.30, agesd : 12.72, agemedian: 38).

Procedure After providing their consent to participate in
the study and passing an attention check, participants read
the following introduction: “You will see four scenarios in
which several experts predict the future value of a stock. You
have no idea how competent the experts are. It’s also possible
that some are really good while others are really bad. As it
so happens, in all scenarios, the predictions for the value of
the stock have to lie between 1000 and 2000. Other than that,
the scenarios are completely unrelated: it is different experts
predicting the values of different stocks every time.” Partic-
ipants then saw four scenarios (Fig. 2), each introduced by
a text according to the condition the participant was assigned
to (see ‘Design’). Participants were then asked to rate the
experts’ accuracy (“On average, how accurate do you think
these three predictions are?” on a 7-point Likert scale - (1)
“not accurate at all” to (7) “extremely accurate”), and their
competence (“On average, how good do you think these three
experts are at predicting the value of stocks?” - (1) “not good
at all” to (7) “extremely good”).

Design We manipulated two factors: informational depen-
dency (two levels, independence and conflict of interest; be-
tween participants) and convergence (two levels, convergence
and divergence; within participants). In the independence
condition, the participants read “Experts are independent of
each other, and have no conflict of interest in predicting the
stock value - they do not personally profit in any way from
any future valuation of the stock.” In the conflict of inter-
est condition, the participants read “All three experts have in-
vested in the specific stock whose value they are predicting,
and they benefit if other people believe that the stock will be
valued at [mean of respective distribution] in the future.”

Results

To account for dependencies of observations due to our
within-participant design regarding convergence, we ran
mixed models, with participants as random factor for the in-
tercept and the convergence slope. We find evidence support-
ing all four hypotheses. For the first set of hypotheses, we
reduced the sample to half of the participants, namely those
who were assigned to the independence condition. As for ac-
curacy, participants rated informants in convergent scenarios
(mean = 5.28, sd = 1.05) as more accurate than in divergent
ones (mean = 3.40, sd = 1.08; b̂Accuracy = 1.88 [1.658, 2.102],
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p = < .001). As for competence, participants rated infor-
mants in convergent scenarios (mean = 5.24, sd = 0.99) as
more competent than in divergent ones (mean = 3.61, sd =
1.11; b̂Competence = 1.62 [1.411, 1.839], p = < .001).

The second set of hypotheses targeted the interaction of
informational dependency and convergence (Fig. 4 A). In
the independence condition, the effect of convergence on ac-
curacy was more positive (b̂interaction,Accuracy = 0.99 [0.634,
1.348], p = < .001) than in the conflict of interest condi-
tion (b̂baseline = 0.89 [0.636, 1.142], p = < .001). Likewise
the effect of convergence on competence was more positive
(b̂interaction,Competence = 0.80 [0.474, 1.13], p = < .001) than
in the conflict of interest condition (b̂baseline = 0.82 [0.591,
1.056], p = < .001).

Experiment 2
Experiment 2 is a conceptual replication of Experiment 1 in
a categorical instead of a numerical case:

H1a: Participants perceive an estimate of an independent
informant as more accurate the more it converges with the
estimates of other informants.

H1b: Participants perceive an independent informant as
more competent the more their estimate converges with the
estimates of other informants.

H2a: The effect of convergence on accuracy (H1a) is
more positive in a context where informants are indepen-
dent compared to when they are biased (i.e. share a conflict
of interest to pick a given answer).

H2b: The effect of convergence on competence (H1b) is
more positive in a context where informants are indepen-
dent compared to when they are biased (i.e. share a conflict
of interest to pick a given answer).

Figure 3: Example of stimuli as used in Experiment 2.

Methods
Participants We ran two different power analyses, one for
each outcome variable. inform our choice of sample size. All
assumptions and details on the procedure can be found on the
OSF. The power simulation for accuracy suggested that for 80

participants, we would have a power of at least 90% for the
interaction effect. The simulation for competence suggested
that with already 40 participants, we would detect an inter-
action, but only with 60 participants we would also detect a
main effect of convergence. Due to uncertainty about our as-
sumptions and because resources were available for a larger
sample, we recruited 200 participants, again in the UK and
via Prolific (99 female, 100, 1 non-identified; agemean: 41.88,
agesd : 13.94, agemedian: 39).

Procedure After providing their consent to participate in
the study and passing an attention check, participants read
the following introduction: “We will show you three financial
advisors who are giving recommendations on investment de-
cisions. They can choose between three investment options.
Their task is to recommend one. You will see several such
situations. They are completely unrelated: it is different ad-
visors evaluating different investments every time. At first
you have no idea how competent the advisors are: they might
be completely at chance, or be very good at the task. It’s
also possible that some are really good while others are re-
ally bad. Some tasks might be difficult while others are easy.
Your task will be to evaluate the performance of one of the
advisors based on what everyone’s answers are.” They were
then presented with eight recommendation scenarios (Fig. 3).
To assess perceptions of accuracy, we asked: “What do you
think is the probability of advisor 1 making the best invest-
ment recommendation?”. Participants answered with a slider
on a scale from 0 to 100. To assess perceptions of compe-
tence, we asked: “How competent do you think advisor 1 is
regarding such investment recommendations?” Participants
answered on a 7-point Likert scale (from (1)“not competent
at all” to (2)“extremely competent”).

Design We manipulated convergence within participants,
by varying the ratio of advisors choosing the same recom-
mendation option as a focal advisor (i.e. the one that partici-
pants evaluate). The levels of convergence are: (i) consensus,
where all three advisors pick the same option [coded value
= 3]; (ii) majority, where either the third or second advisor
picks the same option as the first advisor [coded value =
2]; (iii) dissensus, where all three advisors pick different op-
tions [coded value = 1]; (iv) minority, where the second
and third advisor pick the same option, but one that is dif-
ferent from the first advisor’s choice [coded value = 0].
In our analysis, we treat convergence as a continuous vari-
able, assigning the coded values in squared parenthesis here.
We manipulated conflict of interest between participants. In
the conflict of interest condition, experts were introduced this
way: “The three advisors have already invested in one of the
three options, the same option for all three. As a result, they
have an incentive to push that option in their recommenda-
tions.” For the independence condition: “The three advisors
are independent of each other, and have no conflict of interest
in making investment recommendations.”
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Materials All participants saw all four conditions of con-
vergence (Fig. 3), with two stimuli per condition, i.e. eight
stimuli in total (4 convergence levels x 2 stimuli).

Figure 4: Interaction of convergence and informational de-
pendency in A Experiment 1 (continuous) and B Experiment
2 (categorical).

Results

To account for dependencies of observations due to our
within-participant design regarding convergence, we ran
mixed models, with participants as random factor for the in-
tercept and the convergence slope.

We find evidence supporting all four hypotheses. To test
H1a and H1b, we restricted our data on the independent con-
dition. We find a positive effect of convergence on both ac-
curacy (b̂Accuracy = 12.34 [10.362, 14.311], p = < .001) and
competence (b̂Competence = 0.56 [0.459, 0.665], p = < .001).

The second set of hypotheses targeted the interaction of
informational dependency and convergence (Fig. 4 B). In
the independence condition, the effect of convergence on ac-
curacy was more positive (b̂interaction,Accuracy = 3.01 [0.027,
5.988], p = 0.048) than in the conflict of interest condition
(b̂baseline = 9.33 [7.232, 11.426], p = < .001). Likewise,
the effect of convergence on competence was more positive
(b̂interaction,Competence = 0.16 [0.014, 0.316], p = 0.032) than
in the conflict of interest condition (b̂baseline = 0.40 [0.291,
0.503], p = < .001).

General Discussion
If we see a group of individuals, whose competence is un-
known, converge on an answer, is it rational to infer that this
answer is more likely to be correct, and that the individuals
are likely to be competent? In simulations, we showed that
the answer is yes on both counts–assuming there is no sys-
tematic bias among the individuals answering. In two exper-
iments, we showed that participants (UK) tend to draw these

inferences, and less so when the informants were systemati-
cally biased by a shared conflict of interest.

Our results–both simulations and experiments–are a novel
contribution to the wisdom of crowds literature. In this
literature–in particular that relying on the Condorcet Jury
Theorem–a degree of competence is assumed in the individ-
uals providing some answers. From that competence, it can
be inferred that the individuals will tend to agree, and that
their answers will tend to be accurate. Here we show that
the reverse inference–from agreement to competence–is also
warranted, and that it is warranted under a wide range of cir-
cumstances: If one does not suspect any systematic bias, con-
vergence alone can be sufficient in determining who tends to
be an expert. This finding qualifies work suggesting that peo-
ple need a certain degree of expertise themselves, in order to
figure out who is an expert (Nguyen, 2020; Hahn, Merdes, &
von Sydow, 2018).

The current study has a number of limitations. In our
simulations, we assume agents to be independent. Follow-
ing previous work generalizing the Condorcet Jury Theo-
rem (Ladha, 1992), more robust simulations would show
that–while still assuming no systematic bias–our results hold
even when agents influence each others’ answers. Regarding
our experiments, if the very abstract materials allow us to re-
move most of the priors participants might have, they might
also reduce the ecological validity of the experiments.

Still, we believe that people might draw the type of infer-
ence discussed here in a variety of contexts, perhaps the most
prominent one being science. Science is, arguably, the institu-
tion in which individuals end up converging the most in their
opinions. For instance, scientists within the relevant disci-
plines agree on things ranging from the distance between the
solar system and the center of the galaxy to the atomic struc-
ture of DNA. This represents an incredible degree of con-
vergence. When people hear that scientists have measured
the distance between the solar system and the center of the
galaxy, if they assume that there is a broad agreement within
the relevant experts, this should lead them to infer that this
measure is accurate, and that the scientists who made it are
competent. Experiments have already shown that increasing
the degree of perceived consensus among scientists tends to
increase acceptance of the consensual belief (Van Stekelen-
burg, Schaap, Veling, Van ’T Riet, & Buijzen, 2022), but it
hasn’t been shown that the degree of consensus also affects
the perceived competence of scientists.

In the case of science, the relationship between conver-
gence and accuracy is broadly justified. However, at some
points of history, there has been broad agreement on misbe-
liefs, such as when Christian theologians had calculated that
the Earth was approximately six thousand years old. To the
extent that people were aware of this broad agreement, and
believed the theologians to have reached it independently of
each other, this might have not only fostered acceptance of
this estimate of the age of the Earth, but also a perception of
the theologians as competent.
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