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Long-lived oscillations of metastable states in neutral atom systems
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University of Illinois at Urbana-Champaign, Urbana, IL 61801, USA

Metastable states arise in a range of quantum systems and can be observed in various dynamical
scenarios, including decay, bubble nucleation, and long-lived oscillations. The phenomenology of
metastable states has been examined in quantum many-body systems, notably in 1D ferromagnetic
Ising spin systems and superfluids. In this paper, we study long-lived oscillations of metastable and
ground states in 1D antiferromagnetic neutral atom chains with long-range Rydberg interactions. We
use a staggered local detuning field to achieve confinement. Using theoretical and numerical models,
we identify novel spectral signatures of quasiparticle oscillations distinct to antiferromagnetic neutral
atom systems and interpret them using a classical energy model of short-range meson repulsion.
Finally, we evaluate the experimental accessibility of our proposed setup on current neutral-atom
platforms and discuss experimental feasibility and constraints.

I. INTRODUCTION

Metastable states are excited states that can arise in
quantum field theory and quantum many-body physics,
separated in energy from the global ground state. These
states were explored in statistical physics [1, 2], and then
prominently in quantum field theory in the form of false
vacua [3–9]. Metastable and ground states can be iden-
tified and distinguished by the signatures they produce
during dynamical processes, including decay, bubble nu-
cleation, and long-lived oscillations. The detection of
these states can serve as a probe of the structure of the
underlying system and, by extension, its history.

In quantum field theory, pioneering studies character-
ized the decay of false vacua for applications in early-
Universe cosmology and fundamental interactions [3–10].
The decay process occurs by tunneling via bubble nucle-
ation that precipitates a first order phase transition [6, 7],
and can be summarized as follows. Quantum fluctuations
induce the nucleation of true vacuum domains in the false
vacuum background. The fate of a domain is determined
by its size, according to the energy trade-off between the
bulk gain and surface cost; there is a critical size above
which it is energetically favorable for the domain to ex-
pand. These supercritical domains expand throughout
the system, whereas subcritical ones cannot. However,
for certain system parameters, the tunneling probability
can be extremely small, which would lead to a decay pro-
cess that only unravels over an extremely large timescale.
In cosmology, the timescale could be larger than the age
of the Universe (e.g. [11–13]).

Phase transitions with metastable states are also
prominent processes in quantum many-body systems.

∗ sdarbha@lbl.gov; siva.darbha@berkeley.edu

In ultracold atomic systems, a number of experiments
have studied such phase transitions [14–16], including re-
cent work that detected metastable decay using ferro-
magnetic superfluids formed from atomic Bose-Einstein
condensates [16], and many others have been proposed
(e.g. [17–21] and references therein). In 1D Ising spin
systems, an array of analytic and numerical efforts have
probed phase transitions involving metastability, aided
by an improved understanding of confinement physics in
these systems [22–25]. The rate of decay has been derived
and quantified in detail [26, 27]. Numerical studies have
shown that a linear ramp across a first order phase tran-
sition can produce nucleation events in the background
state at quantized values of the ramp field [28]. Simula-
tions of domain wall collisions have shown that confined
domains can be produced in these scattering events [29].

Instead of phase transitions, metastable and ground
states can also be detected through long-lived oscillations
arising from superpositions with excited states contain-
ing subcritical domains [30, 31]. In contrast to decay,
long-lived oscillations are readily observable and do not
depend on a vanishingly small occurrence probability. In
1D Ising spin chains, recent numerical work has exam-
ined the Fourier spectra of oscillations after a quantum
quench, finding spectral trends that can be used to iden-
tify and discriminate between metastable and ground
states [31]. This followed earlier work that observed
Bloch oscillations of domain walls after a quench, produc-
ing a regular peak structure in the Fourier spectra [30].
In neutral atom chains, oscillations have been briefly ex-
amined in a supplementary study, under some simplifying
conditions [31]. Long-lived oscillations can also arise in
quantum many-body systems under conditions unrelated
to metastability, and can be similarly used to interrogate
the system properties (e.g. [32] and references therein).

False and true vacuum phenomenology in quantum
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field theory is conceptually similar to metastable and
ground state phenomenology in truncated quantum
many-body systems, but differs fundamentally since the
vacuum state of a quantum field includes all field modes
whereas the states treated in a finite-dimensional Hilbert
space are comparatively restricted. Metastable states
have intrinsically interesting dynamics in condensed mat-
ter systems, and though observations on these systems
cannot be directly applied to quantum fields, they can
interrogate the emergence of new phenomena in trun-
cated systems and potentially inspire further theoretical
studies.

Neutral atoms have recently become a prominent plat-
form for the study of quantum many-body physics in
the antiferromagnetic phase [33], and have been imple-
mented as qubits in digital and analog quantum hard-
ware [34–37]. Notably, pioneering efforts have developed
techniques to engineer strong interactions using Ryd-
berg excitations [38–41] and to control and arrange in-
dividual atoms using optical tweezers [42–49]. Neutral
atom arrays in one and two dimensions have motivated
many novel investigations, such as: the discovery of quan-
tum many-body scars [50–52]; the corroboration of the
quantum Kibble-Zurek mechanism [49, 53]; the compu-
tation of ground state phase diagrams [54–57]; the explo-
ration of peculiar phases [58, 59]; the study of topological
phases [60–64]; the real-time simulation of string dynam-
ics and scattering in lattice gauge theories [65, 66]; and
the solutions of Maximum Independent Set problems on
unit disk graphs [67–69].

We study the long-lived oscillations of metastable and
ground states in 1D neutral atom chains mediated by Ry-
dberg interactions. Our main tools are numerical simula-
tions and analytic modeling. We perform a broad inves-
tigation of the parameter space and include long-range
Rydberg tails, distinct from the supplementary study of
Ref. [31]. Our setups are accessible to near-term exper-
iments. We determine the spectral features of quasipar-
ticle oscillations involving metastable and ground states.
We identify features distinct to these systems and explain
them through the competition between confinement and
short-range repulsive effects. Our results show that the
detailed microphysics of the system influence the spec-
tral features, and thus the ability to distinguish between
metastable and ground states.

In a concurrent work, we study the decay and nucle-
ation dynamics of metastable excited states in neutral
atom systems [70]. The parameter regime for that pro-
cess is complementary to the one examined in this paper.

The remainder of our paper is organized as follows.
We describe our model in Section II. We summarize some
theoretical background for modeling the dynamics of sin-
gle bubbles in Section III. Our numerical setup and re-
sults are presented in Section IV. We interpret our re-
sults in terms of a short-range meson repulsion model
in Section V. In Section VI, we discuss the experimental
accessibility of our setups and results. We conclude and
present our outlook in Section VII.

FIG. 1. A schematic overview of our system and results. The
atoms are arranged in a circle with 16 sites and constant atom
separation. The blue +/− signs show the spatial pattern of
the staggered local detuning field ∆loc,j that we apply from
Equation (3), here shown for ∆loc > 0. The field produces an
asymmetric potential with metastable state (MS) and ground
state (GS) separated by an energy density E ∝ ∆loc. The
states are dominated by the two Z2 product states, shown
in the chains above, where a red atom indicates a Rydberg
state |r⟩ and a white atom indicates a ground state |g⟩. The
metastable state undergoes coherent oscillations with low-
lying excited states, only schematically shown here inside the
left well. The magnetization is a suitable observable, defined
in Equations (7) and (8). Its Fourier spectrum is shown in the
top right panel, exhibiting a distinctive peak structure. Sim-
ilarly, the ground state undergoes coherent oscillations, and
the associated spectrum is shown in the bottom right panel.
The peak structure depends on the microscopic details of the
confining potential. It can be used to distinguish between the
two states, and understood from our analysis in Section V.

II. MODEL

We study long-lived oscillations of an initial state near
the metastable and ground states. Figure 1 schematically
shows the dynamics and signatures in these two cases,
which will be elucidated in Sections III and IV. In our
numerical studies, we set the initial state near one of the
states and track its evolution using various observables.
In this section, we describe our system and observables.
We examine a 1D neutral atom chain with an even

number of sites ns, setting ns = 16, constant atom sepa-
ration a, and a circle geometry yielding periodic bound-
ary conditions (Figure 1). Each atom j is a two-level
system with a ground state |gj⟩ ≡ |0j⟩ and a Rydberg
state |rj⟩ ≡ |1j⟩. A state of the full chain can be ex-
panded in terms of the site (or computational) basis |x⟩
where x ∈ {0, 1}⊗ns , where the leftmost bit labels atom
1 and the rightmost bit labels atom ns.

The Hamiltonian is

H =
Ω

2

∑
j

σ̂x,j −
∑
j

∆j n̂j +
∑
j<k

Vjkn̂j n̂k , (1)

where σ̂x,j = |gj⟩⟨rj | + |rj⟩⟨gj | is the Pauli-X̂ opera-
tor, n̂j = |rj⟩⟨rj | is the number operator, Ω is the Rabi
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frequency that induces atomic transitions between the
ground and Rydberg state, ∆j is the detuning field, and
Vjk = C6/r

6
jk is the Rydberg-Rydberg interaction po-

tential mediated by van der Waals interactions, with
C6 a constant determined by the atom species and rjk
the atom separation. We define V1 = C6/r

6
i,i+1 and

V2 = C6/r
6
i,i+2 as the nearest-neighbor and next-nearest-

neighbor interactions, respectively. The detuning field
can be written as

∆j = ∆glob +∆loc,j , (2)

i.e. with global and local components. Importantly, the
atoms experience a Rydberg blockade for separations
rjk ≲ Rb, where Rb = (C6/Ω)

1/6 is the blockade ra-
dius, within which dual excitations to the Rydberg states
are energetically unfavorable due to the severe scaling
Vjk ∝ 1/r6jk [38, 39].

We set the Rabi frequency to Ω/2π = 1.0 MHz, which
simply sets an overall energy scale. The dimensionless
ratio Rb/a is tuned by the atom separation a, which
we choose to be in the range Rb/a ∈ (1, 2) to achieve a
nearest-neighbor blockade. We use a constant global de-
tuning field ∆glob to access the Z2 region in the ground
state phase diagram [50, 52, 53]. For ∆glob ≫ Ω, the
ground state is two-fold degenerate; the degenerate eigen-
vectors are the two antiferromagnetic Z2 states, adia-
batically connected to the product states |10 . . . 10⟩ and
|01 . . . 01⟩. If we apply a staggered local detuning field

∆loc,j = (−1)j∆loc , (3)

then we split the ground state into a metastable and
ground state separated by energy density E ∝ ∆loc (Fig-
ure 1). We can specify the detuning using two dimen-
sionless free parameters

α = ∆glob/Ω, (4)

β = ∆loc/∆glob, (5)

where we take α > 0. The Z2 product state |10 . . . 10⟩
will be near the metastable state for small β > 0 and near
the ground state for small β < 0. Figure 1 schematically
shows the dynamics and signatures for an initial state in
each case, though we note that the approach of the figure
is the reverse of the approach we just described, in that
the figure shows only β > 0 and instead selects different
initial states to achieve proximity to the metastable and
ground states.

The staggered field introduces a confining potential be-
tween domain walls that scales linearly with the domain
size. The antiferromagnetic domain walls correspond to
adjacent 00 or 11 configurations, though 11 domain walls
are energetically suppressed when the nearest-neighbor
Rydberg blockade is large. The domain, or bubble, size
is given by the distance between its domain walls. Do-
mains of even size are suppressed due to the nearest-
neighbor Rydberg blockade. The dynamics of domain
walls can be effectively described in terms of the dy-
namics of quasiparticles, using concepts borrowed from

high-energy physics. Domain walls can be understood as
quarks and antiquarks, depending on the transition di-
rection. In the staggered field, metastable state domains
experience a confining interaction potential and thus cor-
respond to mesons, i.e. bound two-quark quasiparticles;
ground state domains experience an anti-confining inter-
action potential. A state with domains contains at least
one meson state, possibly more.
The staggered local detuning field explicitly breaks

the 1-site translation symmetry of the Hamiltonian
H, but preserves the 2-site translation symmetry. In
other words, the unitary 2-site translation operator T2
preserves the Hamiltonian H under confinement, i.e.
[H,T2] = 0 so that H and T2 admit simultaneous eigen-
states. The operator T2 is fully characterized by its action

T2 |x⟩ = |x>>2⟩ , (6)

on computational basis states |x⟩, where >> is the right
bit shift operation. We can write the eigenvalues of T2
as eik, where k is the momentum, as a consequence of
Bloch’s theorem. We can use the joint eigenvalues of
H and T2 to classify the simultaneous eigenstates in the
excitation band manifolds.
Globally, an evolved state can be characterized by its

magnetic structure, which we describe using order pa-
rameters (OPs). The global magnetization M = ⟨M̂⟩
describes the ferromagnetic order by the operator

M̂ =
2

ns

∑
j

(
1

2
Îj − n̂j

)
=

1

ns

∑
j

σ̂z,j , (7)

where σ̂z,j = |gj⟩⟨gj | − |rj⟩⟨rj | is the Pauli-Ẑ operator.
It equals M = 0 for the two Z2 product states, M = 1
for the state |0 . . . 0⟩, and M = −1 for the state |1 . . . 1⟩.
For convenience, we further define the transformed mag-
netization

MT =M − M̄ , (8)

which simply subtracts the mean M̄ . Locally, an evolved
state has domain walls separating ground and metastable
states. The density of domain walls ρ = ⟨R̂⟩ is deter-
mined from the operator

R̂ =
1

ns

∑
j

[
n̂j n̂j+1 + (Îj − n̂j)(Îj+1 − n̂j+1)

]
. (9)

The product ρns then gives the real-valued number of
domain walls. It equals ρns = 0 for the two Z2 prod-
uct states and ρns = ns/2 for the two states |0 . . . 0⟩
and |1 . . . 1⟩. In the quasiparticle picture, this observable
captures the density of mesons.

III. QUASIPARTICLE OSCILLATIONS

In condensed matter systems with confinement, ex-
cited states contain mesons, i.e. bound two-quark quasi-
particles. A quantum quench can generate a superposi-
tion between the ground state and a band of mesons, and
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the subsequent oscillations encode the properties of the
mesons and the confining potential [23–25]. For instance,
the Fourier spectrum of the oscillations has peaks located
at the meson masses (for ground state energy set to zero)
and their differences [23, 24]. For low-energy excitations,
the subspace of low-energy single mesons, i.e. two do-
main walls, can be sufficient to describe the oscillation
dynamics and the spectral peaks [24].

Metastable and ground states can be detected and
characterized using an analogous procedure based on
these insights. In particular, a quench tuned to either
state will produce a superposition between that state
and proximate low-energy single meson states. The post-
quench oscillations will yield a Fourier spectrum that en-
codes the metastable or ground state properties through
the interference with the meson states. The dynamics
are more easily isolated when supercritical bubbles are
energetically suppressed and the mesons are subcritical.

In our numerical studies in Section IV, we initialize
the state near the metastable or ground state, evolve it
under the Hamiltonian, and examine the Fourier spec-
tra of the magnetization oscillations. In this section, we
present a perturbative model for examining quasiparti-
cle excitations that provides an interpretive framework
for our numerical results. We first review earlier work in
spin systems. We then present our efforts with neutral
atoms.

A. Spin Chains

Metastable oscillations have previously been examined
using quench dynamics in the ferromagnetic 1D Ising
spin model. Notably, in an extensive study, Lagnese
et al. [31] performed quenches to initial states near ei-
ther the metastable or ground state, and examined the
Fourier spectrum of the magnetization for the resulting
long-lived oscillations. They observed several features:
the spectra exhibit a cluster of peaks; for an initial state
near the metastable state, the peaks increase in ampli-
tude and spacing with increasing frequency; for an initial
state near the ground state, the peaks decrease in ampli-
tude and spacing with increasing frequency; and in both
cases, the peaks shift to lower frequencies and spread out
with increasing confinement parameter. In earlier work,
Pomponio et al. [30] studied a different type of metastable
oscillation. They performed an anti-confining quench and
unexpectedly observed long-lived oscillations, interpreted
as Bloch oscillations of the domain walls. The Fourier
spectra of the correlation functions exhibited a regular
peak structure.

Lagnese et al. [31] accurately calculated the frequencies
and amplitudes of the spectral peaks by restricting to the
manifold of low-energy 0- and 1-meson states and exam-
ining the dynamics using perturbation theory. This fol-
lowed Rutkevich [26] who used a similar approach to com-
pute the tunneling probability in the decay of metastable
excited states. We briefly summarize the model devel-

oped in these studies. It can be used more generally
for any condensed matter system with confinement, and
we thus use a more general notation in parts. In Sec-
tion III B, we modify it to examine the dynamics in our
neutral atom system.

The ferromagnetic Ising spin Hamiltonian is

HI = −
N∑
i=1

(σ̂z,iσ̂z,i+1 + hxσ̂x,i + hzσ̂z,i) , (10)

where hx and hz are the transverse and longitudinal
fields. It can be written as HI = H0 + U . The first
term H0 = −∑N

i=1(σ̂z,iσ̂z,i+1 + hxσ̂x,i) is the transverse
field model that has no confinement; the ground state is
two-fold degenerate and domain walls propagate freely
with dispersion relation ω(θ) = 2(1 − 2hx cos θ + h2x)

1/2

where θ is the quasimomentum. The second term U =

−∑N
i=1 hzσ̂z,i is the confinement term; it breaks the

ground state degeneracy and introduces a linear inter-
action potential between domain walls. To use time-
dependent perturbation theory effectively, it is neces-
sary to rewrite the Hamiltonian as HI = H̃0 + Ũ , where
U = U0 + Ũ and H̃0 = H0 + U0 [26, 31]. The term U0

is the sum over the projections of U onto subspaces with
fixed meson number, and thus only couples states that
have the same meson number. It strongly modifies the
energy eigenvalues of H0 due to the linear potential, and
is thus included in the unperturbed Hamiltonian H̃0. The
remaining term Ũ = U −U0 then couples states with dif-
ferent meson number. It only weakly modifies the eigen-
values of H̃0, and is thus treated as the perturbation to
compute transitions between different meson sectors.

The perturbation conserves momentum k; at first or-
der, it thus connects the metastable and ground states,
which have k = 0, to the 1-meson eigenstates with k = 0,
and only at higher orders to even superpositions of 1-
meson eigenstates with degenerate energies and opposite
momentum. To compute the 1-meson eigenstates with
k = 0, one can project the Schrödinger equation for H̃0

to the 1-meson sector, take the coordinate representa-
tion, and shift to the center of momentum frame k = 0,
obtaining [26, 31]

∑
n′>0

Tnn′ϕℓ(n
′)± U0(n)ϕℓ(n) =

εℓ
2
ϕℓ(n) , (11)

where n > 0 is the domain size; ℓ > 0 indexes the energy
eigenstates ϕℓ(n) and eigenvalues εℓ; Tnn′ is the kinetic
energy, or domain wall hopping, term arising from H0,
obtained from the Fourier transform of ω(θ); and U0(n) ∝
En is the potential arising from U0, written in terms of
the confinement energy density E ∝ hzM, with M =
(1− h2x)

1/8 the total magnetization of the ground states
of H0.
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B. Neutral Atom Setup

The model in Section IIIA can be used in general con-
densed matter systems with confinement. We modify it
for our neutral atom setup and examine the evolution of
the magnetization.

The Hamiltonian H is given in Equation (1). The
confinement term is U = −∑

j ∆loc,j n̂j , where ∆loc,j is

the staggered local detuning field in Equation (3). The
Schrödinger equation for 1-meson eigenstates with k = 0
has the same form as Equation (11), but the terms for
the kinetic energy Tnn′ and potential U0(n) are distinct
to the Hamiltonian H. In lieu of directly computing Tnn′

and U0(n), we examine them in relation to the classical
limit in Section V.

The evolved state |ψ(t)⟩ can be approximated using
standard techniques from time-dependent perturbation
theory. The initial state |ψ(0)⟩ is approximately the de-

sired metastable or ground state of H̃0, which can be
denoted |0v⟩ with eigenvalue εv where v = m, g labels
the state type. To first order in perturbation theory, as
examined in Ref. [31], the evolved state is

|ψ(t)⟩ ≈ e−iεvt |0v⟩+
∑
ℓ

cℓ(t)e
−iεℓt |ϕℓ⟩ , (12)

where cℓ(t) = dℓ(t)⟨ϕℓ|Ũ |0v⟩ are the first order coeffi-
cients, with dℓ(t) = (eiω̃ℓvt − 1)/(iω̃ℓv), using the fre-
quencies ω̃ℓv = εℓ − εv. The expression used the result
cv′(t) ∝ ⟨0v′ |Ũ |0v⟩ = 0 since Ũ = U − U0 only connects
states with different meson numbers. Furthermore, the
matrix element satisfies ⟨ϕℓ|Ũ |0v⟩ = ⟨ϕℓ|U |0v⟩ since U0

only connects states with the same meson number.
We characterize the evolved state by the magnetization

M = ⟨M̂⟩. To first order in perturbation theory, it is

⟨M̂⟩ ≈ ⟨0v|M̂ |0v⟩
+
∑
ℓ

2Re
{
d∗ℓ (t)⟨ϕℓ|Ũ |0v⟩⟨0v|M̂ |ϕℓ⟩

}
,

(13)

where d∗ℓ (t) = (1 − e−iω̃ℓvt)/(iω̃ℓv). The major peaks
in the Fourier spectrum of M can be understood from
this expression. The frequency of a major peak equals
a frequency ω̃ℓv = εℓ − εv between one of the meson
states |ϕℓ⟩ and the state |0v⟩. The energies εv and εℓ
are the eigenvalues of the unperturbed Hamiltonian H̃0;
however, since the perturbation is weak, these are ap-
proximately equal to the eigenvalues of the exact Hamil-
tonian H. The amplitude of the peak depends on the two
matrix elements ⟨ϕℓ|Ũ |0v⟩ and ⟨0v|M̂ |ϕℓ⟩. The Fourier
spectrum of M can thus probe interference between the
desired state and proximate 1-meson states, connected
by Ũ and M̂ , which can potentially identify it.
In rough terms, the Hamming distance of the state

|ϕℓ⟩ from the state |0v⟩, dominated by the Z2 product
state |10 . . . 10⟩, is inversely correlated with the size of the

matrix elements ⟨ϕℓ|Ũ |0v⟩ and ⟨0v|M̂ |ϕℓ⟩. This can be

FIG. 2. The numerical setup to study metastable and ground
state long-lived oscillations. The left section shows the atom
configuration. The grey circle shows the blockade radius. The
initial state is set to the ground state of Hprep = H(βprep)
with βprep = −10−3; it is dominated by the Z2 product state
|10 . . . 10⟩, represented by the color pattern for the atoms.
The state then evolves under H with a different β. The right
section shows the waveform sequence. The waveforms are all
held constant. The local detuning field for a small positive
value β ∝ ∆loc > 0 is shown by the blue outer +/− symbols
on the left and the labeled waveform on the right, producing
an initial state close to the metastable state of H. The field
for a small negative value β ∝ ∆loc < 0 is shown by the teal
inner +/− symbols on the left and the labeled waveform on
the right, producing an initial state close to the ground state
of H.

explained as follows. The energies of the 1-meson eigen-
states are inversely correlated with the domain size for a
metastable initial state, and a subset are correlated for a
ground initial state (Section V examines these trends in
detail). As the domain size increases, the non-zero terms
in the matrix elements arise from higher order domain
wall hoppings. In lieu of directly computing the ma-
trix elements, we use the Hamming distance to estimate
trends.
We note that Lagnese et al. [31] also performed a

supplementary study on an antiferromagnetic 1D neu-
tral atom chain. They used a 24-atom chain, restricted
to nearest-neighbor interactions, with the corresponding
blockade subspace, and examined a specific set of param-
eters. They interpreted the spectra in analogy with their
results for the spin chain. However, from our extensive
studies with a more general model that includes long-
range interactions, we identify spectral features that are
distinct to these systems (Section IV) and explain them
only from the specific microphysics in the Hamiltonian
(Section V).

IV. NUMERICAL STUDY

We study the long-lived oscillations of metastable and
ground states in 1D neutral atom systems, using the
setup shown in Figure 2. The atoms lie in a ring with
ns sites, where we choose ns = 16. In particular, we
use a staggered local detuning field to achieve confine-
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ment, yielding a confinement energy density E ∝ ∆loc.
We set the initial state |ψ(0)⟩ to be the ground state of
Hprep = H(βprep), obtained from exact diagonalization,
where H is the Rydberg Hamiltonian in Equation (1)
and βprep = −10−3. It is dominated by the Z2 product
state |10 . . . 10⟩, represented by the colors in the atom
chain in Figure 2. We evolve the state under H with a
different local detuning parameter β, which has a small
constant amplitude |β| ≪ 1. In effect, we perform a
quench δβ = β − βprep. The initial state is then close to
the metastable state of H for β ∝ ∆loc > 0, shown by
the blue outer +/− pattern and waveform in Figure 2;
it is close to the ground state of H for β ∝ ∆loc < 0,
shown by the teal inner +/− pattern and waveform. We
note that in our procedure here, we hold the initial state
fixed and modify the spatial pattern to obtain proximity
to the metastable and ground states; this is the reverse
of the schematic in Figure 1, where the spatial pattern is
held fixed and the different states show the proximity.

The parameter requirements for the oscillations regime
are given by two broad sets of conditions. The first are
V2 ≪ Ω < ∆glob ≪ V1, so that the system is deep in the
Z2 phase and the large Rydberg blockade heavily sup-
presses nucleation. The second is |∆loc|ns ≪ ∆glob, so
that critical bubbles of size ℓ ∼ ∆glob/∆loc < ns are
suppressed. We thus center our study around the fol-
lowing parameter values: a large nearest-neighbor block-
ade spacing Rb/a = 1.8 to achieve a nearest-neighbor
interaction strength V1 that is much greater than Ω,
∆glob, and |∆loc|; a modest global detuning parameter
α = 4.0; and a small constant local detuning amplitude
|β| ∈ [0.002, 0.15] ≪ 1 to achieve the subcritical condi-
tion |∆loc|ns ≪ ∆glob.

A. Metastable case: β > 0

We first consider an initial state close to the metastable
state. We center our discussion around the case β = 0.01,
since it captures many important features and serves as
an effective base case to describe trends with increasing
β. Figure 3a shows the magnetization, which exhibits
long-lived oscillations with several dominant frequencies.
Figure 3b shows the Fourier spectrum of the transformed
magnetization MT when it is evolved to different stop
times tStop. Naturally, a time-domain signal with a
longer duration produces a frequency-domain signal with
a higher frequency resolution. The stop times each in-
crease by an order of magnitude to capture the improv-
ing resolution, and the lowest value tStop = 4.0 is clos-
est to current experimental constraints for Ω/2π = 1.0
MHz (Section VI). The highest-resolution spectrum has
a large, wide, dominant peak at ω ≈ 19 and a cluster
of smaller, narrower, evenly-spaced secondary peaks at
lower frequencies ω ∈ [11, 16]. The secondary peaks in-
crease in amplitude with increasing frequency. Though
not shown, the Néel OP has a similar Fourier spectrum
to the magnetization.

In Section III, we outlined a perturbative formalism
to interpret the oscillation spectra. As we presented in
Equation (11) and the surrounding text, the peaks in
the magnetization spectra depend on the energy eigen-
values and eigenvectors of the unperturbed Hamiltonian
H̃0. However, in our analysis in this section, we replace
these with the exact eigenvalues and eigenvectors of H
since the perturbation Ũ is weak, and denote them by
the base variable E.

Figure 3c shows the simultaneous eigenstates of H and
T2, with energy eigenvalues E and translation eigenvalues
eik (equivalently, momenta k). We computed the eigen-
values by exact diagonalization with matrix balancing,
a similarity transformation that improves the numerical
stability [71, 72]. The figure shows only the low-energy
0- and 1-meson eigenstates, those selected with energy
E/Ω ≤ 500 and domain wall density ρns ≲ 3. The
blue points show the metastable (MS) and ground (GS)
states; these have k = 0 and ρns ≲ 1, i.e. approximately
ρns ≈ 0 domain walls. We label the energy eigenval-
ues of the metastable and ground states as Em and Eg,
respectively. The energy separation ωmg = Em − Eg be-
tween the two states is proportional to the local detun-
ing parameter, ωmg ∝ ∆loc, as required since ωmg ∝ E .
The red points show the 1-meson eigenstates; these have
1.5 ≲ ρns ≲ 2.5, i.e. approximately ρns ≈ 2 domain
walls.

The band structure can be explained as follows. The
parameters lie in the range |∆loc|ns ≪ ∆glob and V2 ≪
∆glob, which has several consequences. The generation of
two domain walls comes with an energy increase ∆glob,
which is much greater than the energy decrease possi-
ble from any domain size growth. The excited states
thus split into separated manifolds, where the states in
a single manifold approximately correspond to a single
number N of mesons. The Hamiltonian approximately
conserves the meson number N . In the low-energy sec-
tor, manifolds with higher energy have larger N . In par-
ticular, the metastable and ground states approximately
correspond to 0-mesons, and the manifold of first excited
states correspond to 1-mesons. The confinement field
splits the manifold of 1-meson eigenstates into a tower of
eight meson bands, approximately corresponding to the
ns/2 = 8 odd size domains n = 1, 3, . . . ns − 1, as we dis-
cuss below in Section V. Each band splits into ns/2 = 8
momenta k, since T2 is a 2-site translation operator.

In agreement with our model in Section III B, we find
that the peaks arise from interference between the 1-
meson eigenstates with k = 0 and the metastable state.
In other words, the peaks are located at the frequen-
cies ωℓm = Eℓ − Em, where Eℓ for ℓ = 1, . . . , 8 are
the energies of the 1-meson eigenstates with momentum
k = 0, arranged in the order E1 < . . . < E8. The quench
δβ = β − βprep conserves momentum, so it can only ex-
cite 1-meson eigenstates with the same momentum as
the metastable state, k = 0. The quench can also ex-
cite a superposition of degenerate 1-meson eigenstates
with momenta ±k, but this is a higher order process.
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FIG. 3. The oscillation properties of the magnetization M for β = ±0.01. (a) The magnetization M vs (dimensionless) time

Ωt/2π for β = 0.01. (b) The Fourier magnitude |M̃T (ω)| of the transformed magnetization MT , defined in Equation (8), for
β = 0.01, which yields an initial state close to the metastable state. The curves with different opacities show results for MT

evolved to different stop times tStop. (c) The simultaneous eigenstates of H and T2. The eigenstates are identical for β = ±0.01,
by symmetry. The ground state energy is set to zero, Eg → 0, as indicated in the bottom left. The color bar shows the domain
wall density ρns; the blue points show the metastable state (MS) and ground state (GS), and the red points show the 1-meson

eigenstates. (d) The Fourier magnitude |M̃T (ω)| for β = −0.01, which yields an initial state close to the ground state. In (b)
and (d), the vertical grey lines show the frequencies ωℓv = Eℓ −Ev, where Eℓ for ℓ = 1, . . . , 8 are the energy eigenvalues of the
1-meson eigenstates with momentum k = 0 and Ev is the energy eigenvalue of the metastable or ground state v = m, g. The
Fourier spectra for β = ±0.01 both have a similar dominant peak but different clusters of secondary peaks, which can be used
to distinguish between the metastable and ground states, and understood from our analysis in Section V.

The observed frequencies support the 1-meson model in
Equation (11).

The frequencies ωℓm are shown by the vertical grey
lines in Figure 3b. The dominant peak is located at the
frequency ω8m. We can explain this as follows: out of all
the 1-meson states |Eℓ⟩, the dominant basis elements in
the state |E8⟩ have the smallest Hamming distance from
the Z2 product state |10 . . . 10⟩ that dominates |Em⟩, pro-
ducing the largest matrix elements in Equation (13). The
cluster of secondary peaks are located at the frequencies
ωℓm for ℓ = 1, . . . , 7. They generally start with large
amplitude at ω7m and diminish in amplitude as they ap-
proach ω1m, eventually vanishing altogether. Again, we
can explain this trend with the Hamming distance: as
ℓ decreases from 7 to 1, the dominant basis elements in

the states |Eℓ⟩ increase in Hamming distance from the
Z2 product state and overlap with the other basis states
of |Em⟩, which themselves decrease in amplitude with in-
creasing Hamming distance from the Z2 product state,
so that the corresponding matrix elements decrease.

We observe several trends in the spectrum as we in-
crease β > 0. These are captured in Figures 4a, 4d, 4g.
The dominant peak shifts modestly to the left. The clus-
ter of secondary peaks shift more rapidly to the left and
spread out. The trends in the energy eigenvalue distribu-
tion provide a complementary picture, as shown in Fig-
ures 4c, 4f, 4i. The metastable and ground state energies
separate, with the metastable energy moving upwards
towards, and eventually through, the 1-meson energies.
The 1-meson energies spread uniformly. The separation
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FIG. 4. The Fourier and eigenvalue spectra for β = ±0.02, 0.06, 0.10. Left column: The Fourier magnitude |M̃T (ω)| for several
values of β > 0, which yield an initial state close to the metastable state. The curve opacities and vertical grey lines are
described in Figure 3. The dashed lines show frequencies ωℓv > 0 and the dotted lines show frequencies ωℓv < 0. Middle
column: The Fourier magnitude |M̃T (ω)| for several values of β < 0, which yield an initial state close to the ground state.
Right column: The simultaneous eigenstates of H and T2. The conventions and color bar are described in Figure 3. In the
Fourier spectra for β > 0 and β < 0, the secondary peaks shift in opposite directions, which can be used to distinguish between
the metastable and ground states, and understood from the trends in the eigenvalue spectra and our analysis in Section V.

between Em and E8 remains roughly constant, consistent
with the dominant peak at ω8m remaining at roughly the
same location. The separation between Em and the re-
maining energies Eℓ for ℓ = 1, . . . , 7 decreases, consistent
with the secondary peaks at ωℓm shifting to the left.

B. Ground case: β < 0

We next consider an initial state close to the ground
state, beginning with the case β = −0.01. Figure 3d
shows the Fourier spectrum of MT . The highest-
resolution spectrum for β = −0.01 is similar to the one
for β = 0.01. However, the secondary peaks are located
at higher frequencies ω ∈ [15, 18] and they generally de-
crease in amplitude with increasing frequency. The si-
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multaneous eigenstates of H and T2 for β = −0.01 are
identical to those for β = 0.01, since the Hamiltonian is
invariant under the simultaneous transformation β → −β
and H → T1HT

†
1 , where T1 is the 1-site translation op-

erator.
The peaks for the case β = −0.01 are located at the

frequencies ωℓg = Eℓ − Eg, shown by the vertical grey
lines in Figure 3d. The dominant peak is located at a
frequency ωσg for a particular index σ, which can be ex-
plained as follows: out of all the states |Eℓ⟩, the dominant
basis elements of the state |Eσ⟩ have the smallest Ham-
ming distance from the Z2 product state |10 . . . 10⟩ that
dominates |Eg⟩, producing the largest matrix elements
in Equation (13). The energy Eσ can fall anywhere in
the tower of 1-meson energy eigenvalues with k = 0. The
cluster of secondary peaks are located at the remaining
frequencies ωℓg for ℓ ̸= σ. They generally start with large
amplitude at ω1g and diminish in amplitude as they ap-
proach ω8g (excluding ωσg), which can similarly be ex-
plained by the Hamming distance: as ℓ increases from 1
to 8 (excluding σ), the dominant basis elements in the
states |Eℓ⟩ increase in Hamming distance from the Z2

product state and overlap with the other basis states of
|Eg⟩, which themselves decrease in amplitude with in-
creasing Hamming distance from the Z2 product state,
so that the corresponding matrix elements decrease.

The trends in the spectrum as we decrease β < 0
are captured in Figures 4b, 4e, 4h. The dominant peak
shifts modestly to the right. The cluster of secondary
peaks shift more rapidly to the right and spread, even-
tually passing into and through the dominant peak. The
trends in the energy eigenvalue distribution are consis-
tent (Figures 4c, 4f, 4i). The ground state energy moves
downwards. Though not explicitly labeled, the energy Eσ

transfers downward through the 1-meson energies. The
separation between Eg and Eσ remains roughly constant,
consistent with the dominant peak at ω8g remaining at
roughly the same location. The separation between Eg

and the remaining energies Eℓ for ℓ ̸= σ increases, con-
sistent with the secondary peaks at ωℓg shifting to the
right.

V. SHORT-RANGE MESON REPULSION

To explain the qualitative properties of the spectral
peaks, though not the precise quantitative properties (i.e.
locations, spacing, etc.), we examine the classical poten-
tials of site basis states with 0- and 1-meson excitations,
as shown in Figure 5. We consider 1-meson states with
00 domain walls only, since 11 domain walls are sup-
pressed by the Rydberg blockade. Let n be the domain
size; it must be odd given our restriction to 00 domain
walls. The next-nearest-neighbor interaction V2 charac-
terizes the leading effect of the Rydberg tails; we ignore
higher order neighbor interactions, which are further sup-
pressed. We note that our input parameter range implies
∆glob ≫ V2 and ∆glob ≫ |∆loc|. In short, the qualitative

properties of the spectral peaks arise due to competition
between confinement from the local detuning ∆loc and
short-range domain wall repulsion from the two-site Ry-
dberg tails V2.
We first consider the case β ∝ ∆loc > 0, shown in

blue in Figure 5, i.e. the upper pattern in the middle
section and the outcomes in the left section. The initial
state is dominated by the Z2 product state |10 . . . 10⟩,
shown in the first chain in Figure 5, which is close to
the metastable state. The Z2 product state is a 0-meson
state, i.e. it has no domain walls and thus domain size
n = 0. The classical potential ϵ0 ≈ Em of the 0-meson
state is the zero point from which we will measure the
1-meson potentials, and is given by

ϵ0 =
ns
2
[−∆glob +∆loc + V2] , (14)

where the first two terms arise from the detuning fields
coupling to the ns/2 sites in Rydberg states and the third
term arises from the ns/2 pairs of two-site Rydberg in-
teractions. A 1-meson state with domain size n = 1 is
shown in the second chain in Figure 5. It has classical
potential

ϵ[1] = ϵ0 +∆glob −∆loc − 2V2 , (15)

since the state has one fewer site in the Rydberg state to
couple to the detuning fields and two fewer pairs of two-
site Rydberg interactions compared to the 0-meson state.
Two larger 1-meson states with domain sizes n = 3, 5
are shown in the third and fourth chains in Figure 5.
A 1-meson state with n = 3, 5, . . . , ns − 1 has classical
potential

ϵ[n≥3] = ϵ0 +∆glob − n∆loc − 3V2 , (16)

since it has one fewer site in the Rydberg state to couple
to the detuning fields, (n− 1)/2 sites with reversed local
detuning sign, and three fewer pairs of two-site Rydberg
interactions compared to the 0-meson state. The classical
potentials satisfy the order relations

ϵ[1] > ϵ[3] > ϵ[5] > . . . > ϵ[ns−1] , (17)

and there is no order relation between ϵ0 and ϵ[n]. We
emphasize that ϵ[1] and ϵ[n≥3] have different coefficients
in the V2 term, which gives ϵ[1] a distinct status. The
potential ϵ[1] in the case β > 0 here is the counterpart
of the energy E8 in Section IVA. The potentials have
associated frequencies ω[n] = ϵ[n] − ϵ0. The frequency
order relations are shown by the blue vertical arrow to
the left of the chains in Figure 5. We note that ω[n] ∼
−n∆loc.
This classical analysis can explain the qualitative prop-

erties of the spectral peaks, captured in the panels on the
left in Figure 5: (1) the distinct dominant peak arises
from the frequency ω[1], since the corresponding state is
Hamming distance 1 away from the Z2 product state; (2)
the secondary peaks arise from the frequencies ω[n≥3],
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FIG. 5. A schematic of the short-range domain wall repulsion model. The middle section shows several atom chains, where a
red circle indicates a Rydberg state and a white circle indicates a ground state. The atoms are actually configured in circles
as in Figure 2, but are depicted here in straight lines for convenience. The first chain shows the Z2 product state |10 . . . 10⟩; it
is a 0-meson state, which has no domain walls. The second, third, and fourth chains show 1-meson states, which have two 00
domain walls, for domain sizes n = 1, 3, 5. The Rydberg tails are dominated by the 2nd-nearest-neighbor interaction V2. We
apply a staggered local detuning field ∆loc,j , defined in Equation (3). The Z2 product state is close to the metastable state for
∆loc > 0; the corresponding pattern and results are shown in blue and in the left section. The Z2 product state is close to the
ground state for ∆loc < 0; the corresponding pattern and results are shown in teal and in the right section. The vertical arrows
just left and right of the middle section show the order relations for the frequencies in each case, arising from those for the
energies given in Equation (17) and Equations (18)-(19). The panels in the left and right sections show sample magnetization
spectra for different relative values of ∆loc and V2. The arrows below the panels indicate the qualitative relations between
the frequencies and peaks. Our classical model of short-range meson repulsion thus shows that the dominant peak arises from
the 1-meson state with n = 1, the secondary peaks arise from the ordered 1-meson states with n ≥ 3, the peaks shift in the
direction opposite to the sign of ∆loc, and the relative distribution of peaks is determined by competition between ∆loc and V2.

and these frequencies decrease with increasing domain
size n; (3) the secondary peaks decrease in amplitude
with decreasing frequency ω[n≥3] and thus increasing do-
main size n, since increasing the domain size produces
states that are a greater Hamming distance n from the
Z2 product state; (4) as β > 0 increases, the peaks shift
to lower frequencies and spread, since ω[n] ∼ −n∆loc; (5)
the secondary peaks shift more strongly with ∆loc than
the dominant peak, since ω[n] ∼ −n∆loc; and (6) the
spectra have at most 8 major peaks, since the chain has
ns = 16 sites and n only takes odd values due to the
Rydberg blockade.

The relative distribution of the dominant and sec-
ondary peaks remain the same for all values of ∆loc and
V2, as observed in the left panels of Figure 5 and under-
stood from the frequency order relations. In other words,
the secondary peaks lie to the left of the dominant peak,
and shift and spread to the left as ∆loc > 0 increases.

We next consider the case β ∝ ∆loc < 0, shown in
teal in Figure 5, i.e. the lower pattern in the middle

section and the outcomes in the right section. The initial
state is again dominated by the Z2 product state, which
is now close to the ground state. The Z2 product state
has classical potential ϵ0 ≈ Eg. The expressions that
result for the classical potentials and frequencies are the
same as in the metastable case. However, since ∆loc < 0
now, they satisfy different order relations. The classical
potentials satisfy the order relations

ϵ0 < ϵ[n] , (18)

ϵ[3] < ϵ[5] < . . . < ϵ[ns−1] , (19)

and there is no order relation between ϵ[1] and ϵ[n≥3].
The potential ϵ[1] in the case β < 0 here is the coun-
terpart of the energy Eσ in Section IVB. The frequency
ω[1] can thus fall anywhere within the set of frequencies
ω[n≥3]. The frequency order relations are shown by the
teal vertical arrow to the right of the chains in Figure 5.
The classical analysis applies similarly to the ground

case, producing some different results, captured in the
panels on the right in Figure 5: (2′) the secondary peaks
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arise from the frequencies ω[n≥3], and these frequencies
increase with increasing domain size n; (3′) the secondary
peaks decrease in amplitude with increasing frequency
ω[n] and thus increasing domain size n, since increasing
the domain size produces states that are a greater Ham-
ming distance n from the Z2 product state; and (4′) as
β < 0 decreases, the peaks shift to higher frequencies and
spread, since ω[n] ∼ −n∆loc.

The relative distribution of the dominant and sec-
ondary peaks depend on the relative strengths of ∆loc

and V2, as observed in the right panels of Figure 5 and
understood from the frequency order relations. The rela-
tive values fall in three broad categories. Small local de-
tuning (−∆loc ≪ V2): the secondary peaks lie in a cluster
to the left of the dominant peak and are closely spaced,
as shown in the top right panel in Figure 5 and previously
in Figure 3d. Intermediate local detuning (−∆loc ∼ V2):
the secondary peaks have shifted and spread to the right,
and now lie across the dominant peak with wider spacing,
some of the peaks passing through the dominant peak
and some having merged with it, as shown in the bottom
right panel in Figure 5 and previously in Figures 4b and
4e. Large local detuning (−∆loc ≫ V2): the secondary
peaks have shifted and spread further to the right, and
now lie to the right of the dominant peak with wider spac-
ing, some having merged with it, as shown previously in
Figure 4h.

We can relate the classical potentials for the 1-meson
states to the neutral atom version of the potential U0(n)
in the 1-meson model in Equation (11). In particular,
the potential is simply U0(n) = ϵ[n]. This potential has
several distinctive features. First, it only involves odd
domain sizes n = 1, 3, . . . , ns − 1. Second, it has a term
−∆locn for all n, but different terms −2V2 for n = 1 and
−3V2 for n ≥ 3. The peak arising from n = 1 is thus
qualitatively different from the peaks arising from n ≥ 3.
In contrast, in the nearest-neighbor Ising spin chain, the
potential supports all domain sizes n and has the form
U(n) ∝ hzn for all n (Section III).

The classical model is thus accurate when the kinetic
energy term Tnn′ is much less than the potential differ-
ent ∆U0 in the 1-meson model in Equation (11). In
that case, the 1-meson model becomes U0(n)ϕℓ(n) ≈
(εℓ/2)ϕℓ(n). The largest kinetic energy term has scaling
Tn,n+2 ∼ Ω2/∆glob, ignoring smaller effects from V1 and
V2, since expanding a domain wall from size n to n+2 in-
volves two Rabi transitions, a second order process, and
the intermediate state with 00 sites yields a global de-
tuning penalty, as shown by the term T13 in Figure 5.
The potential difference from size n to n + 2 has scal-
ing ∆U0 ∼ ∆loc, again ignoring smaller effects from V1
and V2. The ratio of the potential to kinetic terms is
∼ ∆loc∆glob/Ω

2 = βα2, and thus our classical model is
an accurate approximation for βα2 ≫ 1. The competi-
tion is manifested visually in the energy eigenvalues of
H̃0 (approximately those of H): Tn,n+2 scales with the
energy range, or curvature, of the 1-meson bands across
momentum k, and U0(n) scales with the energy difference

ωmg ∝ ∆loc between the metastable and ground states.
For instance, the case β = ±0.1 gives βα2 = 1.6 and is
shown in Figure 4i, whereas the case β = ±0.01 gives
βα2 = 0.16 and is shown in Figure 3c; the case β = ±0.1
is closer to the classical limit, and thus the 1-meson bands
are more flat and the ground and metastable states have
larger separation. However, the classical energy model is
also approximately valid for larger kinetic energy, since
the leading effect of the latter is insensitive to the domain
size, i.e. it shifts the 1-meson energies by a term largely
independent of the domain size [26].
We can compare our work to that of Lagnese et al. [31],

who performed a supplementary study of metastable os-
cillations in neutral atom chains with Rydberg excita-
tions. The features we observe for the metastable case in
Figure 4g for β = 0.10 appear similar to those observed
in Ref. [31] Figure S1b for β = 0.125. Furthermore, the
features we observe for the ground case in Figure 4h for
β = −0.10 appear similar to those observed in Ref. [31]
Figure S1a for β = −0.125. Lagnese et al. [31] inter-
preted their observations in analogy with their main re-
sults for the ferromagnetic Ising spin chain. However,
in our detailed investigations with neutral atom chains
that include long-range Rydberg interactions, we found
that the peaks have different structure, exhibit different
shifting behavior, and arise from different microphysics,
all distinct to these antiferromagnetic Rydberg atom sys-
tems.

VI. EXPERIMENTAL ACCESSIBILITY

In this section, we investigate the experimental accessi-
bility of the oscillation spectra. The hardware constraints
on a prototypical system include [37]: a maximum sim-
ulation time limit t = 4 µs; a minimum atomic spacing
amin = 4.0 µm; a field of view (Fx, Fy) = (75.0, 76.0)
µm; a Rabi frequency range Ω ∈ [0.00, 15.8] rad/µs; and
a global detuning range ∆glob ∈ [−125.0, 125.0] rad/µs.

In Section IV, we presented a numerical setup to study
metastable long-lived oscillations, with the following in-
put parameters: Ω/2π = 1.0 MHz (Rb = 9.76 µm);
a = 5.42 µm; ∆glob/2π = 4.0 MHz; and ∆loc/2π ∈
[0.0008, 0.06] MHz.
An experimental protocol would consist of a specified

atom configuration and a waveform sequence adapted to
it, consisting of a preparation stage and a quench stage.
The preparation stage would involve adiabatic construc-
tion of the ground state of H for βprep = −0.001. The
quench stage would produce H with the waveforms in
our numerical setup. The main chain of ns = 16 atoms
would be arranged along a closed path to achieve periodic
boundary conditions. If arranged in a square-like path,
the height and width would be d ∼ 4a ≈ 22 µm, well
below Fx and Fy. The setup could also use ancilla atoms
to aid the preparation stage, which the field of view can
readily accommodate.

We estimate a preparation duration tprep ≈ 2.0 µs
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based on previous experiments (e.g. [50, 52]), and thus
obtain a maximum post-quench duration tevolve ≈ 2.0
µs to run the protocol within the simulation time limit.
The post-quench duration presents the main obstacle to
obtaining identifiable features in the spectra. However,
the relevant timescale to resolve the spectra is not tevolve,
but the (dimensionless) effective counterpart Ω′tevolve/2π
that is scaled by the Rabi frequency Ω′, since Rabi oscilla-
tions set the dynamic range. A larger Rabi frequency Ω′

will increase the effective duration. It will also decrease
the blockade radius to R′

b = Rb/(Ω
′/Ω)1/6, and thus re-

quire an increased atom separation a′ = (Ω′/Ω)1/6a to
achieve the same Rb/a. The spatial extent of the config-
uration with this larger separation must still lie within
the field of view.

A Rabi frequency Ω′/2π = 2.0 MHz would yield
Ω′tevolve/2π = 4.0. The resulting Fourier spectra are
shown by the lowest opacity curves for tStop = 4.0 given
Ω/2π = 1.0 MHz in Figures 3 and 4. The spectra only
partially resolve the dominant peak and do not resolve
the cluster of secondary peaks. At most, one can observe
the shifting and rolling of the broadened dominant peak
with changing local detuning parameter.

In contrast, a Rabi frequency Ω′/2π = 20.0 MHz would
yield Ω′tevolve/2π = 40. For comparison, experiments
investigating topological spin liquids performed a quench
to Ω′/2π = 20.0 MHz for ∆t ≲ 40 ns [62]. This Rabi
frequency would require an atom separation a′ = 8.93 µm
to achieve the same Rb/a, and thus height and width d ∼
4a ≈ 36 µm, still well below Fx and Fy. The resulting
Fourier spectra are shown by the intermediate opacity
curves for tStop = 40.0 given Ω/2π = 1.0 MHz in Figure 3.
The spectra sufficiently resolve the cluster of secondary
peaks.

The experiments also provide an opportunity to study
the oscillation spectra as a function of system size. If the
main chain is arranged in a rectangular path, the fields of
view could accommodate upwards of nx ∼ ⌊Fx/a⌋ = 13
atoms and ny ∼ ⌊Fy/a⌋ = 14 atoms, or a chain with
ns ∼ 2nx + 2ny = 54 atoms. A path that is more me-
andering could accommodate an even larger number of
atoms. If the setup also used ancilla atoms to aid the
preparation stage, it could reduce the number of possible
atoms in the main chain depending on the placement.
The oscillation timescales are largely independent of the
system size since they are mainly set by the 1-meson en-
ergy gap, which is independent of it as well. In contrast,
the preparation stage becomes increasingly challenging
with increasing system size; however, the use of a larger
Rabi frequency can help offset this in equal measure. In
addition, the local detuning can be used to circumvent
the second order gap crossing, and thus increase the state
preparation fidelity.

VII. CONCLUSION AND OUTLOOK

In this paper, we studied long-lived oscillations of
metastable and ground states using neutral atoms with
long-range Rydberg interactions. Our work examined se-
tups accessible to near-term neutral atom experiments.
We computed the Fourier spectra of quasiparticle oscil-
lations initiated by metastable and ground states, and
identified spectral features to distinguish between these
two cases. In particular, we discovered features distinct
to our antiferromagnetic system compared to ferromag-
netic Ising chains, and explained them in terms of con-
finement and short-range domain wall repulsion effects.
Our results show that the features of metastable and

ground state oscillation spectra contain fingerprints of
the underlying confining potential. As a consequence
of this dependence on the microscopic details, it is cru-
cial that one examines the underlying microscopic model
through simulations before drawing universal conclusions
about metastability. This underscores the importance of
nascent quantum simulators in addressing metastability
phenomenology.
Our work motivates several further studies. Exper-

iments on 1D neutral atom systems, including analog
quantum simulators [36, 37], can probe the oscillation
spectra that we observed, motivated by our parame-
ter range (Section IV) and accessibility discussion (Sec-
tion VI). However, as noted in Section VI, a detailed
investigation of the secondary peaks will require intense
Rabi pulses to enhance the effective simulation duration
or improvements in the coherence time to extend the
physical simulation duration. Long-lived oscillations can
also be studied on 2D lattices [48, 49]; this could access
novel metastability phenomenology that only emerges in
2D [73]. In 2D systems that grow beyond O(100) sites,
classical simulation becomes increasingly intractable as a
tool to study metastable oscillations [74, 75]. Early quan-
tum devices could thus be an exclusive window into the
physics of higher-dimensional quantum field theories.

COMPUTING RESOURCES

We ran our simulations on the high-performance com-
puting system Perlmutter at the National Energy Re-
search Scientific Computing Center (NERSC) based at
Lawrence Berkeley National Laboratory [76] and used
the Bloqade software package developed by QuEra Com-
puting [77].
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[45] D. Barredo, S. de Léséleuc, V. Lienhard, T. Lahaye, and
A. Browaeys, An atom-by-atom assembler of defect-free
arbitrary two-dimensional atomic arrays, Science 354,
1021 (2016).

[46] M. Endres, H. Bernien, A. Keesling, H. Levine, E. R.
Anschuetz, A. Krajenbrink, C. Senko, V. Vuletic,
M. Greiner, and M. D. Lukin, Atom-by-atom assembly
of defect-free one-dimensional cold atom arrays, Science
354, 1024 (2016).

[47] H. Labuhn, D. Barredo, S. Ravets, S. de Léséleuc,
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ber, N. Lang, H. P. Büchler, T. Lahaye, and A. Browaeys,
Observation of a symmetry-protected topological phase
of interacting bosons with rydberg atoms, Science 365,
775 (2019).

[61] R. Verresen, M. D. Lukin, and A. Vishwanath, Prediction
of toric code topological order from rydberg blockade,
Phys. Rev. X 11, 031005 (2021).

[62] G. Semeghini, H. Levine, A. Keesling, S. Ebadi, T. T.
Wang, D. Bluvstein, R. Verresen, H. Pichler, M. Kali-
nowski, R. Samajdar, A. Omran, S. Sachdev, A. Vish-
wanath, M. Greiner, V. Vuletić, and M. D. Lukin, Prob-
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