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ABSTRACT OF THE THESIS

Distributed Control of Plug Loads for Building Energy Management

by

Mathieu Lee Giroud

Master of Science in Engineering Sciences (Mechanical Engineering)

University of California San Diego, 2022

Professor Jan Kleissl, Chair

Management of demand side resources can play a significant role in enabling

renewable energy integration and decarbonizing the electric grid. Plug loads constitute

a major portion of energy consumption of commercial buildings. They can be turned

off using smart plugs when not in use. Smart plugs can also infer building occupancy

from energy consumption measurements of plug loads. Therefore, plug load control can

conserve energy and provide load flexibility to the grid for frequency regulation. This work

focuses on a distributed control algorithm, distributed approximate Newton algorithm

(DANA). DANA uses local information to optimize a network of nodes to track a reference

signal using only agent-to-agent communication. Moreover, the power consumption of

viii



loads can be used as inputs to the algorithm in the form of box constraints to account

for load usage. In this work, DANA is implemented on a real-life system that consists of

computers, a TV monitor, and a printer. The objective of this work was to show that

DANA could be used on a system of plug loads to track a reference signal while conserving

energy. Experimental results show that DANA can be used to switch off idle plug loads

to conserve energy. In an office space with high occupancy the DANA implementation

reduced energy consumption by 33% over one hour. Including a battery in the system can

reduce the average tracking percent error to less that 1% and can therefore be used to

provide frequency regulation services.
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1 Introduction

1.1 Motivation

In order to reduce carbon emissions to mitigate climate change, a large amount

of renewable energy resources are being integrated into the power grid. However, the

variability of renewables, such as solar and wind, creates challenges for the grid operators

to balance supply and demand. Therefore, new control methods that can account for that

variability need to be implemented. Distributed Energy Resources (DERs) have become a

topic of interest in the context of renewable energy integration in the smart grid because

of their ability to accommodate the high variability of wind and solar power.

DERs allow for flexible generation and load management and can be coordinated

via centralized or distributed load coordination schemes to provide ancillary services such

as frequency regulation. In centralized schemes, control signals are generated by a central

entity based on the current DER states. This type of scheme requires large amounts

of data to be exchanged between the controller and DERs which further raises privacy

concerns. In distributed and decentralized control schemes, on the other hand, control

decisions are made locally by each DER based on its local state information and data is

shared only with its neighbors. This reduces the burden on communication infrastructure

and allows for parallel computation which is beneficial when the network size increases [1].

Therefore, this work focuses on a distributed control algorithm for coordinating DERs.
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1.2 Literature review

In distributed algorithms, the network optimization problems are solved in a

distributed manner using only the local information (e.g. the On/Off state) at each node.

A ratio-consensus has been proposed in [2] in which controllable nodes can both inject and

consume power from the grid within their operating capacities. Each node seeks to achieve

consensus on the ratio of operating capacity so that the aggregate tracks a power reference

signal. Similarly, a distributed algorithm is proposed in [3] based on the primal-dual

dynamics of augmented Lagrangian. However, these algorithms have mostly been validated

on DERs such as batteries, thermostatically controlled loads etc. Implementation of plug

loads is not generally considered.

This work uses the distributed approximation Newton algorithm (DANA) developed

in [4] to coordinate plug loads. DANA has previously been validated on flexible loads and

battery energy storage [6] and incorporates constraints on the maximum and minimum

power limits of DERs called box constraints. However, [6] considers flexible loads and

batteries whose output power can vary continuously between power limits.

Plug loads are usually controlled based on occupancy information. The authors

of [7][8] used sensors such as cameras or magnets placed on doors to determine occupancy.

Loads will then be switched On if the room is occupied and vice versa. Using sensors not

only requires additional hardware, but could result in higher energy consumption when

multiple devices are present in the same area while only one of them may actually be in

use. Therefore, smart plugs are preferable, as they can both measure power and actuate

devices.

Demand response using smart plugs in buildings have been considered in [9]-[12].

While [11] collected extensive data and was able to predict occupancy with an accuracy of

80%, the authors did not use their findings to actuate loads and save energy. Smart plugs

are used to control loads in [12], however, the authors studied the effects of switching On
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and Off groups of loads rather than individual devices. This work takes a more granular

approach than [12] and considers variable usage schedules of individual plugs loads as

explained next.

1.3 Statement of contributions

This work considers the control of plug loads using the DANA distributed control

algorithm to provide grid services while conserving energy. The implementation of DANA

is in real-time and uses box constraints. The algorithm is implemented on a test system

using Raspberry Pis, Best Energy Reduction Technology (BERT) smart plugs, and actual

plug loads. Each BERT smart plug measures voltage, current, power, and energy of the

load connected to it. Furthermore, each smart plug is equipped with a relay that can

switch the load On or Off based on the control signal received by DANA. The novelties of

this work are:

• Smart plugs loads under DANA can contribute to building energy management [13]

by switching Off loads that are idle. Feedback from load power measurements is

used to determine idle loads.

• The tracking and curtailment benefits of including a battery in a plug load system is

evaluated.

1.4 Paper Overview

This paper first presents some background on frequency regulation and energy

savings in Section 2. It then describes the methodology in Section 3 including the

DANA algorithm and its adaptation to the constrained formulation with box constraints.

Furthermore, the implementation of DANA paired with energy saving measures and the

topology of the system is also discussed. Section 4.1 then illustrates the test scenarios as

3



well as the results showing the ability of the proposed system to track reference signals

and save energy. Finally, section 5 concludes the paper and discusses possible future work.
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2 Problem setting

This works focuses on evaluating the potential of plug loads to provide frequency

regulation services to the grid, with and without energy storage. Furthermore, the potential

energy savings, that can be achieved by turning Off plug loads when not in use, are also

quantified.

2.1 Frequency regulation

Power grid systems must maintain a constant frequency, typically 50 or 60 Hz, in

order to remain stable [14]. When the system frequency becomes too high or too low, grid

operators use frequency regulation techniques to ensure that it does not deviate too far

from its set point. In traditional power grids containing legacy equipment, generators can

regulate frequency by tuning their power output [14]. The uncertainty associated with the

increase of renewable energy sources in the power grid increases the need for frequency

regulation. While DERs cannot regulate frequency using traditional methods because of

their lack of inertia-based generators, they can participate in frequency regulation using

flexibility from loads and storage resources [6].

2.2 Energy savings

The energy usage of plug loads can be reduced by implementing simple control

methods. Consider the energy consumption of a computer, TV and a printer, as shown in

Figure 2.1 for a single day in a building on the UCSD campus. Figure 2.1(a) demonstrates

5



energy saving measures that could be taken on a computer. The computer is considered to

be in use if its power consumption is above the threshold as shown within the red shaded

area in Figure 2.1(a). Outside of these time periods, the computer is not expected to be in

use. Therefore, the computer could be turned off after 10 minutes of inactivity to conserve

energy. The potential energy savings by switching off the computer are obtained by taking

the ratio of the total energy consumed within the shaded area in Figure 2.1(a) to the total

energy consumed during the day. From 3/9/2022 to 3/28/2022, for this computer, the

potential energy savings come out to be 93.94%. The same idea applied to the printer in

Figure 2.1(b) would have resulted in 91.25% less energy consumption.

Figure 2.1. Daily energy consumption profile measured at 5 min intervals for: (a)
Computer, (b) Printer, (c) TV. Red background represents the On state of the loads if

the control scheme discussed in this section is implemented

Figure 2.1(c) represents another source of potential savings for a TV that could

be achieved by usage-based smart plugs. In the current system, the TV is set to a

pre-determined schedule and is turned on from 6:00 to 18:00 h while it is set to stand-by

from 18:00 to 6:00 h, but still uses a significant amount of energy. Two energy savings

measures could be taken: (i) Turn Off instead of stand by: TV could be turned off from

18:00 to 6:00 following the same criteria used for the computer and printer. During this

time span, the TV would be consuming no energy rather than the 190 W it is consuming

6



in the current control scheme. This method alone would have reduced energy consumption

of the TV by 33.52% from 3/9/2022 to 3/28/2022. (ii) Occupancy-based: The state of the

TV could be controlled in relation to the usage of nearby loads such as computers, which

would indicate that a user is in the same space and could benefit from the TV being on.

However, if none of these loads are in use, then we could turn Off the TV because no one

would be able to view it. Even greater savings could be achieved by incorporating the

occupancy and usage of other loads in addition to the straightforward method presented

above and is the focus of this work. The next section formulates the distributed algorithm

DANA with the objective to track a reference signal while minimizing energy consumption.
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3 Methodology

This section first describes the DANA algorithm as well as the addition of box

constraints. It then explains how the box constraints are determined using knowledge

of the load power consumption and how the box constraints are used as input into the

DANA algorithm. Finally, we describe the test setup.

3.1 Distributed approximate Newton algorithm

(DANA)

The energy distribution in the system is optimized using a distributed approximate

Newton algorithm that was developed in [4]. To understand how the algorithm works,

preliminaries on graph theory are presented next.

3.1.1 Unconstrained formulation

Let a network of agents be represented by an undirected graph G = (N , E), where

N = {1, . . . , n} is the set of nodes and edges and E ⊆ N ×N is the set of edges. If the

edge set E has elements (i, j)∈ E then j ∈ Ni are the one-hop neighbors of i where Ni ⊂ N .

Similarly, the union of the neighbors of agent j ∈ Ni is the set two-hop neighbors of agent

i and is represented by N 2
i . Each node of the network possesses a local cost function of

the form,

fi =
1

2
ax2

i + bxi

8



where xi is the decision variable and (a, b) are constant coefficients of the quadratic function.

DANA aims to optimize the aggregate of the cost functions fi at each node i = {1, . . . , n}

so that the total demand is d. This optimization problem can be written as,

min
x

f(x) =
n∑

i=1

fi(xi) (3.1a)

s.t.
n∑

i=1

xi = d (3.1b)

The DANA algorithm for this unconstrained problem was formulated in [4] and is

the basis for Algorithm 1. To solve this problem, a descent method in x is used which can

be written as,

x+ = x+ αLz̃nt (3.2)

where L is the graph Laplacian, z̃nt is an approximate Newton step and α is a fixed step

size. The Newton step can be written as,

Lz̃nt = −L
q∑

p=0

(In − LH(x)L)pL∇xf(x) (3.3)

where ∇xf(x) is the gradient of f(x) with respect to x and H(x) is the Hessian matrix with

respect to x. For brevity, we do not present the steps required to obtain Equation (3.3),

which are described in [4]. The algorithm that implements the unconstrained problem

described above is presented in [4]. The method described above solves the unconstrained

problem defined in Equations (3.1a) and (3.1b). If we wish to set limitations on the range

of the decision variable xi, it can be subjected to the following box constraints:

xi ≤ xi ≤ xi i = {1, ...n} (3.4)

9



3.1.2 Box constraints

Box constraints are required for our application since loads can only take on positive

power values. Lower and upper bounds constrain the decision variables ensuring that

loads that are in use remain On and loads that are not in use remain Off. In [4], box

constraints are added to the algorithm by modifying the problem statement defined in

Equations (3.1a), (3.1b) and (3.4). Knowing that 1n is an eigenvector of L corresponding

to the eigenvalue 0, we can write 1T
n (x

0 +Lz) = d and define a new objective function and

box constraints using z as the new decision variable:

min
z

f(x0 + Lz) =
n∑

i=1

fi(x
0
i + Liz) (3.5a)

s.t. xi − x0
i − Lz ⪯ 0n (3.5b)

x0
i + Lz − xi ⪯ 0n (3.5c)

where L is the Laplacian of the graph G and 0n is a zero-vector of length n.

This new objective function in (3.5a) constrained by (5b) and (5c) can be optimized

by finding the saddle point of its Lagrangian. To compute the Lagrangian, we first define

the matrix P (z):

P (z) =

x− x0 − Lz

x0 + Lz − x

 (3.6)

The Lagrangian L can be written as a function of the primal variable z and the dual

variable λ,

L(z, λ) = g(z) + λTP (z)

Furthermore, the gradient of the Lagrangian with respect to z and λ are:

∇zL(z, λ) = ∇zg(z) + [−L L]λ, (3.7)

10



∇λL(z, λ) = P (z). (3.8)

Algorithm 1. DANA with box constraints

1: procedure DANAbox(dnew, Li, gi, xi, xi, q)
2: if New demand d from reference node then
3: x0

i ← x0
i + (dnew − dold)/nnodes

4: zi ← x0
i

5: dold ← dnew
6: loop

7: P (z) =

[
xi − x0

i − ziLii −
∑

j∈Ni
zjLij

x0
i + ziLii +

∑
j∈Ni

zjLij − xi

]
8: λi = λi + [P (z)]+λ
9: Communicate λi to one-hop neighbors
10: Communicate zi to one-hop neighbors

11:
∂gi
∂zi

= aiLiizi + bi

12: Communicate
∂gi
∂zi

to one-hop neighbors

13: yi ← Lii
∂gi
∂zi

+
∑

j∈Ni
Lij

∂gi
∂zj

+ [−Lii Lii]λi +
∑

j∈Ni
[−Lij Lij]λj

14: si ← −yi
15: pi ← 1
16: while pi ≤ q do
17: Communicate yi to two-hop neighbors
18: wi ← (I − LHL)iiyi +

∑
j∈N2

i
(I − LHL)ijyj

19: yi ← wi

20: si ← si − yi
21: pi ← p+ 1
22: end while
23: Communicate si to one-hop neighbors
24: zi ← zi + α(Liisi +

∑
j∈N2

i
Lijsj)

25: end loop
26: xi ← x0

i + Liizi +
∑

j∈Ni
Lijzj

27: end if
28: end procedure

11



To find the saddle point of this equation, we use Newton-like ascent dynamics in λ

and descent dynamics in z, which can be respectively written in continuous time as:

λ̇ = [∇λL(z, λ)]+λ =


∇λL(z, λ), λ > 0

max(0,∇λL(z, λ)) λ ≤ 0

(3.9)

ż = −L
q∑

p=0

(In − LH(x0 + Lz)L)pL∇zL(z, λ) (3.10)

Using the gradients of the Lagrangian defined in Equation (3.7) and Equation (3.8) and

converting the continuous dynamics to discrete using the Euler method, we can finally

write (3.9) and (3.10) as:

λ+ = λ+ [P (z)]+λ (3.11)

z̃nt

q∑
p=0

(In − LH(x0 + Lz)L)pL(∇zg(z) + [−L L]λ) (3.12)

Finally, the decision variable that the original optimization problem was solving is:

x = x0 + Lz (3.13)

We can now write Algorithm 1 for the new optimization problem defined in Equation

(3.5a) constrained by Equations (3.5b) and (3.5c). We are now optimizing the decision

variable z, which is initialized on line 4. In the iterative process starting on line 6, the

algorithm first computes Equations (3.6) and (3.11) on lines 7 and 8 respectively. Then,

the algorithm calculates Equation (3.12) in three steps: First, L∇zg(z) on the right side of

the equation is computed in line 13 by computing the gradient in the outer loop. Second,

the exponential term is calculated in the while loop at line 16. Finally, the approximate

Newton step is obtained by multiplication with the Laplacian in line 24 which computes

12



Equation (3.2). Once the loop is terminated, we solve for the original decision variable xi

on line 26.

3.2 Load types and usage

Office buildings house a large variety of plug loads, including computers, TVs,

copiers, printers, scanners, coffee makers, water dispensers etc. For simplicity, we focused

on the most common types of plug loads found on the UCSD campus, which are lap-

tops/computers, TVs/monitors, and printers/scanners/copiers. Based on energy usage

data from the UCSD campus, copiers, printers and scanners exhibit very similar behaviors,

similar to what is shown Figure 2.1(b). While desktop and laptop computers behave

similarly, their power consumption vary in magnitude, as can be seen in Figure 3.1. Finally,

TVs are significantly different from other types of load because of their strictly binary

power consumption profile, as shown in Figure 2.1(c).

In order to manage these loads optimally, we must first understand how to determine

their optimal state. In the implementation, the box constraints defined in Section 3.1.2

are used to dictate which loads must remain On because they are in use and which loads

which should be turned Off because they are not. To decide which loads can be turned Off

to save energy, we must know whether the load is being used. A load can exhibit 3 modes

of operation, that is, in use, idle and Off. From a usage perceptive, plug loads can further

be divided into independent and dependent loads. The mode of independent loads, such

as computers, can be determined by their current power consumption and a threshold.

The value of the threshold is determined before executing the algorithm by inspect-

ing the load power consumption when in use or in an idle mode of operation. Figure 3.1

shows the threshold for four different devices. Using this data, we visually selected a

threshold to distinguish in use and idle modes. As Figure 3.1 shows, laptop (a) and desktop

computer (d) show clearer differences between the two states.Unlike computers, TVs and
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printers are dependent plug loads. For simplicity, we assume that the need of dependent

plug loads to be On can be inferred from the usage of other plug loads in their vicinity even

though occupancy may not always be determined by plug load power consumption only.

In other words, a printer or TV only need to be switched On if a computer is being used

in the same area. While e.g. a TV in a conference room should be turned On whenever

someone is in the room, the printer use can vary depending on which user is present as

some users might never use printers.

Figure 3.1. Power profiles for (a)-(b) laptops and (c)-(d) tower computers with
threshold used to determine the mode of operation (in use versus idle) of the loads

We assumed relationships between the different loads for simplification purposes.

First, we assumed that if any computer was in use, then the TV must be turned On. This

relationship can be observed for TVs that display information for users in the same area or

TVs that are used as a larger monitor for laptops and computers. Second, we considered
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that if a chosen subset of devices was in use, then the printer should be turned On. In

contrast, the state of the printer was independent of the usage of devices outside of that

subset. In the future, a prediction model will be employed to determine the dependencies

between loads.

3.3 Implementation

Figure 3.2. Implementation flowchart for system with battery

The system operates as a closed loop as shown in Figure 3.2. The reference

node is responsible for retrieving power data from all devices. By comparing the power

consumption of the laptop and desktop computers to their pre-determined thresholds, the

reference node determines whether those devices are idle or in use. If the power reading is

greater than the threshold, a value of 1 is assigned to the usage variable. Otherwise, a

value of 0 is assigned. The values are loaded into a vector whose indexes ni correspond to
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each computer or laptop device. The 1× ni vector is then appended to a s× ni matrix

containing usage data for the past s iterations with s =
ts
∆t

, where ts is the time in idle

mode before a load is switched off and ∆t denotes the time step. At every iteration, the

first row of that matrix is removed and the new usage value is appended, resulting in an

updated s× ni matrix with usage data for the past s iterations. To determine whether a

device is not in use and can remain off or turned off, each column of the s× ni matrix is

summed. If the sum of a column is 0, then the device has not been used for that period of

time and we can assume it can be turned off. In that case, the lower box constraint xi and

the upper box constraint xi are both set to 0 to force the algorithm to converge to 0. For

the system without a battery, these constraints were relaxed and xi was not enforced if a

load was unused, which reduced the number of unfeasible scenarios and allowed loads that

were not in use to be turned on. On the other hand, if the sum is not equal to 0, then the

device was in use in the past ts minutes and we assume that it needs to remain on. To

ensure that the device is in fact still in idle mode, we check that its power reading exceeds

10 W, which would indicate that the device has not been turned off by the user. In the

case where the device was used in the previous ts minutes and is still On, the lower box

constraint xi and the upper box constraint xi are both set to the latest power reading of

the device to force the algorithm to converge to the actual power consumption of the load.

The usage of the remaining dependent nodes nd is determined using the relationship

described earlier in this section. The xi and xi values of the laptops and computers are

loaded into a vector. If the sum of the lower constraints xi for the laptops and computers

is not equal to 0, then at least one of these devices is in use. In this case, the xm and xm

for the TV are set to its latest power reading. As described earlier in this section, if the xi

for a subset of nodes np ∈ ni (denoted xip in Figure 3.2), is not equal to 0, then at least

one of these devices is in use and the xp and xp are set to its latest power reading. On the

other hand, if the the sum of the xi values is equal to 0, then none of the devices are in use

and the TV can remain off or be turned off. Similarly, if xip is equal to 0, then the devices
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dictating the state of printer are not being used and the printer can be turned Off. The

constraints for the TV and printers are then appended to the previous vectors, creating

1× n vectors containing lower and upper bounds for all devices n. If the system contains

a battery, then a last set of constraints are added to those vectors. For simplification

purposes, the simulated battery does not have power and energy capacity limits. For those

reasons, the lower and upper bounds for the battery, xb and xp, are set to -1000 W and

1000 W respectively.

To implement these constraints in the algorithm, the vectors containing lower and

upper bounds for all devices n, along with the power readings of each device, are sent

to all Raspberry Pi controllers. The controllers then extract the constraint values and

power measurements for their respective index defined in Figure 3.3 and use it as an input

to the DANA algorithm. If the output of the DANA algorithm xn on a device is greater

than half of its latest power reading, then the BERT linked to that device is set to an

On state. Otherwise, the BERT is set to an Off state. This condition is a consequence

of the binary state (On/Off) of plug loads. Unlike flexible loads, a plug load’s power

consumption cannot be set to the algorithm’s solution. Therefore, an approximation must

be used to determine the optimal state of the load.

3.4 Setup

As Figure 3.3 shows, the devices were set up in a closed ring topology. In a closed

ring topology each node communicate with exactly 2 other nodes. This setup was used

(a) without a battery or (b) with a battery, since the battery is treated as a node. For

simplicity, batteries were placed in between the last and first device nodes. The reference

node can send data to all nodes, but the devices do not send back data to the reference

node, as indicated by the direction of the arrows. However, device nodes can communicate

with their 1-hop ring neighbors, from which they can also obtain information about their
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2-hop neighbors. The data exchanged between neighbors is given by DANA and described

in section 3.1. Each plug load is controlled by a Raspberry Pi which is responsible for the

execution of DANA, data exchange with other Raspberry Pis and for switching between

the On/Off states of the load. BERT smart plugs are used to track power usage at each

node and communicate this data to the reference node. All Raspberry Pis and smart plugs

are connected to the same TCP/IP network.

(a) System without storage (b) System with storage

Figure 3.3. General layout for systems with and without storage
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4 Results and Discussion

This section describes the results and discussion of the two different types of tests

(constant set point and decreasing set point) that were executed on two systems, one with

and one without the battery).

4.1 Tests Scenarios and Setups

(a) System without storage (b) System with storage

Figure 4.1. Layout for systems with and without storage used in the experiment

To demonstrate the algorithm ability to control heterogeneous plug loads, we

designed a test system composed of 2 computer towers, 2 laptops, a small TV screen and

a printer. This setup emulates a small office space. As shown in Figure 4.1(a), the devices

are set up in a ring and are connected to a reference node. Devices 0 and 1 are the laptop

computers displayed in Figure 3.1(a)-(b), devices 2 and 3 are the computer towers shown

in 3.1(c)-(d), device 4 is a TV and device 5 is a printer. In the second setup, a virtual

battery was added between node 0 and 5 to improve signal tracking and limit energy
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curtailment (see Figure 4.1(b)).

The thresholds for the laptops and computers were determined by inspecting the

power consumption profiles from Figure 3.1. These thresholds were recorded in Table 4.1

and used for all tests.

Table 4.1. Load types and threshold to distinguish On and Idle modes. Devices 4 (TV)
and 5 (printer) are dependent devices and do not require a threshold.

Device 0 1 2 3 4 5

Load type laptop laptop computer tower computer tower TV printer

Threshold (W) 50 25 40 45 N/A N/A

The algorithm constants shown in Table 4.2 were used for all nodes and tests. The

coefficients a and b were made uniform for all nodes to simplify the overall problem. To

pick the remaining constants, α, kmax and q, several tests were run using different values.

The combination of values chosen here yielded the best convergence rate for the 2-minute

time step we were using.

Table 4.2. Constants used for testing

a b α kmax q ∆t (min) ts (min)

0.2 0 0.01 100 5 2 10

The setups with and without a battery were tested with the same two tracking

signal scenarios:

1. Their ability to handle changes in usage for some devices, as if people were coming

and leaving an office, while tracking a constant reference signal.

2. Their ability to track a slow reduction in available power, similar to the end of a day

when solar power output decreases.

The tests were performed in a controlled environment in which user behaviors were

mimicked. During scenario 1, the independent loads, i.e. the laptops and computers
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(devices 0-3), followed a usage pattern similar to the ones found in Figure 5.1 in the

appendix. The actual schedule used in scenario 1 can be found in Table 4.3. For scenario 1,

the reference signal was set to 150 W throughout. Scenario 1 was designed to test whether

a plug load system (without and with storage) could track a constant reference signal

within the constraints determined by the usage of the individual plugs loads. In other

words, scenario 1 is designed to test whether a plug load system can provide frequency

regulation without overriding the states defined by the schedule in Figure 5.1. This scenario

also measured the efficacy of the energy savings control scheme presented in Section 3.3,

i.e. whether a load was turned off after 10 minutes of idle mode and if the relationships

between independent and dependent loads were maintained.

For scenario 2, the system tracked a slowly decreasing reference signal, while devices

0 and 2 were in use while devices 1 and 3 were not in use. The reference signal was chosen

to simulate the power output of a solar-dominated power grid, where solar production

would diminish in the afternoon. The reference signal is actual solar power output from

13:00 at 168 W decreasing to 106 W at 14:00 h [5]. The purposed of this scenario was to

measure the plug load system’s ability track a changing reference signal given a constant

usage of loads and limited ability for energy curtailment.

Table 4.3. Scenario 1 schedule for the independent loads.

Time (minutes) device 0 device 1 device 2 device 3

0 OFF IN USE OFF OFF

10 OFF IN USE IN USE OFF

20 OFF IN USE IN USE IN USE

30 IN USE IN USE IN USE IN USE

40 IN USE OFF IDLE IN USE

50 OFF OFF OFF OFF

21



4.2 Scenario results and implications

The following results were evaluated according to these criteria: (1) How well did

the system track the reference signal? (2) Did the system turn Off devices that were in

use? (3) Was energy saved either by turning Off loads in idle mode or dependent loads or

by storing excess energy?

4.2.1 Scenario 1: Constant reference

Consider first the system without storage tracking a constant reference signal of

150 W. In Figure 4.2, DANA is used to control plugs loads as described in Section 3.2.

Figure 4.2(b) shows that DANA attempts to schedule the plug loads to track the reference

signal, but the tracking error is large. There are 3 possible explanations for these errors. (i)

When the reference signal is higher than the total power consumption from all loads and

the system is able to switch On loads not in use (t = 0 min to t = 10 min),the system fails

to track the signal because of a lack of resolution. As Figure 4.2(a) shows, even though

only device 1 was in use, the system switched on devices 0 and 3 in an effort to track

the reference signal. Nonetheless, each of these loads account for a significant portion of

the reference signal and therefore cannot help track the load precisely. In a system with

more loads, each load would represent a smaller fraction of the reference signal, resulting

in more granular tracking. (ii) When the reference signal is lower than the total power

consumption from all loads (t = 20 min to t = 50 min), then the system is infeasible.

When this occurs, we can also observe that loads in use are switched off, as it can seen

with device 1 at t = 28 min and device 2 at t = 32 min (see Figure 4.2(b). Therefore, in a

system without storage, the plug loads have to be selected to provide sufficient flexibility

or tracking errors have to be accepted. In this scenario, the reference signal was purposely

chosen to be low to show these limitations. (iii) When the reference signal is higher than

the total power consumption from all loads and the system is unable to switch On loads
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not in use. Some loads, such as laptops and computers, can be switched Off by users and

turning On smart plugs will not change the power consumption of the device. This issue

can observed from t = 50 min to t = 60 min when none of the loads are in use. In this

situation, the algorithm switched On the smart plug connected to device 0, which had

been turned off and therefore could not draw power.

The results in Figure 4.2 show the limitations in the system without storage scenario

when precise tracking is required. In contrast to plug loads with only On/Off states, flexible

loads such as HVAC or advanced lighting systems [15][16] can vary their output power

and would make the system tracking more granular. The tracking performance would

therefore improve. However, the system operation would still be limited by the magnitude

of the reference signal, i.e. if the sum of the power consumption of all loads in use exceeds

the magnitude of the reference signal, then the problem is infeasible. A storage system,

on the other hand, would increase the granularity of the system and allow for devices to

operate normally even when their total power consumption exceeds the demand signal.

Figure 4.2. Scenario 1 for the system without a battery. Timeseries of a) individual
device power, b) reference signal and measured total power, and c) percent error with

respect to demand signal.

The system with storage performed much better. Figure 4.3 demonstrates the

ability of the system to track a constant reference signal when loads are being turned on
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and off. In this scenario, the system was able to track the signal with errors of less than

2% as is shown on Figure 4.3(c). As expected, the battery charged when few loads were in

use (from t = 0 min to t = 20 min and t = 50 min to t = 60 min) and discharged when

the system was drawing more power (from t = 20 min to t = 50 min).

This experiment also shows successful energy savings.For independent plug loads,

Figure 4.5(a) shows that device 3 went into idle mode at t = 40 min and was turned

off 10 minutes later at t = 50 min. Depending on device’s sleep schedule or idle mode

power consumption, this measure could reduce energy consumption by up to 94%, as

discussed in Section 1.1. In this experiment, the system consumed 32.81% less energy

than its uncontrolled version by switching off loads that were not in use and storing excess

energy (see Table 4.5.For dependent plug loads, device 5 (printer) followed the same usage

pattern as device 3. Both of them turned on at t = 30 min and turned off at t = 50 min.

In this experiment, this method reduced the energy consumption by 50%, assuming the

printer would have been on during the entire simulation if it were uncontrolled. Device

4 (TV) was on when any of devices 1-4 were in use but was turned off when all other

devices were off. Dependent plug load operation is more energy efficient than the current

schedule-based operation, which keeps TVs on even when there is no occupancy. In this

experiment, the dependent relationship reduced energy consumption by 16.67%.

Scenario 1 shows how adding storage improves tracking and greatly reduces error.

The battery ensures that all loads in use can remain on even when the total power

consumption is greater than the reference signal. Therefore, the battery is necessary to

satisfy the first evaluation criterion. This test demonstrates energy savings by turning off

loads in idle mode or switching off devices, such as TVs and printers, whose usage can be

determined from laptops and computers in the same area.
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Figure 4.3. Scenario 1 for the system with a battery. Timeseries of a) individual device
power, b) reference signal and measured total power, and c) percent error with respect to

demand signal.

Table 4.4. Summary of results for scenario 1

Battery Devices in use switched off Average tracking error Energy savings

No 1,2 33.03 % N/A

Yes None 0.60 % 32.81 %

4.2.2 Scenario 2: Incorporating variability in solar

For scenario 2, the system without storage also performed poorly. Figure 4.4(b)

shows that there was significant overshoot when tracking the reducing reference signal

from scenario 2 as reflected by the percent error displayed in Figure 4.4(c). In its attempt

to track the reference signal, the system had to turn on device 3 even though they were

not in use resulting in energy waste. The error is caused by a lack of continuously flexible

loads or batteries in the system. In other words, the resolution of the system tracking

is limited by the power consumption of each device. Due to the nature of the condition

set in Figure 3.2 (x >
power reading

2
), the algorithm may converge to a value slightly

higher than than half of a device’s power reading and therefore turn on the device, but

the device’s actual power will be significantly higher, as shown in Figure 3.1. While the
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resolution of the system would improve on a system with more devices, it would still need

to turn on unused devices to track the signal and therefore waste energy.

Figure 4.4. Scenario 2 for the system without a battery. Timeseries of a) individual
device power, b) reference signal and measured total power, and c) percent error with

respect to demand signal.

As in scenario 1, the system with storage performed significantly better than the

system without storage. Figure 4.5 displays that the system with a battery can track a slow

decrease in generation with a maximum error below 1% (see Figure 4.5(c). The increase

in accuracy is provided by the battery, which can charge when the generation is greater

than the total power of the loads and discharge when the power of the loads exceeds the

generation. This trend can be seen in Figure 4.5(a), where the battery charges from t = 0

min to t = 42 min, when the reference signal is greater than the total power consumption,

and discharges for the rest of the experiment, when the total power consumption exceeds

the reference signal. Moreover, the battery is able to compensate for the variability in

power consumption of the loads, which can also be observed in Figure 4.5b where the

battery charge varies with respect to the power consumption of device 0.

In summary, including a battery in this end-of-day scenario greatly increases the

system’s ability to track a reference signal and contributes to the integration of solar energy

in the energy mix. The battery reduces solar energy curtailment during the day, when
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Figure 4.5. Scenario 2 for the system with a battery. Timeseries of a) individual device
power, b) reference signal and measured total power, and c) percent error with respect to

demand signal.

solar outputs the most power. At the end of the day, when solar output has decreased,

the battery supplies energy to the grid and therefore reduce the amount of power needed

to be produced fossil generators and limit the required overbuilding of solar energy.

Table 4.5. Summary of results for scenario 2

Battery Devices in use switched off Average tracking error Energy savings

No None 13.54 % N/A

Yes None 0.47 % 7.30 %
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5 Conclusions and future work

This thesis presented the first implementation of the Distributed Approximate

Newton Algorithm (DANA) on (binary) plug load control. To apply DANA to a test sys-

tem with plug loads, we added box constraints to the previously developed unconstrained

algorithm. Moreover, we added feedback to the system by inputting the power consump-

tion of the devices to DANA. Communications with smart plugs facilitated adding this

feedback into DANA by providing energy measurements used in the algorithm. Real-time

measurements also contribute to energy savings by switching off unused devices.

The system without storage showed poor performance against the criteria laid

out in Section 4.2. The poor tracking performance can be attributed to resolution and

infeasibilities. Infeasibilities result from too large or too small of a magnitude of the

reference signal with respect to the total power consumption of the loads in use. Adding

energy storage helps with tracking the reference signal by storing excess energy and

supplying power when the total power consumption is greater than the reference signal.

As an alternative to energy storage, resolution issues could be mitigated / signal tracking

would improve with the addition of continuously flexible loads, as excess energy could be

consumed rather than stored.

While this work combined signal tracking and energy savings, each of these goals

could be achieved individually. If one was solely interested in signal tracking, they could

run the DANA algorithm with box constraints on system without switching off loads in

an idle state. On the other hand, if one was interested in energy savings only, they could

implement the control scheme developed in Section 3.3 and actuate loads directly without
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running the DANA algorithm.

To further this work, a more realistic battery with power and energy capacity limits

could be substituted into the system. Flexible loads such as HVAC could be included in

the simulations to provide more granularity and flexibility as well as another type of load.

Furthermore, priority levels could be implemented, which would dictate which loads to

turn Off first when trying to reduce energy consumption [12][17]. Specialized software

utilities could be developed that put computers in sleep mode rather than switching them

Off, which would ensure a graceful shut down and not result in any data loss [10]. We

hope that this work can serve as a resource for the implementation of the DANA and

other distributed algorithms on a larger scale.
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Appendix

Figure 5.1 presents the power consumption patters of 4 different computers in a

same office space. This illustrates the idea that devices within a same space can be used a

different times of the day and for different lengths of time.

Figure 5.1. Daily energy consumption profile for 4 different computers in the UCSD
Students Service Center

32


	Thesis Approval Page
	Table of Contents
	List of Figures
	List of Tables
	Acknowledgements
	Abstract of the Thesis
	Introduction
	Motivation
	Literature review
	Statement of contributions
	Paper Overview

	Problem setting
	Frequency regulation
	Energy savings

	Methodology
	Distributed approximate Newton algorithm (DANA)
	Unconstrained formulation
	Box constraints

	Load types and usage
	Implementation
	Setup

	Results and Discussion
	Tests Scenarios and Setups
	Scenario results and implications
	Scenario 1: Constant reference
	Scenario 2: Incorporating variability in solar


	Conclusions and future work
	Bibliography
	Appendix



