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ABSTRACT OF THE DISSERTATION

Seismic Response to Ocean Waves: Microseisms and Plate Waves

by

Zhao Chen

Doctor of Philosophy in Earth Sciences

University of California San Diego, 2019

Peter Gerstoft, Chair

Microseisms and plate waves are two types of seismic waves that are generated by the

interaction between the ocean surface gravity waves and the solid Earth, providing the primary

seismic noise source on the Earth.

The source distribution of microseisms is important to study their generation mechanisms

and in imaging Earth structures. Comparisons between different preprocessing methods to identify

microseism source areas were made using Cascadia Initiative ocean bottom seismometer array

data, where it was found that the total energy arriving from pelagic and coastal areas is similar.

Moreover, pelagic-generated signals tend to be weaker but have a longer duration, in contrast to

coastal-generated signals that tend to be stronger but have a shorter duration.
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Ocean surface gravity waves interacting with Antarctic ice shelves affect their integrity

and likely play a role in their evolution, critical for assessing long-term changes that will affect

the rate of sea level rise. Long-period gravity-wave impacts excite plate waves in the ice shelves,

which can expand pre-existing fractures and trigger iceberg calving. Flexural-gravity waves

(<20 mHz) and extensional Lamb waves (20–100 mHz) were identified on both the Ross Ice

Shelf and the Pine Island Glacier ice shelf. Considering the ubiquitous presence of storm activity

in the Southern Ocean and the similar observations at both the Ross Ice Shelf and the Pine Island

Glacier ice shelves, it is likely that most, if not all, West Antarctic ice shelves are subjected to

similar gravity-wave excitation. The transfer of ocean wave energy to ice shelves was determined

from the comparison of gravity wave forcing of the Ross Ice Shelf measured by an ocean bottom

hydrophone near the ice shelf front with nearby broadband on-ice seismic observations. The

relative impact of gravity wave forcing on the Ross Ice Shelf integrity is inferred from comparison

of the Ross Ice Shelf response amplitudes in 0.001–0.04 Hz band and from the association

of icequake activity with very-long-period (0.001–0.003 Hz) and swell (0.03–0.1 Hz) band

responses.
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Chapter 1

Introduction

Ocean surface gravity waves interact with the solid Earth and excite multiple types of

seismic waves with different mechanisms, which provide the primary seismic noise source

recorded by both land and ocean bottom stations. These ocean-excited seismic waves can be

used in Earth structure imaging, and can also help understand the dynamics of the Antarctic

ocean/ice-shelf system. The two major wave types, microseisms, generated in coastal and pelagic

region, and plate waves, generated on ice shelves, are studied in depth in this dissertation.

1.1 Ocean surface gravity waves

Ocean surface gravity waves are water waves propagating at the ocean surface with gravity

as their restoring force. Depending on the generation mechanisms, they can be classified into

multiple types, including wind waves, swells, infragravity waves, and tsunamis. High-frequency

(>80 mHz) surface gravity waves are generated by local winds, called wind waves. After strong

storms with long duration and fetch, the higher-frequency waves attenuate, with lower-frequency

swells (30–100 mHz) propagating over long distances [Munk et al. 1963]. Infragravity waves

(3–20 mHz) are generated by nonlinear wave interactions along coastlines [Herbers, Elgar, and

1



Guza 1995; Bromirski, Sergienko, and MacAyeal 2010] and under mid-ocean storms [Uchiyama

and McWilliams 2008]. Tsunamis (1–3 mHz) are forced by submarine seismic shift (with vertical

component), landslides, meteorite impacts or volcanic eruptions.

In this dissertation, we will focus on the surface gravity waves, which explain most of

our seismic observations of microseisms and plate waves. Internal waves (periods from ∼10 min

to ∼1 day [Müller et al. 2015]) and tides (periods of 0.5 day or 1 day) are in a lower frequency

band than microseisms (0.05–0.35 Hz) and the observed plate waves (0.001–0.1 Hz) and are not

considered in this study.

1.2 Microseisms

Microseisms are generated by interactions between ocean wave energy and the seafloor

in two frequency bands with different generation mechanisms. Single-frequency microseisms

(0.05–0.1 Hz) are observed in the swell frequency band, while double-frequency microseisms

(0.1–0.35 Hz) are observed at about twice the swell frequency band. Recorded everywhere on

Earth [Webb 1998], microseisms can be used to image the Earth as a supplement to earthquakes,

because earthquakes are highly heterogeneously distributed and limit the resolution in regions with

less seismic ray paths [Shapiro and Campillo 2004]. With decades of recordings, microseisms

can also be used to reconstruct the historical wave climate, which can avoid biases due to

changing instruments and technologies in wave height observations (e.g. visual assessment from

ships versus buoy measurements) [Grevemeyer, Herber, and Essen 2000]. Together with ocean

bottom pressure measurements, microseisms have also been used to extract directional spectrum

information of the ocean surface waves [Farrell and Munk 2010].

Microseisms have been studied since the nineteenth century [Bertelli 1874]. The mech-

anisms have been developed and improved since mid-twentieth century [e.g. Longuet-Higgins

1950; Hasselmann 1963; Traer and Gerstoft 2014; Ardhuin, Gualtieri, and Stutzmann 2015]. It is

2



generally accepted that single-frequency microseisms are generated by the interaction between

the ocean waves and the seafloor near coasts [Hasselmann 1963], while double-frequency micro-

seisms are generated by counter-propagating, or more generally, obliquely interacting surface

waves [Longuet-Higgins 1950; Traer and Gerstoft 2014] that can occur in any open water setting.

For the single-frequency band, all studies indicate shallow water generation [Cessaro 1994;

Bromirski and Duennebier 2002], consistent with the theoretical work by [Hasselmann 1963].

For the double-frequency band, however, both pelagic generation [Bromirski, Duennebier, and

Stephen 2005; Kedar et al. 2008; Ardhuin et al. 2011] and near-coastal generation [Bromirski,

Flick, and Graham 1999; Bromirski, Duennebier, and Stephen 2005; Gerstoft and Tanimoto

2007; Yang and Ritzwoller 2008; Ardhuin et al. 2011] have been identified. Some studies support

one dominant source area, while others conclude both source areas are important, rendering this

topic still under debate. In Chapter 2, the microseism source direction is analyzed with the data

from the Cascadia Initiative ocean bottom seismometer array. The Cascadia Initiative is a 4-year

(summer 2011 to summer 2015) onshore/offshore seismic and geodetic experiment focusing

on the megathrust earthquakes, volcanism, and geology of the Juan De Fuca and Gorda plates,

with 64, 70, 70, and 93 ocean bottom seismometers deployed each year respectively. With both

shallow-water and deep-water stations off the US west coast, this array facilitates the comparison

between the coastal and pelagic microseismic source characteristics.

1.3 Antarctic ocean/ice-shelf system

Of all the glaciological components comprising the Antarctic Ice Sheet, Ice shelves

are the most vulnerable to climate change. This is because ice shelves are in contact with the

most dynamic, changeable parts of the ocean and atmosphere, and because they are the parts

of the glaciological system that respond most quickly to changes in mass, energy, and stress

balances. At the same time, ice shelves play an important role in inhibiting sea level rise as they

3



buttress glaciers on land and restrain ice discharge to the circum-Antarctica seas that merge with

the Southern Ocean [MacAyeal 1987; Rignot et al. 2004; Scambos et al. 2004]. Volume loss

of Antarctic ice shelves [Paolo, Fricker, and Padman 2015] reduces buttressing, which raises

concerns of consequent acceleration of glacier discharge, raising sea level. Ice shelf volume

loss results from ice shelf thinning due to enhanced ocean-driven melting and iceberg calving

[Pritchard et al. 2012; Paolo, Fricker, and Padman 2015]. Therefore, it is critical to understand

the dynamics and monitor the evolution of Antarctic ice shelves.

1.3.1 Thermodynamic system

A primary thermodynamic control on ice-shelf thickness and integrity is surface melting

[Scambos et al. 2000; Scambos et al. 2009]. The other main thermodynamic control, basal melting

[Pritchard et al. 2012; Hellmer et al. 2012], is also a possible precursor to ice-shelf disintegration.

Basal melting depends on circulation into the cavity below the Ross Ice Shelf [Smethie and Jacobs

2005; Shepherd et al. 2003; Holland et al. 2008], which depends on regional ocean circulation

patterns [Orsi and Wiederwohl 2009; Thoma et al. 2008] and ocean temperature [Gille 2008].

In the Antarctic circulation system (Figure 1.1), near-freezing High-Salinity Shelf Water

(HSSW) forms as a byproduct of sea ice production in the continental shelf region. To the north,

HSSW mixes with the warmer Circumpolar Deep Water (CDW) and sinks along the continental

slope, feeding the Antarctic Bottom Water (AABW), the coldest and densest water mass on Earth

[De Santis et al. 2018]. To the south, HSSW descends beneath the ice shelf towards the ice shelf

base. The freezing point drops down as the pressure increases, therefore the warmer HSSW

partially melt the ice near the base [Smethie and Jacobs 2005]. The resulting Ice Shelf Water

(ISW) flows upward along the ice shelf base with partial refreezing due to the restored freezing

point, forming modified Ice Shelf Water (mISW) that feeds the sea ice production.

Changes in ocean circulation can affect basal layer characteristics [Pritchard et al. 2012;

4



Hellmer et al. 2012]. While the Ross Ice Shelf is considered stable, a redirection of coastal

or regional currents [Hellmer et al. 2012; Jacobs et al. 2011] could enhance basal melting

already identified near the RIS front [Horgan et al. 2011; Pritchard et al. 2012] and cause

them to be more vulnerable to destabilization from gravity wave impacts. The thermodynamic

interactions described above, when appreciable, will affect wave-induced ice-shelf mechanical

response characteristics, connecting ice-shelf mechanical sensitivity to the atmospheric and

oceanic environments.

1.3.2 Mechanical system

Ice shelves are also subject to mechanical interactions with the ocean environment,

particularly within the spatiotemporal spectrum of gravity wave fluctuations, spanning local wind

seas (>100 mHz), sea swell (30–100 mHz), and IG-wave periods (3–20 mHz) to tidal periods.

Simplified as a plate model, seismic waves on an ice shelf can be analyzed with plate wave theory.

The simplest plate waves are Lamb waves, which propagate on a plate in a vacuum. There

are two classes of Lamb waves, symmetric modes and antisymmetric modes. The symmetric

modes produce extensional motions, thus also called extensional Lamb waves. The antisymmetric

modes produce flexural motions, thus also called flexural Lamb Waves.

However, an ice shelf is a floating plate instead of one in vacuum, which requires plate

wave theory to be adjusted [Press and Ewing 1951; Fox and Squire 1991]. The extensional

motions of the ice shelf are not affected by the water below because water does not transfer shear

stress. Therefore extensional Lamb waves are confined to the ice shelf. In contrast, the flexural

motions of the ice shelf are significantly modified by the ocean/ice-shelf coupling, yielding

flexural-gravity waves. At higher frequencies (>0.02 Hz for the Ross Ice Shelf), where the gravity

restoring force does not affect the wave propagation significantly, the flexural-gravity waves are

also called flexural waves.
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Iceberg calving contributes about half of the mass loss in Antarctica (1321±144 giga-

tonnes per year) [Depoorter et al. 2013], which are preceded by rift formation and propagation.

While the internal glaciological stress due to gravitational spreading of the ice may be the domi-

nant driving force of the rift propagation and reduction in ice shelf integrity [Bassis et al. 2008],

stress induced by ocean gravity wave impacts may also have a contribution [Sergienko 2010;

Lipovsky 2018].

The link between ice shelf fractures and ocean gravity wave forcing was indirectly raised

by the observation that sea swell incident on grounded giant iceberg B15A potentially had a

role in the iceberg’s catastrophic fragmentation [MacAyeal et al. 2006]. Seasonal loss of sea ice

leaves the outer ice shelf margin directly impacted by swells, which may have contributed to the

collapse of the Wilkins ice shelf [Massom et al. 2018]. Considering the persistent strong Southern

Ocean storm activity and the associated intense ocean wave climate that continuously impacts ice

shelves [Trenberth 1991; Tolman 2009; Chapman et al. 2015], ocean wave impacts likely play

a role in ice shelf evolution. In addition to swell, longer-period gravity waves, e.g. infragravity

waves and tsunamis, may also contribute to iceberg calving. For example, the tsunami generated

by the March 11, 2011 Honshu earthquake may have triggered a 125-km2 iceberg calved from

the Sulzberger Ice Shelf [Brunt, Okal, and MacAyeal 2011]. Persistent infragravity waves and

sporadic tsunamis are not damped by sea ice, as is swells, providing forcing to impact and weaken

the ice shelves throughout the year.

1.3.3 Experiment on the Ross Ice Shelf

Both thermodynamic changes and mechanical changes relevant to ice shelf integrity affect

ocean-excited seismic wave propagation across ice shelves. Monitoring and interpreting the

resonance response characteristics and propagation characteristics of seismic waves through

the ice-shelf/sub-shelf-water-cavity/basement system can be used to monitor changes in ice
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shelf properties [Bromirski and Stephen 2012; MacAyeal et al. 2006]. Understanding ocean/ice-

shelf interactions will improve modeling of ice-shelf/ice-sheet response to climate change, and

consequently reduce the uncertainty in ice-sheet mass loss projections over the coming decades.

Thus, it is important to quantify the spatial and temporal response of ice shelves to ocean gravity

waves with in-situ measurements.

This motivated the multi-disciplinary, multi-investigator project to use proven seismologi-

cal techniques to quantitatively examine ice shelf elastic properties by measuring the response

of the Ross Ice Shelf to the ocean’s mechanical impacts from the spectrum of ocean gravity

waves. A broadband seismic array was deployed on the Ross Ice Shelf between October 2014

and November 2016 (Figure 1.2), with 3 near the shelf edge, 6 north-south orthogonal to the shelf

front, 13 east-west parallel to the shelf front, and 10 clustered in a high-density array (aperture

diameter = 40 km) at the intersection of the north-south and the east-west arrays (Figure 1.3).

Each seismic station consisted of a self-leveling three-component Nanometrics T120 PHQ seis-

mometers and Quanterra Q330 digitizers, buried in the ice at depth of ∼1.5 m (Figure 1.2). In

addition, a three-component Nanometrics Trillium Compact broadband ocean bottom seismome-

ter (OBS) system, which included a HighTech HTI-04-PCA/ULF pressure sensor, was deployed

∼6 km north of the ice front and 8 km north of DR01 between Jan 17 and Dec 11, 2015 (station

KPDR in Figure 1.3a). The concurrent deployment of a near-front ocean bottom hydrophone

to measure gravity wave forcing and near-front on-ice broadband seismic stations to measure

the RIS response allows determination of an empirical frequency-dependent ocean-to-ice-shelf

amplitude transfer function for the first time.

In Chapter 3, with the array on the Ross Ice Shelf and another broadband seismic array

on the Pine Island Glacier ice shelf, plate waves are identified and compared, improving our

knowledge on the ice shelf dynamics.

In Chapter 4, we present a comparison of gravity wave forcing of the Ross Ice Shelf

measured by the ocean bottom hydrophone with the nearby broadband on-ice seismic observations.
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The relative impact of gravity wave forcing on the Ross Ice Shelf integrity is inferred from the

association of the icequake activity and the Ross Ice Shelf response amplitudes in very-long-period

and swell bands.
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Figures

Figure 1.1: Schematic diagram of the Antarctic polar system, with the directions of the Antarctic
Bottom Water (AABW), Antarctic Circumpolar Current (ACC), Antarctic Slope Current (ASC),
Circumpolar Deep Water (CDW), and High-Salinity Shelf Water (HSSW), modified CDW
(mCDW) and modified Ice Shelf Water (mISW) marked. Inward and outward flow directions
are indicated by a circled X and a circled dot, respectively. Credit: Modified from [Colleoni
et al. 2018]

.
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Figure 1.2: Photos of the field work in Antarctica. (a) A Twin Otter plane that carries the
crews and equipments to the field. (b) Deployment of a seismic sensor. (c) Deployment of an
equipment box with a Q330 digitizer, a B14 baler, and other supporting equipments. (d) A solar
panel that provided power to the equipments in summer.
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Figure 1.3: The Ross Ice Shelf seismic stations (triangles) superimposed on the bed elevation
map [Fretwell et al. 2013], with the ocean bottom station KPDR (blue), the center station DR10
(yellow), extended center subarray (red) and other stations (black) indicated. The Ross Ice Shelf
is bounded by the grounding line (brown line) and the ice front (blue line). Expanded view of
the dense center subarray (orange box) is shown in the right inset, where the contours of distance
to DR10 are shown (black circles). DR01, DR02, and DR03 are off the ice front because the ice
front has moved northward, but the edge geometry data has not been updated.
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Chapter 2

Microseism Source Direction Identification

Inhomogeneous noise sources surrounding stations produce asymmetric amplitudes in

cross-correlation functions that yield preferential source directions. Here we show that prepro-

cessing biases the dominant source direction estimate towards the source producing long-duration

signals by down-weighting high-amplitude signals. Tests with both synthetic data and observa-

tions show that conventional preprocessing, where only earthquakes and local transients (e.g.

trawling, fish impacts) are removed, is more sensitive to coherent energy, while one-bit prepro-

cessing and running-absolute-mean (RAM) preprocessing are more influenced by signal duration.

Comparisons between different preprocessing methods are made on data from the Cascadia

Initiative (CI) ocean bottom seismometer (OBS) array, where we find that the total energy arriving

from pelagic and coastal areas is similar. Moreover, pelagic-generated signals tend to be weaker

but have longer duration, in contrast to coastal-generated signals that tend to be stronger but have

shorter duration.
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2.1 Introduction

Conventional seismic tomography has been extensively used to study the Earth’s structure,

see reviews by [Romanowicz 1991; Romanowicz 2003]. However, as earthquake sources are

spatially restricted, the more widely distributed ambient noise sources provide another important

resource to study Earth structure. It has been demonstrated that Green’s functions can be

extracted from the ambient noise cross-correlation functions [Snieder 2004; Sato and Fehler

2009], which became the foundation of ambient noise tomography. However, the reliability of

the extracted Green’s functions depends on the validity of the assumption that the noise sources

are homogeneously distributed. Although seismic data preprocessing, especially one-bit and

RAM, serves to better spatially homogenize the noise field that allows unbiased estimates of

travel times [Shapiro et al. 2005; Harmon, Rychert, and Gerstoft 2010] and usually increases SNR

for surface waves, absolute amplitude information is lost. Besides, ambient noise has also been

used for crustal attenuation estimation [e.g. Prieto, Lawrence, and Beroza 2009; Lin, Tsai, and

Ritzwoller 2012]. However, noise source distribution has an effect on the coherency amplitude

decay rate with station separation, which is important for attenuation coefficient estimation

[Tsai 2011]. Therefore, it is important to study the distribution of noise sources to investigate

whether a homogeneous source distribution assumption is valid, and to determine the impact on

cross-correlation functions if it is not [Yao and Van Der Hilst 2009; Cupillard and Capdeville

2010; Harmon, Rychert, and Gerstoft 2010].

Microseisms (0.05–0.35 Hz) have been studied for several decades, with the dominant

source area of double-frequency (DF) microseisms (0.1–0.35 Hz) an important but unresolved

issue [Bromirski, Stephen, and Gerstoft 2013]. It is generally accepted that single-frequency

(SF) microseisms (0.05–0.1 Hz) are generated by the interaction between the ocean waves and

the seafloor near coasts [Hasselmann 1963], while DF microseisms are generated by counter-

propagating, or more generally, obliquely interacting surface waves [Longuet-Higgins 1950;
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Traer and Gerstoft 2014]. For the SF band, all studies support shallow water generation [Cessaro

1994; Bromirski and Duennebier 2002], consistent with the theoretical work by [Hasselmann

1963]. For the DF band, however, both pelagic generation [Bromirski, Duennebier, and Stephen

2005; Kedar et al. 2008; Ardhuin et al. 2011] and near-coastal generation [Bromirski, Flick, and

Graham 1999; Bromirski, Duennebier, and Stephen 2005; Gerstoft and Tanimoto 2007; Yang and

Ritzwoller 2008; Ardhuin et al. 2011] have been identified. Some studies support one dominant

source area, while others conclude both source areas are important, rendering this topic still under

debate. Sensor location, on land or on the deep seafloor, is an important consideration. Most

previous studies on this topic relied on land data alone, which limits its ability to distinct pelagic

and coastal generated signals. Spanning both continental shelf and pelagic regions, the Cascadia

Initiative (CI) ocean bottom seismometer (OBS) array (Figure 2.1) may help to resolve DF source

location issues.

Noise cross-correlation has been widely used for estimating source directions. Addition-

ally, preprocessing has also been implemented in most, if not all, previous microseism source

direction studies using noise cross-correlation [e.g. Yang and Ritzwoller 2008; Tian and Ritzwoller

2015]. Among various preprocessing methods, one-bit normalization [Campillo and Paul 2003]

is one of the most popular approaches since it’s straightforward and produces cross-correlation

functions with high signal-to-noise-ratio (SNR). However, its weakness is that it normalizes

amplitudes and thus distorts the coherent energy information between stations. A detailed demon-

stration will be given in Section 2.3. Similarly, another popular preprocessing method, RAM

[Bensen et al. 2007], also discards amplitude information. Amplitude information loss can affect

cross-correlation functions, and thus biasing dominant source direction estimation towards the

source producing long-duration signals regardless of the signal amplitude. (To be clear, we define

the dominant source to be the source of the strongest signal arriving at the station pair, even

though the source itself could be weaker than other sources.) We will show that SNR of the

cross-correlation function, generally the criterion for determining dominant source direction, is
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unreliable with RAM preprocessing. In this paper, we will compare cross-correlation functions

from different preprocessing methods, and show the weakness of some preprocessing methods for

estimating dominant source direction. Then we apply these methods to dominant source direction

estimation for the Cascadia region.

2.2 Background

To investigate the effects of data preprocessing on microseism source direction estimates

using noise cross-correlation, the following preprocessing methods are compared: (1) Conven-

tional preprocessing: only remove earthquakes and other transients (e.g. trawling, fish impacts).

(2) One-bit: only the sign of the records are kept for cross-correlation [Campillo and Paul 2003].

(3) Clipping: truncating signals above a given threshold after conventional preprocessing. Higher

clipping thresholds preserve more of the original data. A low threshold (more severe clipping)

gives results similar to the one-bit method. (4) Running absolute mean (RAM): normalize the

waveform by the running average of the absolute value of waveform in a RAM window centered

at the normalization point [Bensen et al. 2007]. The RAM method is given by

d̃n =
dn

wn
(2.1)

where dn is the raw or filtered seismogram, d̃n is the normalized data. wn is the normalization

factor determined from

wn =
1

2N +1

n+N

∑
j=n−N

|d j| (2.2)

where the RAM window length is (2N +1) samples. Similar to the clipping method, RAM is

also an intermediate method between keeping the raw data and one-bit preprocessing. This is

controlled by the RAM window length [Bensen et al. 2007].
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If N = 0, then

wn =
1

2×0+1

n+0

∑
j=n−0

|d j|= |dn| (2.3)

d̃n =
dn

wn
=

dn

|dn|
= sgn(dn) (2.4)

Therefore, RAM with N = 0, i.e. the RAM window length is one sample, is equivalent to one-bit.

As N→ ∞, then

lim
N→∞

wn = lim
N→∞

1
2N +1

n+N

∑
j=n−N

|d j|= |d j| (2.5)

where |d j| is the mean of the absolute value of the entire data d j. Therefore, limN→∞ wn is a

constant series. Thus d̃n approaches a re-scaled dn with a very long window. Thus for large N,

RAM and conventional preprocessing (with earthquakes and other transients retained) are similar.

Here, the RAM window length is set to half the maximum period of the bandpass filter as

suggested by [Bensen et al. 2007], and as applied in most studies using the RAM method. For

the DF frequency band 0.115–0.145 Hz, the RAM window length is 1
2 ×

1
0.115Hz ≈ 4.3s. As the

sampling rate is 1 Hz, we select N = 2, giving 2N +1 = 5 samples for the RAM window. For

such a short window, RAM is expected to give similar results as one-bit.

The cross-correlation, C12(τ) of preprocessed records r1(t) and r2(t) is obtained from

C12(τ) =
1
T

∫ T

0
r1(t + τ)r2(t)dt (2.6)

where τ is the lag, and T is the length of the chosen data segment.

Sources on opposite sides of the station-pair, C12(τ) produce peaks at both positive and

negative lags. Based on stationary phase approximation, the contribution of the sources near the

station axis dominates the cross-correlation function [Snieder 2004]. Therefore, the two peaks
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correspond to two opposite source directions near the station axis, respectively. The relative

amplitudes of the peaks are used as an indicator of the energy propagating in the corresponding

directions. This is obvious for non-dispersive case as C12(τ) reaches its peak and equals the

product of the signal energy and a geometric spreading factor when τ is equal to the travel time,as

demonstrated in section 2.3. We assume this relation approximately holds for dispersive cases.

Then the higher peak corresponds to the dominant direction from which energy is propagating.

Note that any normalization of the records r1 and r2 will lose amplitude information and make

it difficult to obtain the signal energy ratio from cross-correlation. Thus this dominant source

direction estimation method is more compatible with conventional preprocessing than the other

three preprocessing methods.

Dominant source direction analysis for an array is more complex than for a single station-

pair because of different site effects and different station separations. SNR is used to reduce the

influence of site effects by normalizing the signal power by the site-dependent background noise

level. Here, SNR is defined by the ratio between the peak of C12(τ) and the root-mean-square

(RMS) of C12(τ)’s tail. The tail is defined as |τ| between 1500 s and 2000 s, with the maximum

lag in cross-correlation set to 2000 s. For a maximum station-pair separation of 601.5 km as in

Section 2.6, this background noise estimation methodology should work if the average group

velocity is larger than 601.5 km/1500 s = 0.40 km/s. This holds true for most of the station

pairs except for some station pairs within the thick sediment region. However, these station

pairs are uncommon and oriented mostly north-south. Thus, these station pairs won’t influence

the investigation of whether shallow water (east) or deep water (west) is the dominant source

direction.

Because of the relationship between cross-correlation functions and Green’s functions,

the RMS of cross-correlation function tails is related to scattered energy [Stehly et al. 2008], and

can be anisotropic because of inhomogeneous source and scatterer distributions. Consequently,

the background noise level is estimated by the RMS of the tails of cross-correlation functions on
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both sides. In addition, SNR depends on station separation because each station could be regarded

as a virtual source and Rayleigh wave amplitudes decay as 1/
√

d due to geometric spreading,

where d is the propagation distance, while background noise is independent of d. To account for

the effect of spreading losses, we define range-scaled SNR (RSNR) to be

RSNR = SNR×
√

d/d0 (2.7)

where d0 is set to 70 km, approximately equal to the neighboring station separation.

We will show the advantage of RSNR in Section 2.6. The dominant source direction

will be determined based on RSNR except for single station-pair cases, for which peak height

comparison is sufficient.

2.3 Synthetic test

The impact of preprocessing on direction estimates was investigated for counter-propagating

synthetic signals with different power and duration. The effects of different preprocessing

methodologies were determined by comparing cross-correlation functions (determined with

Equation 2.6).

The model geometry is shown in Figure 2.2(a), where Sm (m = 1,2) represents source i,

and Rn (n = 1,2) receiver j. The corresponding lower-case letters, i.e. sm and rn, represent the

source time function and the receiver record, respectively. Only vertical component responses are

examined. The source time functions are formed from a 1 sample/s Gaussian time series with

a 50% Tukey window and a 0.05–0.35 Hz (microseism frequency band) Butterworth passband

filter applied (Figures 2.2(c) and (d)). s1 has a smaller amplitude (RMS = 0.62) and longer

duration (4096 s), while s2 has higher amplitude (RMS = 6.17) but shorter duration (256 s). The

source spectrum is calculated by Welch’s method [Welch 1967] with 64-s segments (50% overlap)
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(Figure 2.2(b)). s2 has higher spectral levels than s1 over the entire frequency band. The onset

time of s1 and s2 are 100 s and 2000 s respectively.

The vertical component of sm propagated to Rn, denoted by rmn, is obtained by the product

of the source function in frequency domain sm(ω) and the vertical-vertical component of the

Rayleigh wave Green’s function [Aki and Richards 2002].

rmn(ω) = sm(ω)
exp
[
−i(kdmn− π

4 )
]√

π

2 kdmn

(2.8)

where i is the imaginary unit. dmn represents the distance between source Sm and receiver Rn. k is

the wavenumber calculated by assuming a constant phase velocity, c = 2.5 km/s.

RMS of the propagated signals (averaged over the signal duration) is obtained as

RMS(r11)≈ 0.046, RMS(r12)≈ 0.022

RMS(r21)≈ 0.221, RMS(r22)≈ 0.461

The distance of the receiver from respective sources determines which signal dominates. When

s2 signal arrives at the receiver, it dominates over the signal from s1. Otherwise the s1 signal

dominates (Figures 2.2(e) and (f)). Thus, because s1 is 15 times longer than s2, s1 dominates more

of the time. The summation of r1m and r2m constitutes the coherent signal at receiver Rm. To

include the influence of incoherent background noise, low amplitude incoherent Gaussian noise

(RMS = 0.01) was added to the coherent signal to constitute a more realistic receiver record rm.

Cross-correlation functions between r1 and r2 are shown in Figures 2.2(g) and (h). The

peak at negative lag (peak 1) corresponds to the signal from S1, while the peak at positive

lag (peak 2) corresponds to the signal from S2. Note that both methods give accurate travel

times (d12/c = 1000km/2.5kms−1 = 400 s). However, conventional cross-correlation indicates

a dominant signal from S2, while one-bit cross-correlation indicates a dominant signal from S1.
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Specifically, the ratio between peak 2 and peak 1 is 5.8 in conventional cross-correlation function,

which is close to the ratio between the arrival energy from the two sources ∑r2
22/∑r2

11 = 6.4. In

contrast, this ratio is much less than 1 in one-bit cross-correlation function as peak 2 is almost

invisible. This is because conventional preprocessing conserves amplitude information and

gives the correct dominant source direction, while one-bit preprocessing normalizes the received

signal per time unit, thus over-emphasizing the long-duration weak signals from S1. Therefore,

conventional preprocessing is a better choice for dominant source direction estimation.

2.4 Method comparisons for a selected station-pair

Different preprocessing methods on CI OBS observations affect DF microseism noise

cross-correlation source direction estimation. The 2012 CI OBS array covers the Juan de Fuca

Plate with inter-station separation of ∼ 70 km, see Figure 2.1). Available stations in March 2012

include 13 shallow-water (depth < 200 m) stations, 9 intermediate-depth (200 m < depth < 2000

m) stations, and 31 deep-water (depth > 2000 m) stations. Twenty of the 53 available OBSs

were designed to record along the continental shelf and slope of the Cascadia margin at less

than 1000-m depth [Toomey et al. 2014]. However, we choose deep-water station-pair J31A and

J30A because deep-water stations have higher SNR in cross-correlation functions because they

do not include overhead ocean wave direct-pressure signals that decay exponentially with depth

(described as hydrodynamic filtering), which could reduce SNR.

Observations at J31A (depth: 2657 m) and J30A (depth: 2824 m) during March 2012

were bandpass filtered from 0.115–0.145 Hz after correcting for the instrument response to

displacement. This frequency band belongs to ocean-swell-generated longer-period double-

frequency band in [Bromirski, Duennebier, and Stephen 2005], with further justification for

choosing this band provided in Section 2.6. For clipping preprocessing, the records were divided

into 31 single-day segments. The median of the 10 smallest RMS of these segments represents
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the noise level, denoted by RMSnoise. The clipping thresholds are obtained by multiplying

RMSnoise by different factors (0.5, 5, 10, 20, higher thresholds give less clipping). Clipping

with a sufficiently low threshold is used to minimize the effect of earthquake signals and other

short-duration high-amplitude transients.

Although various preprocessing methods produce cross-correlation functions with peaks

at similar lags (i.e. similar travel times), the ratios between the amplitudes of the two peaks at the

positive and negative lag sides are significantly different, demonstrated in Figure 2.3. Note that

the negative lag peak corresponds to signals coming from west, with positive lag from the east.

The ratio of the two peaks allows comparison of counter-propagating signals for one station-pair

because the same background noise level and station separation would be used to calculate

RSNR of both sides of the cross-correlation function. The conventional cross-correlation function

has similar peak amplitudes on both sides, indicating no dominant source direction. Lowering

clipping thresholds (increasing the amount of clipping) increases the ratio between the left and

right peaks. One-bit and RAM preprocessing give similar cross-correlation functions as the strong

factor of 0.5 clipping preprocessing, indicating a prominent dominant signal from west.

Since preprocessing methods have such a significant influence on dominant source di-

rection estimation, it is important to investigate changes in direction estimates over time for

a particular event. We compare conventional preprocessing and one-bit preprocessing, which

represents no-clipping (but earthquakes have been removed) and extreme clipping (RAM prepro-

cessing with 5-point window length gives cross-correlation function peak levels similar to one-bit

preprocessing). This shows differences between the cases at both ends of the clipping spectrum

(Figure 2.3). Amplitude and spectral characteristics are examined for the same station-pair (J30A

and J31A) and frequency band (0.115–0.145 Hz) during March 4–7 observations. There was

a small local earthquake on Mar. 6, which was removed in conventional preprocessing (Fig-

ure 2.4(b) and (d)). It is almost invisible in 0.115–0.145 Hz. Similar results were obtained without

removing this earthquake. Note that the first two days have higher power in the 0.115–0.145 Hz
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band, but have lower power in the 0.2–0.3 Hz band (Figure 2.4(a) and (c)), suggesting different

source characteristics for the 0.115–0.145 Hz and 0.2–0.3 Hz microseism components. Consistent

with the observations, wave model hindcast significant-wave-height Hs (WAVEWATCH-IIITM

[Tolman 2009]) indicate ocean wave arrivals from strong distant storm in the first two days,

followed by weak local storm events, and then quiet wave activity during the last two days.

Cross-correlation functions are given for the first two days (Figure 2.5(a) and (b)), last two days

(Figure 2.5(c) and (d)), all four days (Figure 2.5(e) and (f)), and also whole March (Figure 2.5(g)

and (h)).

Both preprocessing methods indicate a dominant signal from east during Mar. 4–5 and a

dominant signal from west during Mar. 6–7. These results are consistent with coastal generation

dominating when strong swell is present in shallow near-coastal water, with pelagic generation

dominating otherwise.

The two methods indicate different dominant source directions for the combined time

period, i.e. March 4–7. Conventional cross-correlation indicates a dominant signal from east

while one-bit cross-correlation indicates a dominant signal from the west. Additionally, the two

methods also give different results for the whole month. Conventional cross-correlation indicates

similar-strength signals from two directions while one-bit cross-correlation consistently indicates

a dominant signal from the west.

Recall the synthetic test (Figure 2.2), the difference between the source amplitude and

duration characteristics could contribute to this distinction. Hindcast Hs spanning March 2012

show episodic distant storm waves and strong regionally-generated storm waves reaching the

coastal region, likely producing relatively short-duration but high amplitude signals there. How-

ever, as these strong coastal-generated signals have short duration, persistent pelagic-generated

signals could dominate most of the time, thus producing the differences between the two cross-

correlation functions. One-bit normalization accentuates the pelagic-generated long-duration and

but relatively weak signals, thus biasing the dominant source direction estimation. In order to
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examine the validity of this conjecture, we need to examine the source characteristics in coastal

and pelagic areas.

2.5 Source characteristics analysis

The microseism power is assumed to be closely associated with ocean wave power (OWP)

variability at deep-water and shallow-water stations. J31A (depth: 2657 m) and J25A (depth:

142.8 m) were chosen as representative deep-water and shallow-water stations, respectively. The

power evolution over Mar. 2012 is characterized by the hourly mean of the squared 0.115–

0.145-Hz filtered seismogram, see Figure 2.6(a). Spikes appearing in both curves indicate large

earthquakes, while spikes occurring only at shallow water J25A may result from small local

earthquakes or local transients cased by, e.g., trawling or fish impacts. OWP is estimated from

P≈ 1
2

Ec =
ρg2

32π
H2

s Tp (2.9)

where E is the wave energy, c is the wave phase speed, Tp is the peak wave period [Kinsman

1965]. Modeled Hs and Tp are available from WAVEWATCH III model. OWP at the two stations

are obtained by spatial linear interpolation of the OWP at the nearest grid points, see Figure 2.6(b).

The spatial grid interval is 0.5◦. The shallow-water seismic spectrogram has a larger dynamic

range due to the exceptionally high peaks. Most of the episodic broad seismic power peaks are

coincident with shallow-water OWP peaks (e.g. Mar. 5, 10, 12, 21). Shallow-water OWP peaks

generally follow deep-water OWP peaks because swell comes from deep water, although local

storms intensifying nearer the coast can produce the opposite relationship (e.g. Mar. 27). The

coincidence between seismic power peaks and shallow water OWP peaks indicates that shallow

water is the dominant source area of 0.115–0.145-Hz microseisms when strong swell is present.

The seismic power peaks are occasionally not coincident with the OWP peaks. Seismic peaks
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with no corresponding OWP peaks could indicate a pelagic storm from which the swell did

not arrive at the array and/or microseisms generated at remote coastal locations. OWP peaks

with no corresponding seismic peaks may result from a lack of counter-propagating or obliquely

interacting waves.

As shown previously (Figure 2.2), conventional cross-correlation is more sensitive to

signal power while one-bit and RAM cross-correlation are more sensitive to signal duration. To

investigate the power and duration characteristics of the sources, we calculate the ratio of the

the 5% strongest segments’ power to the total power in 0.115–0.145 Hz band. Specifically, the

record is 0.115–0.145-Hz bandpass filtered and then divided into consecutive 1-hour segments.

Segments with earthquakes, missing data, or local transients (e.g. trawling, fish impacts) are

removed. When a time segment is removed in one station record, the corresponding time segment

is removed for all stations. The energy of each segment is represented by the mean of the squared

record. The total energy of the 5% strongest segments are calculated and divided by the total

energy of all segments. This ratio reflects the percentage the strongest 5% segments possess of

the total energy. Thus, a larger ratio indicates more energy concentrated in the 5% most energetic

time. This ratio is significantly larger in coastal areas (especially in the northeast near Vancouver

Island) than in pelagic areas, see Figure 2.7(a), suggesting that shallow water could be the primary

source area of short-duration high-amplitude signals. If this is the case, a lower west-to-east peak

ratio in conventional cross-correlation functions than in one-bit cross-correlation functions is

expected, since the eastern-generated short-duration strong signals would be underestimated by

one-bit preprocessing. This is validated by Figure 2.5(g) and (h). The comparison on the entire

array will be given in the next section.
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2.6 Comparison on the entire array

To show the advantage of using RSNR, we calculated both SNR and RSNR of the cross-

correlation functions from conventional, one-bit and RAM preprocessing for the entire CI OBS

array record, see Figure 2.8. Station J06A, G30A, and G03A are excluded for they are far from

the main part of the array. SNR decreases with station-separation roughly as 1/
√

d, while RSNR

is less related to station separation, suggesting that geometric spreading effect is minimized in

RSNR. Thus, the dominant source direction will be better determined using RSNR.

The two SNRs (one for each side, or equivalently, source direction), as well as the two

RSNRs, of each cross-correlation function are much closer to each other with conventional

preprocessing than with one-bit and RAM preprocessing, as shown in Figure 2.8. This reflects

the bias effect of one-bit and RAM preprocessing as demonstrated in section 2.5.

To investigate the effect of preprocessing on identifying source direction, we first calculate

RSNR for each station-pair in CI OBS array with conventional, one-bit and RAM preprocessing

methods in 0.115–0.145 Hz band (first column in Figure 2.9). The directions with highest RSNR

values should be the dominant directions. Averages of RSNR values for 10◦ azimuth slices

are presented for clarity. Only the outgoing wave (propagating to the other station) RSNRs

are plotted, similar to [Tian and Ritzwoller 2015]. Note that here the arrows point to the

source, while pointing away from the source in [Tian and Ritzwoller 2015]. Shallow-water

station records have a higher background noise level than deep-water stations. Thus, on average,

RSNR at shallow-water stations are lower than that at deep-water stations. Therefore, it’s more

reasonable to compare RSNR in different directions at one station than to compare RSNR between

stations, especially between deep-water and shallow-water stations. Stations with RSNR values

showing both pelagic and coastal directions (mostly inside the red frame in Figure 2.9) are

more informative. Conventional cross-correlation shows no notably dominant source direction

while one-bit and RAM cross-correlations show a significantly dominant signal from the west,
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especially from the southwest. This is consistent with the source characteristic analysis that short-

duration strong signals are mainly coastal-generated (sensitive to conventional preprocessing)

while pelagic-generated signals are mostly weak but with long duration (sensitive to one-bit and

RAM preprocessing) in the 0.115–0.145 Hz band. Thus the one-bit and RAM preprocessing

artificially increase SNR only for long-duration relatively low-amplitude signals. This gives an

erroneous source direction distribution.

For comparison, we also calculated the energy ratio of the strongest 5% segments in the

0.2–0.3 Hz band, associated with the deep-water microseism peak [Bromirski, Stephen, and

Gerstoft 2013] (see second column in Figure 2.7). The energy ratio is significantly smaller

than that in the 0.115–0.145-Hz band, and has less variability with location. But the energy

ratio is generally larger in pelagic areas (especially the southwest), which is opposite to the

0.115–0.145 Hz band (compare Figure 2.7(a) and (b)). The RSNR map for 0.2–0.3 Hz indicates

a dominant signal from west for all preprocessing methods (second column in Figure 2.9),

suggesting pelagic-generated signals are both longer and stronger (in total energy sense) than

coastal-generated signals in the 0.2–0.3 Hz band.

We chose the 0.115–0.145-Hz frequency band for several reasons: (1) The spectrum of

J30A and J31A show that March 4–5 DF signal is stronger than March 6–7 DF signal only in this

frequency band (Figure 2.4), suggesting different source characteristics between 0.115–0.145-Hz

microseism and higher-frequency (e.g. 0.2–0.3 Hz) DF microseism levels. (2) As was shown in

this section, the conventional cross-correlation function is most different from both one-bit and

RAM cross-correlation functions in this frequency band, i.e. the source amplitude and duration

effect is strongest in this frequency band. (3) Earthquake signals are easy to detect and remove in

the DF band. Comparatively, there is more earthquake surface wave energy in the SF band. The

SF band can also be contaminated by currents.

The 0.115–0.145-Hz DF band has some association with SF microseism band variability,

with both dominated by excitation near the coast during a strong swell event. However, the
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possibility of SF band signals significantly affecting spectral levels in the DF band is minimal

since the double-frequency criterion makes for good separation between SF and DF signals.

Multiple sources with differing spectral characteristics at different locations could in some cases

obscure source directions, but in general the DF signal levels are much stronger than primary

microseism levels and so will dominate. Because bottom interaction decreases with increasing

frequency (shorter wavelength), ocean waves at over 0.1 Hz produce progressively less SF energy

in the DF band.

2.7 Conclusion

Preprocessing has a significant influence on the amplitudes of cross-correlation function

peaks. One-bit and RAM preprocessing methods introduce a bias in dominant source direction

estimation associated with signal duration. Because they do not conserve amplitude information,

signals with long duration dominate the cross-correlation functions, even if their total energy is

lower than strong signals with short duration from the opposite direction. Comparatively, because

conventional preprocessing retains amplitude information, this method is more influenced by

energy and less by duration, which makes it a better choice for dominant source direction

determination.

The temporal variation of spectral characteristics across the deep-water CI array sta-

tions indicates that there are always DF microseisms in the deep ocean. In contrast, strong DF

microseisms are generated near-shore when waves from a storm reach the shore, which occur

intermittently on synoptic time scales. Therefore, ubiquitous pelagic-generated signals have a

much longer duration time than relatively short-duration coastal-generated signals even though

their total energy is similar. Cross-correlation functions from one-bit and RAM preprocessing

show a significantly dominant pelagic source direction, while those from conventional preprocess-

ing show no significantly dominant source direction. This is consistent with the source location
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characteristics.

Remark

Chapter 2, in full, is a reprint of the material as it appears in Geophysical Journal In-

ternational: Chen, Z., Gerstoft, P., Bromirski, P.D., 2016, “Microseism source direction from

noise cross-correlation”, Geophysical Journal International, 205(2), pp.810-818. The dissertation

author is the primary investigator and author of this paper.
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Figures

Figure 2.1: CI OBS stations map (March 2012). Color represents seafloor depth. The three
black contours are the coastline, the 200-m depth contour, and the 2000-m depth contour, from
the thickest to the thinnest lines, respectively. Station J06A, G30A, and G03A are out of the plot
region and are not shown in the map.
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Figure 2.2: Synthetic tests of noise cross-correlation functions: (a) geometry, (b) source spectra,
(c) source S1 time function, (d) source S2 time function, (e) receiver R1 record, (f) receiver
R2 record, (g) normalized conventional cross-correlation function, and (h) normalized one-bit
cross-correlation function. The records (e and f) were calculated using the Green’s function
given in Eq. 2.8.
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Figure 2.3: Comparison of cross-correlation functions (thin lines) and their envelopes (thick
lines) between station-pair J30A and J31A for March 2012 in 0.115–0.145 Hz frequency
band. Results are shown for preprocessing methods (a) conventional, (b) clipping (threshold:
20×RMSnoise), (c) clipping (threshold: 10×RMSnoise), (d) clipping (threshold: 5×RMSnoise),
(e) clipping (threshold: 0.5×RMSnoise), (f) one-bit, (g) running-absolute-mean (RAM). Signals
coming from west (W, blue) and east(E, red) are indicated. Respective peaks and peak levels are
represented by correspondingly colored asterisks and colored dashed lines.
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Figure 2.4: Spectra (left column) and 0.115-0.145-Hz-Butterworth-filtered waveforms (right
column) of station J30A (top row) and J31A (bottom row) records in March 4–5 (blue) and
March 6–7 (red). Spectra were calculated using Welch’s method with 50% overlapping 256-s
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Chapter 3

Ocean-Excited Plate Waves in the Ross and

Pine Island Glacier Ice Shelves

Ice shelves play an important role in buttressing land ice from reaching the sea, thus

restraining the rate of grounded ice loss. Long-period gravity-wave impacts excite vibrations

in ice shelves that can expand pre-existing fractures and trigger iceberg calving. To investigate

the spatial amplitude variability and propagation characteristics of these vibrations, a 34-station

broadband seismic array was deployed on the Ross Ice Shelf (RIS) from November 2014 to

November 2016. Two types of ice-shelf plate waves were identified with beamforming: flexural-

gravity waves and extensional Lamb waves. Below 20 mHz, flexural-gravity waves dominate

coherent signals across the array and propagate landward from the ice front at close to shallow-

water gravity-wave speeds (∼70 ms−1). In the 20–100 mHz band, extensional Lamb waves

dominate, and propagate at phase speeds near 3 kms−1. Flexural-gravity and extensional Lamb

waves were also observed by a 5-station broadband seismic array deployed on the Pine Island

Glacier (PIG) ice shelf from January 2012 to December 2013, with flexural wave energy also

detected at the PIG in the 20–100 mHz band. Considering the ubiquitous presence of storm

activity in the Southern Ocean and the similar observations at both the RIS and the PIG ice shelves,
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it is likely that most, if not all, West Antarctic ice shelves are subjected to similar gravity-wave

excitation.

3.1 Introduction

Ice shelves play an important role in inhibiting sea level rise as they buttress glaciers

on land and restrain ice discharge to the circum-Antarctica seas that merge with the Southern

Ocean [MacAyeal 1987; Rignot et al. 2004; Scambos et al. 2004]. Volume loss of Antarctic

ice shelves [Paolo, Fricker, and Padman 2015] reduces buttressing, which raises concerns of

consequent acceleration of glacier discharge, raising sea level. Ice shelf volume loss results from

ice shelf thinning due to enhanced ocean-driven melting and iceberg calving [Pritchard et al.

2012; Paolo, Fricker, and Padman 2015]. Numerical modeling [Sergienko 2010; Lipovsky 2018]

and observations [MacAyeal et al. 2006; Brunt, Okal, and MacAyeal 2011] indicate that ocean

gravity wave impacts can expand existing crevasses and fractures, leading to calving events and/or

contributing to a reduction of ice shelf integrity. Seasonal loss of sea ice leaves the outer ice shelf

margin directly impacted by swell, which may have contributed to the collapse of the Larsen A

and B and Wilkins ice shelves [Massom et al. 2018]. However, modeling suggests that swell

alone may not provide sufficient forcing to induce ice-shelf disruption [Lipovsky 2018].

Considering the persistent strong Southern Ocean storm activity and the associated

intense ocean wave climate that continuously impacts ice shelves [Trenberth 1991; Tolman 2009;

Chapman et al. 2015], ocean wave impacts likely play a role in ice shelf evolution. Thus, it is

important to quantify the spatial and temporal response of ice shelves to ocean gravity waves

with in-situ measurements. This will improve modeling of ice-shelf/ice-sheet response to climate

change, and consequently reduce the uncertainty in ice-sheet mass loss projections over the

coming decades.

To better understand the response of ice shelves to ocean-gravity-wave impacts, we
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deployed a broadband seismic array on the Ross Ice Shelf (RIS) from October 2014 to November

2016 [Bromirski et al. 2015; Diez et al. 2016]. The seismic network consisted of two linear

transects in a cross-like configuration that were approximately parallel and orthogonal to the shelf

front (Fig. 3.1a), and included a dense subarray at the intersection of the two transects. Station

separations within the transects were typically 80–90 km, while separations in the center subarray

were about 5–10 km. The large array aperture and multi-year deployment allowed the spatial,

seasonal, and interannual variations of the ice shelf response to ocean forcing to be quantified,

and provided baseline observations to identify the magnitude of change in future studies.

In addition to the RIS array, data from a 5-station broadband seismic array deployed on

the Pine Island Glacier (PIG) ice shelf from January 2012 to December 2013 [Christianson et al.

2016] were used for comparative analyses. This seismic array was about 20 km from the PIG

front, with station separation about 2 km. These data allow comparison of the response of a large

“stable” ice shelf (the RIS) to the much smaller less “stable” PIG ice shelf. There are significant

differences in size, ice flow speed, and thinning rate of RIS and PIG. Seismic comparisons

between the two shelves will show whether they have a different response to gravity-wave forcing,

which can be used to estimate and compare their properties. The smaller station separation of the

PIG array presented the possibility of detecting higher-frequency shorter wavelength signals than

the RIS array. However, the few stations and small aperture of the PIG array preclude a detailed

comparison with the RIS array results.

In this paper, we first introduce the geometry of the RIS and the PIG ice shelf. Then we

introduce plate wave theory and discuss the generation mechanism. A swell event impacting the

RIS during austral summer when sea ice was absent is then analyzed from both observational and

theoretical perspectives. Beamforming and cross-correlation techniques are employed to obtain

the signal propagation direction and the dispersion relation, which indicate the wave types and ice

shelf elastic properties. Principal component analysis quantifies particle motion characteristics,

which assist in the identification of the wave types. Finally, plate waves observed on the PIG ice
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shelf are discussed and compared with RIS observations.

3.2 Study Regions

3.2.1 RIS

RIS ice thicknesses are 240–340 m at the ice front, and increase up to 700–800 m near

the grounding zone [Fretwell et al. 2013]. The geometry of a cross-section roughly along the

north-south array transect shows the variation of the ice thickness and the bathymetry (Fig. 3.1b).

Along the cross-section, the ice thickness is ∼240 m at the ice front and gradually increases to

∼330 m under DR10 (the center of the dense subarray, ∼130 km from ice-front station DR02).

Under RS18 (the southern most station, ∼380 km from the ice front), the ice thickness is ∼370 m.

The seafloor depth varies between 600 and 800 m near the ice front, with the sub-shelf water

thickness decreasing from ∼500 m near the ice front to ∼480 m below DR10 and ∼160 m below

RS18, which sits above a basement high.

3.2.2 PIG Ice Shelf

The PIG ice shelf [∼3000 km2, Bindschadler, Vaughan, and Vornberger 2011] is much

smaller than the RIS [472960 km2, Scambos et al. 2007]. However, it is the largest regional

contributor to sea level rise [Medley et al. 2014]. The ice flow speed near the ice shelf front

increased from ∼2.3 kma−1 to ∼4.0 kma−1 from 1974 to 2008 [Joughin et al. 2003; Joughin,

Smith, and D. M. Holland 2010], while the ice flow speed at the RIS is generally less than

1.2 kma−1. The increased flow rate at the PIG ice shelf suggests that it is less stable than RIS. In

contrast to RIS, rapid melting occurs beneath the PIG ice shelf due to the warm Circumpolar Deep

Water (CDW) intruding the Amundsen Sea coast [Jacobs, Hellmer, and Jenkins 1996; Thoma

et al. 2008; Joughin, Smith, and D. M. Holland 2010; Bindschadler, Vaughan, and Vornberger
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2011], with enhanced thinning potentially weakening PIG.

The PIG ice shelf is over 1 km thick at its grounding line and thins to about 300 m at the

ice front [Bindschadler, Vaughan, and Vornberger 2011]. The average thicknesses of the PIG

seismic array sector (∼460 m) and the RIS beamformed subarray sector (∼300 m) are comparable.

The water layer thickness at the PIG ice front is ∼500 m and decreases to ∼200 m over a distance

of 35–40 km away from the ice front [Bindschadler, Vaughan, and Vornberger 2011]. There are

no bathymetry data more than 40 km inland from the shelf front.

3.3 Plate Wave Theory

Ice shelves can be viewed as floating plates of ice formed by glacier outflows. Ocean

surface gravity waves impact ice shelves, couple wave energy with the ice, and excite seismic

plate waves. Propagation characteristics of gravity-wave-excited plate waves provide information

on the elastic properties of the ice, which can be related to ice shelf integrity, i.e. weaker, more

fractured ice (PIG) will behave differently than more competent (RIS) ice.

There are three types of ocean surface gravity waves below 100 mHz that excite plate

waves in ice shelves: (1) very-long-period (VLP) gravity waves (< 3 mHz): tsunami and

meteorologically-forced waves, (2) infragravity (IG) waves (3–20 mHz), generated by nonlinear

wave interactions along coastlines [Herbers, Elgar, and Guza 1995; Bromirski, Sergienko, and

MacAyeal 2010] and under mid-ocean storms [Uchiyama and McWilliams 2008], and (3) swell

(30–100 mHz), generated by cyclonic storm systems where wind energy couples into ocean swell.

At lower frequencies (< 20 mHz for the RIS), gravity provides a restoring force that is significant

in ocean/ice-shelf coupling, generating flexural-gravity waves [Fox and Squire 1990]. At higher

frequencies (> 20 mHz for the RIS), where the gravity restoring force is negligible, Lamb waves,

with both symmetric (extensional) and anti-symmetric (flexural) modes, are excited [Lamb 1917].
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3.3.1 Lamb Waves

Dispersion relation

Lamb waves have multiple modes, described by the dispersion relations first developed

by [Rayleigh 1888] and [Lamb 1889], with a more systematic analysis by [Lamb 1917]. To

implement the system of equations, we construct a 3-dimensional x-y-z coordinate system, with the

horizontal x-y plane coinciding with an infinite-extent ice plate of 2h-thickness. This coordinate

system assumes that plane waves propagate in the x direction with plane strain in the y direction.

Let kP, kS, and kL be the wavenumbers of the P wave, S wave, and Lamb waves, respectively. For

stress-free boundaries, the frequency equations are obtained as modified from [Graff 1991],

tanhk2h
tanhk1h

=

[
4k1k2k2

L

(k2
L + k2

2)
2

]±1

, (3.1)

where k1 and k2 are defined as

k2
1 = k2

L− k2
P,

k2
2 = k2

L− k2
S.

(3.2)

The superscript on the right hand side of Eqn (3.1) corresponds to symmetric (extensional) mode

(+1) or anti-symmetric (flexural) mode (−1), identified by the particle motion symmetry with

respect to the mid-plane of the plate.

The dispersion relation, i.e. Eqn (3.1), is numerically solved. Dispersion curves for both

symmetric and anti-symmetric modes (Fig. 3.2a) have multiple higher-frequency sub-modes

that depend on the vertical wavelength, represented by Sn and An for nth-order symmetric and

anti-symmetric mode respectively. These modes approach the Rayleigh wave speed (∼ 0.92cS,

where cS is S-wave speed) asymptotically at the high-frequency end. Only the very low-frequency

end of the curves (kSh < 0.12) applies to the response of the RIS (Fig. 3.2b). Specifically, Lamb

waves are observed below 100 mHz with array methods, above which the coherence between
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stations drops to an unobservable level due to a combination of higher attenuation, and/or lower

source power, and/or seismic station spacing. In addition, the ice shelf thickness 2h is less than

620 m over the seismic array (except land stations) (Fig. 3.1b). Assuming the S-wave speed of

glacial ice cS = 1.58 kms−1 (Table 3.1), at frequencies f < 100 mHz, we have

kSh =
2π f
cS

h <
2π×100 mHz
1.58 kms−1 ×

620 m
2
≈ 0.12, (3.3)

which indicates that only fundamental symmetric and anti-symmetric modes (S0 and A0) are

observable on the RIS (Fig. 3.2a). Theoretical free-space Lamb wave dispersion curves (Fig. 3.2b)

of a vacuum-ice-vacuum (VIV) model (Fig. 3.3) are given as a rough approximation for the RIS.

Particle motion

For Lamb waves under stress-free boundary conditions, or free-space Lamb waves, the

horizontal (U) and vertical (W ) particle motions of S0 and A0 modes are determined from the

modified solutions of [Viktorov 1967, Eqn (II.21) and (II.22)] as

US0 = AkS
k2

LS0
− k2

2

k2
LS0

+ k2
2

1
kSh

sin(kLS0x−ωt),

WS0 = AkS
k2

LS0
− k2

2

k2
LS0

+ k2
2

k1z
kSh

cos(kLS0x−ωt),
(3.4)

and
UA0 = BkS

kSz
2

sin(kLA0x−ωt),

WA0 = BkS
kS

2kLA0

cos(kLA0x−ωt),
(3.5)

where kLS0 and kLA0 are the wavenumbers of the fundamental S0 and A0 modes of the Lamb waves.

The parameters A and B are constants that are determined by the particle motion amplitude, while

ω is the angular frequency.
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According to Eqn (3.4) and (3.5), for a thin plate (kSh� 1), horizontal displacements

(extensional motions) are dominant for the S0 mode, while vertical displacements (flexural

motions) are dominant for the A0 mode. In addition, the particle motions of S0 and A0 modes are

both retrograde. But these retrograde motions are difficult to observe since the ellipticity is very

high, and thus background noise may overwhelm displacements along the minor axis.

For ice shelves, where flexural motions of the ice are coupled to motions of the water

layer, the dispersion curves are different from the free-space Lamb wave dispersion curves. The

extensional motions of the RIS have small vertical displacements and are minimally affected by

the ice-water coupling, thus should be close to the free-space S0 mode, represented by S∗0. In

contrast, the flexural motions in the RIS might be appreciably different than the free-space A0

mode, represented by A∗0. Synthetic modeling is necessary to assess the coupling effects on the

flexural motions.

Synthetic modeling

To explore the effects of the components of the air-ice-water (AIW) system representative

of seismic wave propagation on the RIS, synthetic seismograms were computed for VIV and AIW

models (Fig. 3.3). The modeling was implemented using OASES, a seismo-acoustic package

[Schmidt 2004], with ice properties given in Table 3.1. The source function is a Ricker wavelet

centered at 50 mHz, representing 20 s period ocean swell impacting the RIS. Since we are dealing

with long-wavelength seismic waves (> 3 km), small-scale structure should not have a significant

effect on seismic wave propagation in the frequency bands studied. For example, the surface

firn layer thickness is on the order of 50 m [Diez et al. 2016], which will have minimal effect in

the frequency bands investigated. However, as has been shown by variable ice shelf responses

in observations [Bromirski et al. 2017] and modeling [Sergienko 2017], ice shelf and sub-shelf

water layer thicknesses can have a significant effect.

For the VIV model, non-dispersive fundamental extensional Lamb waves S0 traveling at
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2.67 kms−1 can be identified (Fig. 3.4a), consistent with the theoretical dispersion curve of the

S0 mode (Fig. 3.2b). The wave amplitude decreases with the range due to geometrical spreading.

Fundamental flexural Lamb waves A0 are highly dispersive near the 50 mHz source frequency

selected (Fig. 3.4c), with phase speed of 0.27 kms−1 that is roughly consistent with the theoretical

value for the A0 mode (Fig. 3.2a).

For the AIW model, The extensional Lamb waves, S∗0, are observed for the AIW model

with the same phase and group speeds and similar attenuation as S0 for VIV (Fig. 3.4a,b; green

dashed lines), showing that the water layer has little effect on extensional motions. The flexural

Lamb waves, A∗0, are observed for AIW, but have lower amplitude than A0 for VIV due to energy

coupled into the water layer (Fig. 3.4c,d). The phase speed of A∗0 cannot be identified due to

dispersion and low amplitude.

3.3.2 Flexural-Gravity Waves and Flexural Waves

At lower frequencies (< 20 mHz), the gravity restoring-force effect is non-negligible,

making it an inappropriate problem for OASES, as the effect of gravity is not included in OASES.

However, an analytical solution for low-frequency flexural motions can be obtained by assuming

a rigid bed below the water layer, i.e. the air-ice-water-bed (AIWB) model (Fig. 3.3), and a

thin-plate model (plate thickness� flexural-gravity-wave wavelength). Equations of the velocity

potential field in water are constructed with ice-water boundary conditions on top and no vertical

displacement at the bottom, yielding flexural-gravity waves excited at the ice-water interface.

There are two traveling modes, four damped traveling modes, and an infinite number of evanescent

modes [Fox and Squire 1991]. Traveling modes can be extracted by array coherence analysis.

Because of the rapid attenuation of damped and evanescent modes with distance from the ice front,

these modes contribute to relatively stronger vibrations only at the ice front. Although evanescent

modes do not propagate efficiently, they are important in gravity-wave energy reflection and
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transmission. At higher frequencies (> 20 mHz), the gravity restoring-force effect vanishes and

the flexural-gravity-wave phase speeds approach flexural Lamb wave (A∗0) speeds, making them

indistinguishable in this band. To differentiate these higher-frequency flexural motions from those

where the effect of gravity is important, we term them flexural waves.

3.3.3 Dispersion Comparison

To understand propagation characteristics of plate waves generated by ocean wave impacts

at the RIS, we compared theoretical dispersion curves of A0 for the VIV model, flexural waves,

flexural-gravity waves, and ocean surface gravity waves for the AIWB model (Fig. 3.5a) prior

to determining the wave types from dispersion curves obtained with array processing of the

observations. Note that the bed is assumed rigid for flexural-gravity waves and ocean surface

gravity waves to simplify analytical solution, but is non-rigid when modeling flexural waves

using crustal properties of the uppermost solid layer in PREM [Dziewonski and Anderson 1981].

For flexural-gravity waves, the ice thickness of the RIS (mostly 200 to 400 m) is much smaller

than plate-wave wavelengths (> 3000 m) for frequencies below 100 mHz. Thus the thin-plate

assumption is valid.

The dispersion curve of A0 in VIV calculated by OASES coincides with the analytical

solution [Viktorov 1967] above 5 mHz, indicating good numerical stability except at very low

frequencies. The A∗0 mode travels much slower in AIWB than A0 does in VIV in the 10–100 mHz

band, but closer to flexural-gravity wave speeds in AIWB, demonstrating the importance of

water-layer coupling on plate-wave propagation. Below 10 mHz, the flexural-gravity-wave phase

speed approaches the shallow-water gravity-wave phase speed (∼70 ms−1), while the A∗0 phase

speed drops below the gravity-wave phase speed. This confirms that the gravity restoring-force

effect is more significant at low frequencies. Hence, the flexural-gravity-wave formulation gives

a better approximation of the flexural motions below 10 mHz than the A∗0 dispersion.
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3.3.4 Wave Forcing Mechanism

Excitation of flexural-gravity waves requires coupling of gravity-wave energy at the

base of the ice shelf. Consequently, because pressure perturbations from surface gravity waves

decrease exponentially with depth, ice shelf thickness is an important parameter in the coupling

mechanism. The ratio between gravity-wave pressure perturbation amplitude at depth z and at

surface is given by

α =
cosh[kG(z+H)]

cosh(kGH)
, (3.6)

where H is total water depth [Kundu, Cohen, and Dowling 2011]. The wavenumber kG at

frequency f is determined by the gravity-wave dispersion relation

cG =
2π f
kG

=

√
g

kG
tanh(kGH), (3.7)

where cG is gravity-wave phase speed. The gravitational acceleration g = 9.8 ms−2. Combining

Eqn (3.6) and (3.7), the relation between α and z is determined given H and f . Therefore, the

geometry of the RIS is an important factor in determining the response of gravity-wave forcing of

the ice shelf.

The pressure perturbation decay curve at the RIS front (H ≈ 700 m) is determined at

20, 50, and 100 mHz (Fig. 3.5b). Lower-frequency gravity-wave pressure perturbations reach

greater depths, illustrated by frequency-dependent α values at 206 m depth (base of the ice

shelf front). At 50 mHz (corresponding to 20 s period swell), α = 0.13, only about 13 % of

pressure perturbation at 50 mHz signal reaching the base of the ice shelf front at 200 m depth.

Furthermore, at 100 mHz, α = 2.5×10−4, resulting in little energy from wave-induced pressure

perturbations above 100 mHz reaching the base of the ice shelf. In contrast, at 20 mHz, α = 0.73,

indicating most of the low-frequency wave energy penetrates into the sub-shelf cavity. Pressure

perturbations beneath the ice shelf couple with the ice and excite flexural-gravity waves.
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Gravity-wave-induced pressure perturbations at the ice front can also excite extensional

deformation. Since most of the wave energy below 20 mHz penetrates into the sub-shelf cavity,

coupling with the ice shelf will occur at the ice-water interface. In contrast, because little higher-

frequency (swell band) wave energy reaches the shelf base, energy exchange between swell and

the ice shelf will occur primarily at the shelf front. Therefore, flexural-gravity waves and flexural

waves are expected to be low-frequency dominant, while extensional Lamb waves are expected to

be high-frequency dominant.

In summary, there are three wave types that are predicted to be observed at frequencies

below 100 mHz:

1. Extensional Lamb waves, S∗0, are observed at higher frequencies (> 20 mHz) and are

generated by swell impacts at the ice shelf front.

2. Flexural waves, also observed at higher frequencies (> 20 mHz) where the gravity restoring

force is weak, are generated by coupling of gravity-wave energy in the sub-shelf cavity

with the ice shelf. Because the pressure from gravity waves decreases exponentially with

depth, the wave energy penetrating the sub-shelf cavity is low at higher frequencies, and

the flexural-wave amplitudes are expected to be weak, if observable.

3. Flexural-gravity waves, in the frequency band where the gravity restoring force has a

significant effect, are generated by coupling of long-period gravity-wave energy in the

ice-water system at the ice-shelf base. These are expected to have greater amplitudes at

lower frequencies (< 20 mHz).

The 20 mHz cutoff is based on the RIS observations at the extended center subarray (Fig. 3.1a).
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3.4 Methods

3.4.1 Frequency-Domain Beamforming

Beamforming is an array processing method that combines elements of an array to reduce

incoherent signals, utilizing constructive interference at particular azimuths and phase slownesses

so that the azimuths and phase slownesses of coherent signals can be determined [Johnson and

Dudgeon 1993; Van Trees 2002]. The ice-shelf beamforming response depends on array geometry

and signal wavelength. With the same station separation, a larger array aperture improves the

slowness resolution if the signals at all stations are coherent.

The data matrix d, for either vertical (Z), north (N), or east (E) component, is an m×n

matrix, where m is the number of stations, while n is the number of data samples. For each

azimuth θ to be checked, the horizontal components are transformed to radial (R) and transverse

(T ) directions with

dR = dN cosθ+dE sinθ

dT = dN sinθ−dE cosθ,

(3.8)

where ei (i = N,E,R,T ) represents the corresponding direction vector.

Let D be the element-wise phase of the Fourier transform of d. For each frequency bin

centered at f , D( f ) is an m×1 vector. The steering vector q for a plane wave coming from the

azimuth θ with wavenumber k, representing the phase delay at each station, is given by

q =



exp(− jk ·r1)

exp(− jk ·r2)

...

exp(− jk ·rm)


, (3.9)
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where j =
√
−1, while ri is the position of the ith station. Then, the phase-only frequency-domain

beamforming response is obtained by

b = (DHq)HDHq = qHMq, (3.10)

where M =DDH ; the superscript “H” denotes the Hermitian.

For the RIS geometry, the ice-front source location is so close to the array that a large

aperture makes the plane-wave assumption questionable. In addition, aliasing, the artifact in

beamforming output, is another array-geometry-related problem that affects beamforming quality.

The main signal can be difficult to identify with beamforming at a particular frequency because

of aliasing in the azimuth-slowness domain. Tests showed that the least aliased results were

obtained by restricting the stations used in beamforming to the center subarray (DR06, DR07,

DR08, DR09, DR10, DR11, DR12, DR13, DR14, and RS04) with five neighboring stations

(DR04, DR05, DR15, RS03, and RS05), together called the extended center subarray (Fig. 3.1a,

15 stations in total, with ∼150-km aperture). This array has an aperture about 3 and 30 times of

the S0 and A0 wavelengths at 50 mHz, respectively.

3.4.2 Time-Domain Cross-Correlation

Cross-correlation is used to characterize signal similarity and time delay between two

stations with applications in many scientific fields, including glaciology [e.g. Scambos et al. 1992],

seismology [e.g. Chen, Gerstoft, and Bromirski 2016], and acoustics [e.g. Sabra, Roux, and

Kuperman 2005]. The time-domain cross-correlation function (CCF) fcc(t) of two real-valued

functions s1(t) and s2(t) is defined as

fcc(t) =
∫

∞

−∞

s1(τ− t)s2(τ)dτ. (3.11)
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If s1(t) and s2(t) represent the records of a propagating signal at different receivers, the t value at

the fcc(t) envelope peak, or argmax
t

envelope[ fcc(t)], indicates the time delay between s1(t) and

s2(t). Assuming a signal propagating along a linear array, the time delay between two receivers

depends on the receiver separation, with a plot of the separation between each receiver pair versus

their respective time delay forming a straight line whose slope gives the group speed of the signal.

3.4.3 Frequency-Domain Particle Motion Analysis

Particle motion analysis follows [Vidale 1986], [Jurkevics 1988], and [Diez et al. 2016]

in this paper. For each time segment, the data matrix p is a 3×np matrix, where the three rows

denote the three components (vertical, north, and east), while np is the number of data samples

for each component. Let P be the frequency-domain transformation of p. For each frequency

bin centered at f , P ( f ) is an 3×1 vector. The cross spectral density matrix C( f ) for each data

segment is obtained by

C( f ) = P ( f )PH( f ). (3.12)

Then C( f ) is averaged over three neighboring time segments to get a more reliable value. The

frequency-dependent maximum polarization is determined by the eigenvector e0( f ) associated

with the largest eigenvalue of C( f ). For each frequency bin, the direction of maximum polariza-

tion e′0 is obtained by

e′0 = e0eiψ′ , with ψ
′ = argmax

ψ

‖Re(e0eiψ)‖, (3.13)

where Re(·) denotes real part and ‖ · ‖ the L2 norm. The azimuth and incident angle of e′0 are

defined as for Re(e′0), giving the maximum polarization direction. Specifically, azimuth θ is the

clockwise angle between the horizontal component of the maximum polarization and true north
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(strike), or

θ = tan−1 Re(e′0E)

Re(e′0N)
, (3.14)

where e′0E and e′0N are the east and north components of e′0, respectively. Incident angle φ is the

angle between the maximum polarization and the vertical downward direction, or

φ =

∣∣∣∣∣∣tan−1

√
[Re(e′0E)]

2 +[Re(e′0N)]
2

Re(e′0Z)

∣∣∣∣∣∣ . (3.15)

where e′0Z is the vertical component of e′0. With Im(·) denoting the imaginary part, ellipticity ε is

defined as

ε =
‖ Im(e0eiψ′)‖
‖Re(e0eiψ′)‖

, (3.16)

indicating linear polarization (ε = 0), elliptical polarization (0 < ε < 1), or circular polarization

(ε = 1).

In addition, particle motion polarization is also reflected in the phase delay between

vertical and horizontal components. Assuming a signal is propagating southward, the phase

difference between the vertical component and the north component is an indicator of whether

the particle motion is prograde (negative), linear (0), or retrograde (positive) (Fig. S3.1).

3.5 Results

3.5.1 Observed Plate Waves Excited by Swell

Background

The responses of the RIS to ocean swell were recorded by the RIS stations with significant

seasonal variation. Ten to twenty swell events per month were recorded in austral summer. A
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typical strong swell event was recorded during the 2015 austral summer from 19 February 02:00

to 21 February 10:00, which had high amplitude and a clear dispersion trend, and did not overlap

other swell events (Fig. 3.6). Assuming deep water (kGH� 1), a stationary source region, and

simultaneous generation of the waves over the entire swell band, the source distance d can be

estimated from

d f
/

dt = g/4πd, (3.17)

where f is center frequency of swell, t is time [Munk et al. 1963]. Since d f
/

dt ≈ 31 mHz/22 h,

as shown by Fig. 3.6c, we have d ≈ 2000 km, which is about the distance to a modeled regional

significant wave height storm event in the Southern Ocean between the RIS and New Zealand

(Fig. S3.2), the likely source location of the waves for this swell event.

Ice shelf vibrations excited by swell impacts show significant attenuation away from

the ice front [Figure 6, Bromirski et al. 2017]. Swell-band amplitudes were much higher at

ice-front station (DR02) than at non-ice-front stations (DR10, DR16) (Fig. 3.6d). The rapid

power decrease away from the ice front was in part due to the decay of evanescent modes and/or

damped traveling flexural-gravity wave modes. Vertical displacements (LHZ) decayed faster

than horizontal components (LHN for north-south, LHE for east-west), revealed by the greater

attenuation from DR02 to DR10 on the LHZ channel than on the LHN channel. There are two

possible reasons: (1) ice-shelf vertical vibration energy can leak into water layer, or (2) the

vertical component may contain more evanescent and/or damped traveling energy. The spectrum

of the vertical component at DR16 was augmented by the local transient events that masked the

attenuation from DR10.

Source direction and dispersion

Beamforming shows that the dominant source directions were between NNE and NNW,

pointing to the shelf front (Fig. 3.7a,b). Although swell energy is predominantly in the 30–
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100 mHz band, coherent plate waves were also observed below this band. In particular, flexural-

gravity waves were observed well below 20 mHz. This is confirmed by close agreement between

the beamformed dispersion curve and the theoretical flexural-gravity wave dispersion relation

(Fig. 3.8). Both the radial and vertical components show coherent energy. Below 20 mHz, the

frequency of the peak power in Fig. 3.8b was 2.9 mHz at slowness of 15 skm−1, giving a phase

speed of 66.7 ms−1. The flexural-gravity wave horizontal motions were much larger than the

vertical motions, resulting in part from the horizontal motions of the forcing gravity waves being

much larger than the vertical motions at low frequencies (Fig. S3). The rough base of the ice

shelf facilitates coupling of gravity-wave horizontal forcing into flexural-gravity waves, resulting

in relatively large horizontal motions.

In the 20–100 mHz band, the dominant slowness was between 0.3 and 0.4 skm−1 without

observable dispersion, consistent with S∗0 propagation (Fig. 3.8). The dominant source direction

was from the NNE at lower frequencies and NNW at higher frequencies (same for the 28 strongest

swell events from January to October 2015), possibly due to variability of the dominant swell

impact region along the ice front (Fig. 3.7c,d). The frequency of the peak power was 53 mHz, and

the corresponding slowness was 0.34 skm−1, giving a phase speed of 2.94 kms−1 (Fig. 3.8). The

radial component was more coherent than the vertical component, consistent with the theoretical

expectation that S∗0 has horizontal motions much larger than vertical motions.

A spectral peak in the swell band was observed between 60 and 70 mHz on both vertical

and horizontal components (Fig. 3.6d). Although extensional Lamb waves were observed on the

radial component in the beamforming analysis, coherent flexural waves were not observed on any

component in this band, suggesting that the spectral peak of the vertical component was due to

loss of flexural wave coherence. Based on the dispersion curves in Fig. 3.5a, the wavelengths of

the flexural waves (purple) in the 20–100 mHz band are 2.8–5.3 km (280 ms−1/100 mHz=2.8 km,

106 ms−1/20 mHz=5.3 km), while the wavelengths of the flexural-gravity waves (green) at 3 mHz

(not shown) are about 22.2 km (66.6 ms−1/3 mHz=22.2 km). The shorter wavelengths in the
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20–100 mHz band resulted in the flexural waves being less coherent in that frequency band,

likely in part a consequence of the larger station spacing (5–20 km) compared with the signal

wavelengths.

Beamforming analysis for the 28 strongest swell events from January to October 2015

indicates that flexural-gravity waves were always observed below 20 mHz, with extensional Lamb

waves occurring above 20 mHz. OASES modeling (Fig. S4) shows that both flexural waves

above 20 mHz and extensional Lamb waves below 20 mHz can propagate in a 300 m ice layer

coupled with a 400 m water layer above the seafloor, the AIWB model (Fig. 3.3). Therefore,

the dominance of a particular wave type was likely due to the ice-water coupling described in

the plate wave generation mechanism rather than due to the model structure constraints on wave

propagation.

As an additional verification, north-south (NS) and west-east (WE) subarrays are chosen

to study the wave propagation direction and group speed with cross-correlation. Below 5 mHz,

the dominant coherent signal, flexural-gravity waves, were non-dispersive. In other words, group

speed was equal to phase speed and was constant in this band. A coherent signal propagating

southward at∼66 ms−1 group speed was indicated by the 2–4 mHz filtered CCFs of the LHZ and

LHN components (Fig. 3.9a,b), consistent with the beamforming analysis. In the 20–100 mHz

band, the dominant coherent signal, extensional Lamb waves, were non-dispersive. A coherent

signal propagating southward at ∼3.2 kms−1 was indicated by the 20–100 mHz filtered CCFs of

the LHN component (Fig. 3.9c), consistent with the beamforming analysis. No coherent signal

was observed in the west-east direction (Fig. 3.9d). The high peaks of CCFs with small station

separations are due to waveform similarity at nearby stations.

Particle motion

The azimuth, incident angle, and ellipticity of the maximum particle motion polarization

during the swell event were obtained for DR02, DR10, and DR16 (Fig. 3.10), which were
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∼2 km, ∼100 km, ∼300 km south of the ice front, respectively. Particle motions at non-ice-front

stations (e.g. DR10, DR16) had the following patterns: (1) The source azimuth was northerly,

changing from NNE to NNW with increasing frequency in the 20–100 mHz band, consistent

with the beamforming analysis and with the expectation that swell impacting the shelf front

excites these signals. (2) Below 10 mHz, incident angle variability indicates that the maximum

polarization was horizontal, due to coupling with the shallow-water gravity waves that have

mostly horizontal particle motions. In the 20–100 mHz band, the maximum polarization was

horizontal, characteristic of extensional Lamb waves. Estimates of the incident angle (Fig. 3.10b)

in the 10–20 mHz band at DR10 have a wide range, possibly indicating a transition band between

flexural-gravity wave domination and extensional Lamb wave domination. (3) Ellipticity analysis

(Fig. 3.10c) indicates that the maximum polarization was an oblate ellipse both below 10 mHz

and in the 20–100 mHz band. Combining the ellipticity and incident angle distributions, the

major axis of the oblate ellipse was horizontal in both frequency bands. In the 10–20 mHz

band, the polarization was close to circular as a result of low signal-to-noise-ratio that affects

horizontal/vertical ratios in the transition band.

Particle motions at ice-front stations (e.g. DR02) differed from those at non-ice-front

locations in the following respects: (1) The source azimuth cannot be constrained well at the ice

front, and (2) the maximum polarization was vertical in the 20–100 mHz band at the ice front.

Both observations could be the effect of the evanescent modes and/or the damped traveling modes

of flexural-gravity waves that were not observed at non-front stations.

These observations indicate that the dominant signal propagated roughly north to south,

away from the shelf front. Therefore, linear, prograde, and retrograde particle motions correspond

to 0, negative, and positive phase difference between the vertical component and the north

component, respectively. This vertical-north phase difference was frequency dependent, shown

in Fig. 3.11. The positive phase difference in the 1–10 mHz band indicates retrograde particle

motion, consistent with flexural-gravity-wave propagation [Robinson 1983]. The phase lag
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changed significantly in the transition band, i.e. 10–20 mHz, and dropped to near 0 above

20 mHz at stations south of DR06, probably due to the vertical component decaying below the

detection level. The phase lag at stations north of DR06 was positive and greater than 40◦ above

20 mHz, indicating retrograde particle motion, which is consistent with extensional Lamb wave

propagation.

3.5.2 Plate Waves Excited by Tsunami and IG Waves

Plate waves were also observed during tsunami impacts between 17 and 19 September

2015 and during a strong IG arrival between 5 and 8 May 2015 [Bromirski et al. 2017]. Coherent

extensional Lamb waves were not observed during tsunami excitation, but were observed in the

20–30 mHz band during the IG event. Low energy levels above 20 mHz during the tsunami

explain this difference. However, flexural-gravity waves were observed below 20 mHz, similar

to that observed during the swell event. Importantly, flexural-gravity waves were observable

even during most “quiet” days both in spectra and in beamforming analysis, indicating that

flexural-gravity waves were generated continuously by the persistent IG waves throughout the

year. These year-round vibrations can potentially weaken the ice by expanding existing fractures

[Holdsworth and Glynn 1978; Bromirski et al. 2017].

3.6 Discussion

Gravity-wave amplitudes are expected to vary considerably along the Antarctic coast, with

associated forcing on ice shelves dependent on the source amplitude, location, spectral content,

and continental shelf bathymetry. Continuous gravity-wave impacts promote crack expansion

and iceberg calving, facilitating the progressive reduction of ice shelf buttressing over time. VLP,

IG, and swell synoptic variability associated with individual storms will differentially impact
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different regions along the Antarctic coast at different times. Year-round ice shelf seismic records

at the RIS and PIG ice shelves allow inferences about the general characteristics of gravity-wave

spatial variability and their impact (Fig. 3.12).

Noticeably lower spectral amplitudes were observed at PIG during January to March

2013 in the swell band (30–100 mHz) (Fig. 3.12), which we hypothesize is due to PIG being

partly shielded from Amundsen Sea wave activity mainly by the Thurston Island, the King

Peninsula, and the Canisteo Peninsula. Also, the PIG ice shelf front is oriented roughly north-

south (orthogonal to the West Antarctica coast). Typical eastward storm tracks would tend

to result in oblique gravity-wave approach angles to PIG shelf front, which could reduce the

response. The higher spectral levels at PIG compared with RIS in the austral winter at frequencies

> 60 mHz can be explained in part by PIG being farther north where sea ice cover is typically

less and not as persistent, so the overall winter damping of swell is less. These location-related

differences result in the comparatively high amplitude spectral levels at RIS during February,

represented by the 95th percentile peak at DR04 near 60 mHz (Fig. 3.12c). These factors combine

to produce more low-level background energy at PIG, while sea ice north of the RIS front damps

the shorter period gravity-wave energy at DR04 at frequencies > 60 mHz during the austral winter.

Importantly, Thwaites, Dotson, Getz, and other West Antarctic ice shelves are more exposed than

PIG to gravity waves coming from the open waters of the Amundsen Sea, which should result in

higher-amplitude gravity waves at certain coastal locations compared to PIG.

The apparent year-round persistence of VLP band energy at both RIS and PIG suggests

that this forcing is common at all ice shelves. Spectral levels are higher at the RIS at < 20 mHz,

but VLP band energy is also present at PIG. Presumably flexural-gravity waves are the source of

the energy at PIG in this band, although the PIG array aperture precludes identification of VLP

signals with beamforming. Note the much higher IG band peak levels at RIS (about 20 dB higher)

compared with PIG near 6 mHz, likely resulting from less flexural-gravity wave energy at PIG.

As the PIG ice shelf is shielded by the northern promontories and the PIG front is oriented
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roughly north-to-south, swell events likely rarely excite strong vibrations of the PIG ice shelf.

Only one clear swell event was recorded during the 2013 austral summer from 12 March 12:00

to 14 March 00:00. The same analysis methods used for the RIS observations were applied

to the PIG seismic data. Coherent signals from the west were identified above 20 mHz on the

vertical component (Fig. 3.13), consistent with generation at the PIG shelf front. The slowness

resolution is low due to the small array aperture. Thus, it cannot be determined whether coherent

signals exist below 10 mHz. However, in contrast to the RIS, dispersion curve analysis of the

vertical component at the PIG ice shelf shows that flexural waves exist above 20 mHz (Fig. 3.14a)

in addition to flexural-gravity waves below 20 mHz (Fig. 3.14a) and extensional Lamb waves

(Fig. 3.14b). Flexural waves are detected at the PIG ice shelf in part because the PIG seismic

array is close to the ice front (∼25 km) so that the flexural waves are less attenuated, and

also because the relatively small station separation of the PIG array (∼1–2 km, less than the

flexural wave wavelengths) allows identification of coherent signals from the shorter-wavelength

higher-frequency swell-induced flexural waves.

Flexural-gravity wave energy attenuates with distance from an ice shelf front, but obser-

vations indicate that there is still substantial wave-induced energy 100 km from the RIS front

[Bromirski et al. 2017]. Significantly less flexural-gravity wave energy is observed at larger

ranges from the front such that much of the RIS is little affected by this forcing. In contrast,

smaller ice shelves, such as the PIG ice shelf, Thwaites ice tongue, and Dotson and Getz ice

shelves, have grounding zones that are on the order of 100 km or less from their fronts. Thus,

for smaller shelves, the entire shelf is subjected to flexural-gravity wave forcing and associated

fracture expansion, as well as potentially affecting grounding zone stability.
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3.7 Conclusions

We deployed a 34-station seismic array on the RIS from November 2014 to November

2016 to study its response to long-period gravity-wave impacts. Between January and October

2015, we observed 28 non-overlapping strong swell events. For one of the strongest events

(February 2015), we observed two types of plate waves: dispersive flexural-gravity waves below

20 mHz and non-dispersive extensional Lamb waves in the 20–100 mHz band, both propagating

landward from the RIS front. Seismic array beamforming revealed that flexural-gravity waves,

propagating at close to shallow-water gravity-wave speeds, dominated the coherent signal below

20 mHz. However, coherent flexural waves were not observed at RIS in the 20–100 mHz band

even though vertical motions were strong, probably because the station spacing of the RIS

beamformed subarray (5–20 km) is significantly longer than the wavelengths of flexural waves

(2.8–5.3 km) in the 20–100 mHz band, resulting in lower coherence between stations.

We compared the response of the large stable RIS with the Pine Island Glacier (PIG)

ice shelf using seismic data collected by a 5-station array deployed on the PIG ice shelf from

January 2012 to December 2013, with the PIG array located closer to the ice front than the RIS

beamforming array and with smaller station spacing. In contrast to RIS, beamforming of the

PIG seismic data showed evidence of flexural waves above 20 mHz, likely detectable because of

the smaller station spacing. Lower flexural-gravity wave spectral levels in the infragravity (IG)

band at the PIG ice shelf compared with the RIS indicates that less gravity wave energy impacts

PIG, partly due the orientation of the PIG ice front relative to IG wave propagation direction and

shielding by northern promontories.

Our results improve the understanding of the response of Antarctic ice shelves to long-

period gravity wave forcing. We conclude that because of the ubiquitous storm activity in the

Southern Ocean, most, if not all, West Antarctic ice shelves are likely subjected to gravity-wave

impacts that excite plate waves. However, significant differences in gravity wave forcing are
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expected as a result of storm track and storm intensity, as well as the orientation of the ice

front relative to gravity wave arrivals and the shielding of ice shelves by promontories. In this

respect, it seems likely that the Thwaites Glacier tongue, Dotson, Getz, and other Amundsen

coast ice shelves are more exposed than PIG to gravity waves arriving from the north. Persistent

excitation of relatively high-amplitude flexural-gravity waves induce dynamic strains that can

expand existing fractures and thus affect ice shelf integrity and their evolution.
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Tables and Figures

Table 3.1: Model parameters. The parameters cP, cS, and ρ denote the P-wave speed, S-wave
speed, and density of each layer. Parameters for air are for dry air at 15 ◦C at sea level. The cP

and cS values of (intact) ice are calculated from Young’s modulus E = 6 GPa and Poisson’s ratio
ν = 0.3. Parameters for water are the approximate values for sea water. The bed properties for
modeling S∗0 and A∗0 with OASES are those of the uppermost solid layer of PREM [Dziewonski
and Anderson 1981]. The bed is assumed rigid to obtain a simpler analytical solution of
flexural-gravity waves [Fox and Squire 1990].

cP (ms−1) cS (ms−1) ρ (kgm−3)
air 340 0 1.225
ice 2959.0 1581.6 922.5

water 1500 0 1025
bed (S∗0, flexural wave) 5800 3200 2600

bed (flexural-gravity wave) ∞ ∞ ∞
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Figure 3.1: (a) The RIS seismic stations (triangles) superimposed on the bed elevation map
[Fretwell et al. 2013], with the center station DR10 (yellow), extended center subarray (red) and
other stations (black) indicated. The RIS is bounded by the grounding line (brown line) and the
ice front (blue line). Expanded view of the dense center subarray (orange box) is shown in the
right inset, where the contours of distance to DR10 are shown (black circles). (b) Cross-section
along the 180◦ meridian [Fretwell et al. 2013]. DR02 is off the ice front because the ice front
has moved northward, but the ice thickness model has not been updated.
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Figure 3.2: (a) Dispersions curves of free-space Lamb waves for Poisson’s ratio ν = 0.3. The
horizontal axis is the product of the S-wave wavenumber kS and the half plate thickness h,
with the vertical axis the Lamb-wave phase speed cL normalized by S-wave speed cS. The
low-frequency part of the curves (kSh < 0.12, left of the black dashed line) resulting from
low-frequency gravity-wave forcing applies to the RIS observations. (b) Dispersion curves of
free-space Lamb waves in the vacuum-ice-vacuum (VIV) model (see Fig. 3.3).

Figure 3.3: Model geometry for vacuum-ice-vacuum (VIV), air-ice-water (AIW), and air-ice-
water-bed (AIWB) cases. The layer properties are given in Table 3.1.
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Figure 3.4: Synthetic seismograms of the (a,b) horizontal (radial) component and (c,d) vertical
component on the ice layer surface in model VIV (a,c) and AIW (b,d). The source function is a
Ricker wavelet centered at 50 mHz, with a horizontal point force in (a,b) and vertical point force
in (c,d). The normalizations for horizontal motions in (c) and (d) are 10 times those of (a) and
(b). P-wave speed (cP, red solid), S-wave speed (cS, green solid), and fundamental free-space
Lamb-wave phase speeds (cLS0 and cLA0 , green dashed) at 50 mHz are indicated.
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Figure 3.5: (a) Dispersion curve comparison. The A0 dispersion curve for the free-space ice
plate in the VIV model is calculated by solving Eqn (3.1) (red), and by numerical modeling
using OASES (yellow). The flexural wave dispersion curve of the floating ice plate in the AIWB
model (purple) is calculated from numerical modeling with OASES. The dispersion curves
from OASES modeling are smoothed using a moving average 15 mHz window. The thin-plate
flexural-gravity-wave dispersion curve of the floating ice plate in the AIWB model (green) is
based on [Fox and Squire 1990]. The ocean-surface-gravity-wave dispersion curve (blue) of a
water layer of 450 m depth is given for reference. (b) The ratio between gravity-wave pressure
perturbation amplitude at depth z and at surface, or α(z), in a water layer of depth H = 700 m,
according to Eqn (3.6).
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Figure 3.6: RIS response to a swell event from 02:00 on 19 February to 10:00 on 21 February,
2015: (a) 4-day seismograms at DR02 (bandpassed 30–100 mHz). (b) Root-mean-square (RMS)
of the vertical displacements at DR02 (bandpassed 30–100 mHz) in February 2015. RMS
window length is 4096 s. (c) Displacement spectrogram at DR02. The dispersion trend slope
(red dashed) indicates a source distance of about 2000 km. (d) Displacement spectrum at DR02
(blue), DR10 (orange), and DR16 (green) from 19 February 02:00 to 21 February 10:00. The
vertical LHZ, and horizontal LHN and LHE components are indicated in each subplot.
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Figure 3.7: RIS response to a swell event from 02:00 on 19 February to 10:00 on 21 February,
2015: Phase-only beamforming of (a) the vertical component at 3 mHz, and the radial component
at (b) 3, (c) 24, and (d) 63 mHz. For each subplot, the azimuth corresponds to the signal
incoming direction, while the radial axis represents slownesses that vary from 0 at the center to
the maximum slowness given in each subplot title. The peak-power regions give dominant signal
incoming directions and slownesses. The signal incoming directions are clear and characteristic
at these selected frequencies. Processing FFT window length is 4096 s, with step size of 2048 s.
Beamforming power levels are normalized to the maximum value at each frequency in each
subplot.
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Figure 3.8: RIS response to a swell event from 02:00 on 19 February to 10:00 on 21 February,
2015: Dispersion curves of (a) vertical and (b) radial components, obtained by averaging the
beamforming output over 0◦ to 20◦ azimuth (the north-south line subarray is roughly along 10◦).
Phase speed dispersion curves of ocean surface gravity waves (cyan), flexural waves (green),
flexural-gravity waves (red), and S∗0 (magenta) in the AIWB model (see Fig. 3.3) are overlaid
for comparison. The subplots are normalized to the maximum value over the two subplots.
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Figure 3.9: RIS response to a swell event from 02:00 on 19 February to 10:00 on 21 February,
2015: (a) Cross-correlation functions of the LHZ channel between north-south (NS) subarray sta-
tions (DR05, DR06, DR10, DR14, DR15, RS16) (bandpassed 2–4 mHz). (b) Cross-correlation
functions of the LHN channel within NS subarray (bandpass filtered, 2–4 mHz). (c) Cross-
correlation functions of the LHN channel within NS subarray (bandpassed 20–100 mHz). (d)
Cross-correlation functions of the LHE channel between the west-east (WE) subarray stations
(RS01, RS02, RS03, DR07, DR10, RS04, DR11, RS05, RS06, RS07) (bandpass filtered, 20–
100 mHz). The raw data were demeaned, filtered, and cross-correlated between each station pair
in time domain. The peak positions of the cross-correlation function envelopes are indicated by
red dots, which are fitted by the red line constrained to go through (0, 0).
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Figure 3.10: RIS response to a swell event from 02:00 on 19 February to 10:00 on 21 February,
2015: Frequency-dependent azimuth (left column), angle of incidence (middle column), and
ellipticity (right column) at DR02 (top row), DR10 (middle row), and DR16 (bottom row).
The time series were partitioned into 16384 s (4 h 33 min 4 s) windows overlapped by half
window length, resulting in a frequency-bin width of 60 µHz. Each dot represents the estimated
parameter in that time window at the corresponding frequency bin. The three vertical red dashed
lines indicate 10, 20, and 100 mHz, respectively.

Figure 3.11: RIS response to a swell event from 02:00 on 19 February to 10:00 on 21 February,
2015: Frequency-dependent phase lag between vertical component and north component at
selected stations. Positive lags indicate retrograde motions. Negative lags indicate prograde
motions. Zero lag indicates linear polarization or a noisy time period. The time series were
partitioned into 2.28 h windows, with a half window-length overlap. The phase lag is calculated
by averaging the phase difference between FFTs between the vertical and north components
over all windows. To identify dominant features, the phase lag curve was then smoothed by
20-point moving average. The three vertical black dashed lines indicate 10, 20, and 100 mHz
respectively.
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Figure 3.12: Acceleration response power spectral density spectrograms (in dB re
1 m2 s−4 Hz−1) at (a) RIS seismic station DR04, located about 50 km south of the RIS ice
front, and at (b) the PIG2 seismic station about 24 km east of the PIG ice shelf front, collected as
part of the Observing Pine Island Glacier project [D. Holland and Bindschadler 2012]. Months
are indicated by the x-axis tick labels. (c) Spectra with percentile spectral levels obtained at
DR04 and PIG2 for the time periods of the spectrograms shown.

Figure 3.13: PIG ice shelf response to a swell event from 12:00 on 12 March to 00:00 on
14 March, 2013: Phase-only beamforming of the vertical component at (a) 24 mHz and (b)
50 mHz. For each subplot, the azimuth corresponds to the signal incoming direction, while
the radial axis represents slownesses that vary from 0 at the center to the maximum slowness
given in each subplot title. The peak-power regions give dominant signal incoming directions
and slownesses. The signal incoming directions are clear and characteristic at these selected
frequencies. Processing FFT window length is 4096 s, with step size 2048 s. Windows with
missing data are discarded. Beamforming power levels are normalized to the maximum value at
each frequency in each subplot.
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Figure 3.14: PIG ice shelf response to a swell event from 12:00 on 12 March to 00:00 on 14
March, 2013: Dispersion curves of (a) vertical and (b) radial components, obtained by averaging
the beamforming output over 260◦ to 280◦ azimuth (20◦ azimuth range centered due west).
Phase speed dispersion curves of ocean surface gravity waves (cyan), flexural waves (green),
flexural-gravity waves (red), and S∗0 (magenta) in the AIWB model (see Fig. 3.3) are overlaid
for comparison. An ice thickness of 460 m and a water depth of 400 m were used to compute
the dispersion curves, representing the PIG ice shelf geometry at the array area [Fretwell et al.
2013]. The subplots are normalized to the maximum value over the two subplots.
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Appendix

Figure S3.1: A sketch of retrograde (a, b), linear (c), and prograde (d, e) particle motions with
the corresponding phase difference between vertical and north components indicated, assuming
the signal is propagating from north to south.
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Figure S3.2: WAVEWATCH III significant wave height hindcast model [Tolman 2009] at 00:00
on 19 February 2015. The seismic stations are indicated by the red dots.
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Figure S3.3: Horizontal-to-vertical (H/V) ratio of gravity-wave particle motions at the ocean
surface, for a water depth of 450 m.
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Figure S3.4: (a) Synthetic seismograms of the horizontal (radial) component on the ice-layer
surface in the AIWB model (Fig. 3). The source function is a Ricker wavelet centered at
10 mHz, with a horizontal point force. (b) Synthetic seismograms of the vertical component
on the ice-layer surface in the AIWB model. The source function is a Ricker wavelet centered
at 50 mHz, with a vertical point force. The normalization factor of (b) is 100 times that of
(a). P-wave speed (cP, red solid), S-wave speed (cS, green solid), and fundamental free-space
Lamb-wave phase speeds (cLS0 ) and cLA0 , green dashed) at the corresponding Ricker wavelet
center frequency are indicated.
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Chapter 4

Ross Ice Shelf Icequakes Associated with

Ocean Gravity Wave Activity

Gravity waves impacting ice shelves illicit a suite of responses that can affect ice shelf

integrity. Broadband seismometers deployed on the Ross Ice Shelf (RIS), complemented by

a near-icefront seafloor hydrophone, establish the association of strong icequake activity with

gravity wave amplitudes (AG) below 0.04 Hz. The RIS-front seismic vertical displacement

amplitudes (ASV ) are well-correlated with AG, allowing determination of an empirical transfer

function from AG to ASV . The ASV /AG ratio is 0.6–0.7 below 0.01 Hz, but decreases rapidly above

0.01 Hz. Strong icequake activity exhibits spatial and seasonal associations with different gravity

wave frequency bands, dominated by austral summer activity for icefront icequakes when sea ice

is minimal and swell impacts are strongest. Strong rift icequakes have weak seasonal variation,

but tend to occur primarily in the austral winter when the strongest very-long-period gravity

waves impact the RIS.
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4.1 Introduction

Ice shelves play an important role in restraining the grounded ice discharge to the sea.

Their integrity is thus crucial in moderating sea level rise. Ocean forcing can impact ice shelf

integrity both thermally and dynamically. Although the internal glaciological stresses may be the

dominant driving force of crevasse formation and expansion [Bassis et al. 2008], surface melt

water can facilitate this process by providing additional pressure in fissures [Benn and Evans

2010], with basal melting thinning [Rignot et al. 2013] and thus weakening ice shelves. Stress

perturbations from ocean gravity wave impacts [Lipovsky 2018] and tides [Wiens et al. 2008;

Olinger et al. 2018] may also contribute to ice fracture and rift propagation, further reducing ice

shelf integrity. At the ice front, persistent gravity wave forcing with intermittent strong impacts,

including swell, infragravity (IG) waves, and tsunami, trigger iceberg calving, fatigue ice shelves,

and even collapse weakened ice shelves [Bromirski, Sergienko, and MacAyeal 2010; Bromirski

et al. 2017; Brunt, Okal, and MacAyeal 2011; Massom et al. 2018]. Seismological studies of the

response of ice shelves to gravity wave forcing can provide valuable information on the forcing

function and the ice shelf mechanical properties [e.g. Diez et al. 2016; Chen et al. 2018], which

are important parameters in ice shelf modeling.

To better understand ice shelf dynamics associated with the response to gravity wave

forcing, a 34-station broadband seismic array was deployed on the RIS between October 2014

and November 2016, with three stations positioned 2 km from the ice edge [Bromirski et al.

2015]. Each seismic station includes a three-component Nanometrics T120 PHQ seismometer,

which was buried in the ice at depth of 1 m. Additionally, a three-component Nanometrics

Trillium Compact broadband ocean bottom seismometer (OBS) system with a HighTech HTI-

04-PCA/ULF hydrophone pressure sensor was deployed on the seafloor 8 km north of on-ice

seismic station DR01 (6 km north of the ice shelf front, KPDR in Figure 4.1a) by the Korea Polar

Research Institute (KOPRI) between Jan 17 and Dec 11, 2015. Few in-situ measurements of the
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ocean waves near ice shelf fronts are available due to the harsh environment. The hydrophone

observations allow estimation of gravity wave amplitudes (AG) near the RIS front (Section 4.7.1).

The concurrent deployment of an ocean bottom hydrophone and an on-ice broadband seismic

station near the ice shelf front enables estimation of AG and ice shelf vertical seismic displacements

(ASV ) at the same time, allowing determination of an empirical ocean-wave-to-seismic transfer

function for the first time.

Gravity wave forcing covers a wide frequency/period range, from less than 10 s (wind

waves) to over 300 s (tsunamis). Here, we estimate an empirical transfer function from AG to

ASV for the RIS. The RIS response is characterized in the swell (0.03–0.1 Hz, or 10–30 s), IG

(0.003–0.02 Hz, or 50–300 s), and very-long-period (VLP, 0.003–0.001, or 300–1000 s) bands.

Because ice fracturing is associated with rift propagation and iceberg calving, icequake activity

is an indicator of changes in ice shelf integrity. The importance of gravity wave forcing on RIS

integrity is thus inferred from the association of the spatial and temporal distribution of strong

icequakes with the seasonal variation of the gravity wave impacts.

4.2 Transfer Function: from AG to ASV

Dynamic pressure from low-frequency (<0.04 Hz) surface gravity waves decays relatively

slowly with depth, with significant signal reaching the seafloor at KPDR (741 m) near the RIS

front. Long-period gravity waves also excite high-amplitude ASV at nearby on-ice station DR01

(Figure 4.1b). Episodic strong IG arrivals are observed at both KPDR and DR01, spanning the

0.003–0.02 Hz band. They result primarily from the non-linear transformation of long-period

swell in shallow water [Herbers, Elgar, and Guza 1995] along the Pacific coasts of North, Central,

and South America. IG events are associated with heightened levels in the VLP band, particularly

during the austral winter from late March to early October. IG and VLP waves are minimally

attenuated by sea ice in winter [Bromirski, Sergienko, and MacAyeal 2010; Bromirski et al. 2017].
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In contrast, swell is significantly attenuated by sea ice. When sea ice is minimal (mid-January

to mid-March), the DR01 response shows that swell excites high-amplitude ASV (Figure 4.1b).

The response to swell is much smaller during the winter, when sea ice damps swell energy above

0.04 Hz. Due to the frequency-dependent dynamic pressure decay with depth, gravity wave

signals are only detected at KPDR below 0.04 Hz, above which the dynamic pressure is not above

the background noise, making the AG estimation unreliable. Therefore, the transfer function

estimation is focused on VLP, IG, and low-frequency swell (0.03–0.04 Hz) bands.

As mentioned above, VLP and IG arrivals observed at KPDR and DR01 coincide, yielding

good correlation between incident gravity waves and icefront vibrations. Specifically, the yearly

correlation coefficient between AG and ASV , or RGSV , is 0.938 in the combined VLP and IG band

(Figure 4.1c). Similarly, the correlation is also good for low-frequency swell (RGSV =0.916, 0.03–

0.04 Hz), implying that it is not strongly attenuated by sea ice. The high correlations between

AG and ASV suggests that a reliable estimate of the empirical AG to ASV transfer function can

be determined, providing an important observation-based estimate of the gravity-wave/ice-shelf

interaction.

The frequency-dependent empirical transfer function TGSV ( f ) of AG to ASV was deter-

mined for yearly, summer, and winter periods following the methodology in Section 4.7.1. The

yearly average transfer function (Figure 1d, black curve) is approximately constant (0.6–0.7)

in the 0.001–0.01 Hz band, covering the VLP band and part of the IG band. The transfer func-

tion decreases dramatically above 0.01 Hz, likely due to (1) the bottom pressure noise from

non-gravity-wave sources results in over-estimation of AG at higher frequencies, which reduces

the transfer function, (2) less energy reaches the ice shelf cavity to force higher-amplitude ice

shelf flexural vibrations, indicated by the plate wave observations on the RIS [Chen et al. 2018],

and/or (3) a significant portion of higher-frequency incident swell is reflected during summer.

TGSV during summer (Jan 17–Mar 15, 2015), winter (Jul 1–Sep 1, 2015), and the whole year

(Jan 17–Dec 8, 2015) shows little seasonal variation below 0.04 Hz, indicating that sea ice sea
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ice doesn’t significantly damp swell at these frequencies. In addition to providing a physical

relation between gravity wave impacts and ice shelf response that supports our discussion on the

association of icequakes and the gravity waves, the transfer function can potentially be used to

estimate the ice shelf response with marine measurements in the future, which is valuable for ice

shelf stability analysis.

4.3 AG and ASV in the VLP, IG, and Swell Band

With TGSV ( f ) determined, we further scrutinize and compare AG (Figure 4.2a) and ASV

(Figure 4.2b) in the VLP, IG, and swell bands, with major earthquakes and other strong transient

signals removed. Characteristic tsunami and strong IG are observed, as well as seasonal variation

of wave activity. Their potential association with ice fracturing is discussed.

The VLP-band AG and ASV are higher in winter than in summer. Average VLP-band AG

is twice as large in winter (∼2 mm) compared with summer (<1 mm), reflecting strong storm

activity over the Southern Ocean in winter. Similarly, as TGSV ( f ) indicates, average VLP-band

ASV in winter (∼1 mm) is about twice that during summer (∼0.5 mm). The highest VLP-band

AG (7 mm) and ASV (4 mm) in 2015 are observed on September 17–18, resulting from tsunami

arrivals generated by the Mw 8.3 Chilean earthquake on September 16. The tsunami excited

flexural-gravity waves propagating southward across the RIS, recorded by the on-ice seismic

array [Bromirski et al. 2017].

Though the background IG-band AG (∼2 mm) and ASV (∼1 mm) do not vary significantly

with season, there are more strong IG arrivals in winter. The highest IG-band AG in 2015 (7 mm)

is observed in early May, during which high ASV (2.7 mm) and cross-ice-shelf flexural-gravity

waves were also observed [Bromirski et al. 2017], compared with the highest IG-band ASV

(3.3 mm) observed during the mid-September tsunami.

AG was estimated for the low-frequency swell band, while ASV is estimated for both the
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low-frequency swell band and full swell band (Figure 4.2). Unlike VLP, IG, and low-frequency

swell, high-frequency swell (0.04–0.1 Hz) is readily attenuated by sea ice. Consequently, ASV is

significantly higher in summer (2–8 mm) than in winter (1–4 mm, except for an 8-mm event).

As swell attenuation by sea ice is very effective above 0.04 Hz, this causes a strong seasonal

variation of ASV for the full swell band, with amplitudes sporadically above 0.5 mm, and up to

2.1 mm in summer versus 0.02–0.2 mm in winter. ASV plummets in mid-March, when sea ice

begins to form near the shelf front (Figure S4.1).

The VLP, IG, and low-frequency swell bands are combined (0.001–0.04 Hz) to investigate

the full RIS response. AG is slightly higher in summer than in winter, primarily due to less sea ice

attenuation of swell near 0.04 Hz. In contrast, ASV is higher in winter when more VLP and IG

energy is produced by heightened storm activity.

4.4 Icequakes

The impact of gravity wave excitation on the RIS integrity can be assessed in part by the

temporal and spatial distribution of wave-induced icequake activity. Icequakes can be classified

by seismic source processes. Rift icequakes are associated with crevasse extension and formation,

which occupy the 5–50 Hz band for the Amery Ice Shelf [Bassis et al. 2007]. Basal shear

icequakes are associated with basal sliding over bedrock, causing stick-slip events. They are

observed at longer periods, e.g. 20–150 s at the Whillans Ice Plain [Wiens et al. 2008]. Basal

non-shear seismicity have been rarely observed and are primarily hydrofracture-related [Podolskiy

and Walter 2016]. Iceberg calving generates high-frequency seismicity (primarily 1–5 Hz), which

may be observed tens or hundreds of kilometers away [O’Neel et al. 2010].

Here we focus on the seismicity in the 1–8 Hz band, which is the dominant band of

icequakes observed at the ice shelf front and at non-icefront stations. Icequakes are detected

using STA/LTA methodology [Withers et al. 1998], removing spurious transients and teleseismic
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signals (Section 4.7.2). For spectral and statistical analysis, the 250 highest (waveform envelope)

amplitude icequakes over the two-year deployment were identified at each station. Their distribu-

tions are shown in Figure 4.4e, which show two classes of icequakes based on amplitude, those

near the shelf front and those interior RIS. Although icequake signals at DR14 are the strongest

among non-icefront icequakes, they are typically one to two orders of magnitude lower than

icefront events.

The top 20 icequake signals at DR14 were located to be near the rift tip (Figure 4.1a,

Section 4.7.3 gives the location methodology). Though most icequakes near DR14 are observed

at multiple stations, only a few icefront icequakes with clear arrivals were detected at multiple

stations to allow location (Figure 4.1a). This is primarily due to station proximity. The locatable

icequakes at DR01 (four), DR02 (one), and DR03 (eight) occur near the icefront, potentially due

to a different source mechanism than the rift icequakes near DR14. The rift icequakes cannot be

observed more than 60 km away (from near DR14 to DR05), while some icefront icequakes are

detectable 160 km away (from near DR01 to DR14) as a consequence of their higher amplitudes.

To further investigate the rift and icefront icequakes, we analyzed icequakes near DR14

and DR01 each in a subsection. Since most locatable rift icequakes occurred closest to DR14,

icequake signals at DR14 are used for rift icequake analysis. Though all icefront stations have

locatable icequake observations, an OBS station (KPDR) near DR01 (Figure 4.1a) provided

seafloor observations for comparison with icequake signals at DR01. Rift and icefront icequakes

were characterized based on their 0.1–20 Hz spectral content and their corresponding background

noise spectra (Figure 4.3). Moreover, their propagation and particle motion characteristics are

discussed for two representative icequakes, which have clear arrivals and propagate at about the

average speed of all located icequakes of their type. To identify seismic phases, we compared the

observed travel speeds with those indicated by the synthetic seismograms on the ice shelf surface

(Figure S4.2). By setting P and S wave speeds as 3.772 km/s and 1.875 km/s [Diez et al. 2016]

in the model, the extensional and flexural Lamb wave speeds are 3.0 and 1.5 km/s respectively.
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These two types of plate waves are also observed at lower frequencies [Chen et al. 2018].

4.4.1 Rift Icequakes

At DR14, the summer (Jan 15–Mar 15, 2015) and the winter (Jul 1–Sep 1, 2015) back-

ground vertical displacement spectral levels are similar, with summer <10 dB higher in the

0.4–2 Hz band (Figure 4.3a), suggesting that the seasonal variation of the ocean wave impacts

and local environment (e.g. temperature, wind, ice flow) do not strongly affect the background

noise levels. The 1–10 Hz median icequake spectrum is about 20–30 dB above the background.

The representative rift icequake is located on the rift north of DR14, located with high

confidence (Figure 4.3c). Two major phases are observed on projections on the vertical-radial

plane. The first phase travels at 3.0 km/s (Figure 4.3e,g) and is strongest on the radial component,

suggesting extensional Lamb wave generated by a source with a considerable horizontal forcing

(Figure S4.2). The second phase travels at 1.5 km/s and is observed on both vertical and horizontal

components with elliptical polarization, suggesting flexural Lamb wave (Figure S4.2).

4.4.2 Icefront Icequakes

At DR01, the median winter background spectrum is similar to DR14, while the summer

background spectrum is 20–30 dB higher than winter (Figure 4.3b), suggesting that icefront

background noise results primarily from seasonal variations in sea ice attenuation of ocean wave

energy and/or temperature. The median icequake spectrum is 10–20 dB higher than the summer

background spectrum over most of the 0.1–20 Hz band.

The representative icefront icequake is located near DR01 at the icefront, with the 95%

confidence interval covering part of the icefront (Figure 4.3d). Two major phases are observed on

projections on the vertical-radial plane, traveling at 6.1 km/s and 3.5 km/s (Figure 4.3f,h). Since

the first phase travels much faster than ice P-waves, a portion of its propagation path must be

99



through the crust. The second phase travels close to ice P-wave speed, but has comparable vertical

and radial components, different from the radial-dominant extensional Lamb waves observed for

the rift icequake. It is likely the extensional Lamb waves generated by a source with primarily

vertical forcing. Alternatively, it might travel through the lithified sediments on the seafloor

[P-wave speed 3.75 km/s Peters et al. 2008]. The icequake is also observed at KPDR, traveling at

1.6 km/s (near 1.5 km/s water wave speed) over the estimated 9 km epicentral distance. Similar

icefront icequakes likely results from either iceberg calving, intra-shelf fracturing, or possibly

basal crevasse expansion near the icefront. Icequake observations at DR01 and KPDR show

such evens are quite common. Among the 50 strongest icequake signals during the time period

when both DR01 and KPDR are deployed, 23 icequakes were clearly detected at both stations,

including the two locatable events in 2015. On-ice and seafloor hydrophone arrays near the ice

edge would be needed to understand these potentially important icefront icequakes.

4.5 Discussion

Rift and icefront icequakes have different temporal distributions, resulting from being

associated with different portions of the gravity wave spectrum. Most icefront icequakes occur in

summer and early fall. Among the 250 strongest icequake signals at DR01, DR02, and DR03,

236, 243, and 205 occurred from January to March respectively, the same period when sea ice is

minimal and the swell-band icefront vibrations are strongest (Figure 4.4a,b,c and Figure S4.3).

The rapid increase (January) and decrease (March) of the swell-band vibrations are accompanied

by a rapid change in cryoseismicity (Figure S4.3), indicating the association of swell and ice

fracturing at the shelf front. Sea ice efficiently attenuates swell and protects the ice shelf. The

winter collapses of the Larsen and Wilkins ice shelves were preceded by increased seasonal sea

ice loss, suggesting that swell may have contributed to triggering their disintegration [Massom

et al. 2018]. However, the very rapid drop-off of swell excitation at the onset of the austral winter
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(Figure 4.2) demonstrate the high sensitivity of swell >0.04 Hz to sea ice damping. Consequently,

unless sea ice was nearly completely absent during the collapse events, it’s questionable whether

swell impacts initiated their collapse, suggesting that undamped heightened winter VLP excitation

could have contributed.

Although there appears to be a clear association between swell forcing and icefront

cryoseismicity, more icequakes do not occur during strong swell arrivals. Three icequake swarms

occurred at DR01 in summer 2015 at DR01 and one at DR02 in 2016. There is no evidence that

they are associated with strong swell arrivals. Additionally, fewer icequakes were observed in

2016 than in 2015 regardless of the swarms, although a strong El Niño occurred in early 2016,

causing higher swells near RIS (Figure 4.4a–d, blue curves). At DR03, 149 strong icequakes

were detected between 12/01/2014 and 09/01/2015, while only 100 icequakes occurred during

the El Niño. This suggests that swell does not directly force ice fracturing, but instead contributes

to fracture expansion and fatigue weakening by persistently impacting the ice shelf.

In contrast to icefront icequakes, no strong seasonal variation of rift seismicity is observed.

Slightly more rift icequakes occurred in winter and early spring, the same period when VLP is

strongest. Among the 250 strongest icequake signals at DR14, on average, about 14 occurred

per month from June to September (Figure 4.4d) versus 9 in other months. But due to such

low seasonal variation, the relation between rift icequakes and VLP impacts is still questionable.

As persistent waves with little sea ice attenuation, VLP may also contribute to ice shelf fatigue

weakening and facilitate icequakes indirectly. Additionally, rift icequakes have been related to

thermal tidally-driven stresses [Olinger et al. 2018], indicating that multiple factors are involved.

The spatial distribution of strong icequake detections across the RIS is influenced by the

array configuration and station positions (Figure 4.1a). Icefront stations (all located 2 km from

the ice edge) show amplitude variability (Figure 4.4e) that must be associated with gravity wave

variability along the front and/or variable ice integrity. Near-rift amplitudes generally decrease

with distance from the rift near DR14. At stations away from the rift or front (RS03, DR05, DR06,
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DR11), strong icequake detections are far fewer and with lower amplitude, indicating that there

are regions of the RIS that exhibit relatively low seismicity, even in passive ice regions [Fürst

et al. 2016] where ice velocity is high [Rignot, Mouginot, and Scheuchl 2011].

4.6 Conclusions

Ice shelves restrain ice discharge to the sea. Their integrity may deteriorate due to several

factors, including the ocean gravity wave impacts. Gravity wave amplitudes, AG, were estimated

from seafloor pressure data near the RIS front. Together with on-ice vertical seismic displacement

amplitudes, ASV , at a near-front seismic station, the transfer function, TGSV , from AG to ASV was

shown to be nearly constant below 0.01 Hz with a rapid decrease at higher frequencies. Analysis

on the high-frequency swell band (>0.04 Hz) is limited by unreliable AG estimation due to poor

signal-to-noise. Based on the source locations, spectra, and travel speeds, two types of icequakes

were observed on the RIS, rift icequakes and icefront icequakes, both exhibiting two major phases.

Rift icequakes mainly occurred along a rift about 150 km from the icefront, primarily spanning the

1–10 Hz band. These icequake signals propagate in the ice, with the phases traveling at 3.0 km/s

and 1.5 km/s. Their occurrences do not show a significant correlation with gravity wave events,

suggesting that fracture expansion and associated weakening from persistent wave excitation may

be important factors that precondition the ice for fracturing under moderate ocean-driven stresses.

Icefront icequakes span a wider frequency band, down to 0.1 Hz or lower, with phases traveling at

higher speeds, indicating travel paths through the crust (6.1 km/s) and though the ice or lithified

sediments (3.5 km/s). These may result from iceberg calving, intra-shelf fracturing, or basal

crevasse expansion. The seismicity has a strong seasonal concentration, with most occurring

during the austral summer when sea ice is absent. Closely-spaced on-ice and seafloor hydrophone

arrays near the ice edge are needed to understand these potentially important fracture events.

102



Acknowledgements

Bromirski, Gerstoft, and Chen were supported by NSF grant PLR 1246151. Bromirski

also received support from NSF OPP 1744856 and CAL DPR C1670002. Stephen was supported

by NSF grant PLR-1246416. Wiens, Aster, and Nyblade were supported under NSF grants

PLR-1142518, 1141916, and 1142126, respectively. Seismic instruments and on-ice installation

support were provided by the Incorporated Research Institutions for Seismology (IRIS) through

the PASSCAL Instrument Center at New Mexico Tech. The RIS and KPDR seismic data are

archived at the IRIS Data Management Center, http://ds.iris.edu/ds/nodes/dmc/, with network

code XH and KP, respectively. The facilities of the IRIS Consortium are supported by the National

Science Foundation under Cooperative Agreement EAR-1261681 and the DOE National Nuclear

Security Administration. We thank Patrick Shore, Michael Baker, Cai Chen, Robert Anthony,

Reinhard Flick, Jerry Wanetick, Weisen Shen, Tsitsi Madziwa Nussinov and Laura Stevens for

their help with field operations. Logistical support from the U.S. Antarctica Program in McMurdo

was critical, and is much appreciated.

Remark

Chapter 4, in full, has been submitted for publication as Chen, Z., Bromirski, P.D., Ger-

stoft, P., Stephen, R.A., Lee, W.S., Yun, S., Olinger, S.D., Aster, R.C., Wiens, D.A., and Nyblade,

A.A., 2019, “Ross Ice Shelf Icequakes Associated with Ocean Gravity Wave Activity", Geophys-

ical Research Letters. The dissertation author was the primary investigator and author of the paper.

103



Figures

Figure 4.1: (a) The on-ice broadband seismic array and the OBS off the ice shelf front (trian-
gles), with morphology as background [Haran et al. 2014; Scambos et al. 2007] and located
icequakes (red dots). (b) Spectrograms of the ocean bottom pressure at KPDR (top) and vertical
displacement at DR01 (bottom). The sampling rate of the seismic data is 1 Hz. (c) Combined
VLP and IG band (0.001–0.02 Hz) AG (blue) near the RIS front, estimated from the OBS
(b, top), in comparison with ASV (red) at the RIS front, estimated from the vertical seismic
displacement spectrogram at DR01 (b bottom). Both were smoothed with a 12-h median filter.
Major earthquakes and other strong transients were removed. The strong IG event in May and
the tsunami in September are annotated. (d) Frequency-dependent transfer function for the
ocean-wave height to the vertical displacement of the ice shelf front in summer (Jan 17–Mar
15, 2015, red), winter (Jul 1–Sep 1, 2015, blue), and whole year (Jan 17–Dec 8, 2015, black).
The gray area indicates the range of the ASV/AG ratio of the time segments that were used for
transfer function estimation.
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Figure 4.2: (a) AG at KPDR estimated from the bottom pressure spectrogram, Figure 4.1b. The
clipped amplitudes in early December are 13.2 and 13.5 mm for the 0.03–0.04 and 0.001–0.04-
Hz bands. (b) ASV at DR01. The amplitude of the two clipped 0.03–0.1-Hz peaks in January are
0.9 and 2.1 mm.
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Figure 4.3: DR14 (a) and DR01 (b) spectra of the vertical displacements of the 250 strongest
icequake signals (gray) with median (black) and representative icequake (green) spectrum, as
well as summer (Jan 15–Mar 15, 2015, red) and winter (Jul 1–Sep 1, 2015, blue) background
noise spectra. Near-DR14 (c) and near-DR01 (d) map of the stations (black triangle) and repre-
sentative icequake (red dot) with 95% confidence intervel (blue), morphology as background
[Haran et al. 2014; Scambos et al. 2007]. The icequakes were located with the phase traveling at
3.0 km/s (c, DR14) and 6.1 km/s (d, DR01). Vertical (e) and radial (g) displacement moveout
of representative icequake near DR14, 2–8 Hz bandpassed and normalized to its maximum
amplitude. (f, h) Same as (e, g) but for DR01. KPDR pressure response is included.
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Figure 4.4: DR01 (a), DR02 (b), DR03 (c), and DR14 (d) weekly medians of ASV in the VLP
band (0.001–0.003 Hz, green curve) and swell band (0.03–0.1 Hz, blue curve), with the temporal
distribution of the 250 strongest icequake signals (red circles: located in Figure 4.1a; black
circles: unlocated) from Dec 1, 2014 to Nov 1, 2016. The representative icequakes near DR01
and DR14 in Figure 4.3 are indicated by arrows in (a) and (d). The swell-band ASV units are
mm for DR01, DR02, and DR03, but is µm for DR14. (e) Vertical amplitude distribution of the
strongest 250 (or fewer) icequake signals (dots) at each station in Figure 4.1a (zoom-in map in
Figure 4.3c). The box and the band inside indicate the three quartiles. Fewer than 250 icequakes
were detected at DR05 (80), DR06 (83), DR11 (106), RS03 (41), RS04 (214), RS05 (203).
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4.7 Appendix

4.7.1 Gravity Wave Amplitude, Seismic Wave Amplitude, and Transfer

Function Estimation

For a gravity wave train propagating on a free surface along the horizontal x axis with

amplitude a, wavenumber k, and angular frequency ω, the time-dependent dynamic pressure at

depth z is

p(z) = ρga
cosh(k(z+H))

cosh(kH)
cos(kx−ωt), (4.1)

where ρ is water density (1025 kg/m3), g is gravitational acceleration (9.8 m/s2), H is total water

depth (741 m for KPDR) [Kundu, Cohen, and Dowling 2011, Equation 7.31]. Hence, the bottom

dynamic pressure pBDP = p(z =−H) can be represented by the product of the surface dynamic

pressure pSDP = p(z = 0) and the frequency-dependent surface-to-bottom dynamic pressure

decay factor α( f )

pBDP = α( f )pSDP, (4.2)

where

α( f ) = cosh−1(kH). (4.3)

By solving the gravity wave dispersion relation [Kundu, Cohen, and Dowling 2011, Equation 7.29]

c =
ω

k
=

√
g
k

tanh(kH), (4.4)

the wavenumber k, and thereafter α( f ), can be determined for each frequency. Let SSDP( f , t)

be the surface dynamic pressure spectrogram, i.e. the spectrogram of pSDP, and SBDP( f , t) be

the bottom dynamic pressure spectrogram, i.e. the spectrogram of pBDP. SBDP( f , t) is calculated

with 4096-s long Hanning-windowed pressure data segments, overlapped 1024 s. The 100-Hz
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sampled pressure data are lowpass filtered at 0.4 Hz and downsampled to 1 Hz for spectrogram

calculation. According to Equation 4.2, SSDP( f , t) is estimated by

SSDP( f , t) = α
−2( f )SBDP( f , t). (4.5)

The gravity wave amplitude spectrogram SG( f , t) is then obtained by

SG( f , t) =
SSDP( f , t)
(ρg)2 . (4.6)

Let SSV ( f , t) be the vertical seismic displacement spectrogram. SSV ( f , t) is calculated

with the same parameters as for SBDP( f , t) except that 1-Hz sampled seismic data are directly

available. The frequency-dependent transfer function, TGSV ( f ), is defined by

SSV ( f , t) = TGSV ( f )SG( f , t) (4.7)

and is estimated by minimizing

‖SSV ( f , t)−TGSV ( f )SG( f , t)‖2
2 (4.8)

at each frequency f .

The time-dependent gravity wave amplitude AG(t) in frequency band [ f1, f2] is estimated

by

AG(t) =

√∫ f2

f1
SG( f , t)d f (4.9)

Similarly, the time-dependent vertical seismic displacement amplitude AS(t) in frequency
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band [ f1, f2] is estimated by

ASV (t) =

√∫ f2

f1
SSV ( f , t)d f (4.10)

In real data processing, temporal segments with missing data, earthquakes, or significant

instrument noise are discarded. Transfer function values are first calculated for each segment

and then sorted. Segments giving transfer function values below 5 percentile level or above 95

percentile level are discarded in transfer function estimation. The summer, winter, and whole year

estimation are based on 4633, 5132, and 26271 segments, respectively.

4.7.2 Icequake Detection

First, we use short-term-average/long-term-average (STA/LTA) methodology [Withers

et al. 1998] to detect signals with high signal-to-noise-ratio (SNR). A STA/LTA ratio above a

preselected “on-threshold" identifies a high-SNR signal. The detected signal is regarded as ended

when the ratio drops below a preselected “off-threshold". This process is automated by ObsPy

[Beyreuther et al. 2010], a Python package that we used in this study. The lengths of the short

time window and the long time window are 3 and 60 seconds. The on and off thresholds are 10

and 1.

Second, we clean the detection results by removing the non-icequake signals. One kind of

non-icequake signals has waveforms like a sequence of the same wavelet, often with much higher

amplitudes than adjacent normal data. Another kind of non-icequake signal is an earthquake. We

differentiate them from icequakes with an empirical method based on the following aspects. (1)

Earthquake sources are mainly out of the RIS, while icequake sources are mainly within the RIS.

(2) Earthquake signals propagate at a higher speed than icequakes. (3) Earthquakes are usually

observed at most of the 34 RIS array stations, except that they can sometimes be overwhelmed

by the strong background noise at the icefront. Icequakes (1–8 Hz) can hardly propagate more

than 200 km, i.e. they can be observed at less than 20 stations, but typically 10 or less. Though
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lower-frequency icequakes, like the stick-slip icequakes [Wiens et al. 2008], can propagate a

longer distance, they are out of this paper’s scope.

4.7.3 Icequake Location

Icequakes are located based on Chapter 5.7 of [Shearer 2009]. Icequakes are defined by

their origin times t0 and hypocenter locations, i.e. latitude θ, longitude φ, and depth h. For the

RIS (hundreds of meters thick), the focal depth h is much less than the epicentral distance (tens of

kilometers); therefore, h is neglected in the following. The seismic arrival time at the nth station

is predicted by

t p
n = Fn(t0,θ,φ), (4.11)

where Fn is a prediction operator that incorporates the Earth model parameters. For icequake

signals traveling at uniform apparent speed c, Fn is simplified as

t p
n = t0 +

dn(θ,φ)

c
, (4.12)

where dn denotes the epicentral distance of the nth station.

Let the model vector m = (t0,θ,φ,c)T , where the superscript (·)T denotes transpose. The

cost function is defined as the sum of squared arrival time prediction errors at the N stations

ε(m) =
N

∑
n=1

[tn− t p
n (m)]2, (4.13)

where tn is the observed arrival time at the nth station. Minimization of ε(m) yields an estimate

of the model vector mbest. Since dp
n (θ,φ) is a non-linear function, the minimization is done by

grid search.

For simplicity, assume the misfit tn− t p
n (m) is caused by uncorrelated, random Gaussian
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noise with standard deviation of σ, which can be estimated by the residuals at mbest

σ
2(mbest) =

∑
N
n=1[tn− t p

n (mbest)]
2

ndf
, (4.14)

where ndf = N−4 is the degree of freedom since m has 4 components. Accordingly, the variable

χ
2(m) =

N

∑
n=1

[tn− t p
n (m)]2

σ2 , (4.15)

follows χ2 distribution with ndf degrees of freedom, from which the 95% confidence limits can

be obtained.

This is a basic method to get a first estimation of the icequake locations. Waveform

cross-correlation methods could be applied to improve relative locations.
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Table S4.1: Elastic parameters of air, ice [Diez et al. 2016], and water that are used in generating
the synthetic seismograms on the ice shelf surface (Figure S4.2).

Layer cP (km/s) cS (km/s) Density (kg/m3)
Air 0.340 0 1.225
Ice 3.772 1.875 916

Water 1.500 0 1024
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Figure S4.1: Sea ice concentration on Mar (a) 01, (b) 10, (c) 20, and (d)30 in 2015. Imagery
from NASA Nimbus-7 SMMR and DMSP SSM/I-SSMIS Passive Microwave Data [Cavalieri
et al. 1996 to present, updated yearly], courtesy NASA NSIDC DAAC.
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Figure S4.2: Synthetic seismograms on the ice shelf surface in a three layer model composed
of air (half space), ice (300 m thick), and water (half space), with elastic parameters given
in Table S4.1. They are generated with OASES, a software for modeling seismo-acoustic
propagation in horizontally stratified waveguides [Schmidt and Jensen 1985]. The source is
10 m above the ice shelf bottom with a Ricker wavelet source function centered at 5 Hz. The
source direction and receiver component are annotated. The speeds of P-wave (cP=3.772 km/s,
red), S-wave (cS=1.875 km/s, blue), extensional Lamb wave (cEL=3.0 km/s, magenta), and
flexural Lamb wave (cFL=1.5 km/s, cyan) in the ice shelf are indicated. The seismic traces are
normalized with the same factor in (a), (b), and (c) and are 10 times more normalized in (d).

115



Figure S4.3: Zoom-in plot of austral summer activity from Figure 4.4. Weekly medians of ASV

in the VLP band (0.001–0.003 Hz, green curve) and swell band (0.03–0.1 Hz, blue curve) from
Jan 1 to Apr 1, 2015. Icequakes that could be located are indicated by red circles, with positions
shown in Figure 4.1a. (b, d, f) Same as (a, c, e) but for ASV a year later. The three swarms at
DR01 (a) and the two swarms at DR02 (d) are indicated by black arrows. The representative
icequake near DR01 (shown in Figure3d) is indicated by the red arrow in (a).
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