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Impact of Sensing Errors on Headway Design: 
From α-Fair Group Safety to Traffic Throughput 

Wei Shao, Member, IEEE, Zejun Fan, Chia-Ju Chen, Zhaofeng Zhang, Jiaqi Ma, Junshan Zhang, Fellow, IEEE, 

Abstract—Headway, namely the distance between vehicles, is a 
key design factor for ensuring the safe operation of autonomous 
driving systems. There have been studies on headway opti-
mization based on the speeds of leading and trailing vehicles, 
assuming perfect sensing capabilities. In practical scenarios, 
however, sensing errors are inevitable, calling for a more robust 
headway design to mitigate the risk of collision. Undoubtedly, 
augmenting the safety distance would reduce traffic throughput, 
highlighting the need for headway design to incorporate both 
sensing errors and risk tolerance models. In addition, prioritizing 
group safety over individual safety is often deemed unacceptable 
because no driver should sacrifice their safety for the safety of 
others. In this study, we propose a multi-objective optimization 
framework that examines the impact of sensing errors on both 
traffic throughput and the fairness of safety among vehicles. The 
proposed framework provides a solution to determine the Pareto 
frontier for traffic throughput and vehicle safety. ComDrive, a 
communication-based autonomous driving simulation platform, 
is developed to validate the proposed approach. Extensive ex-
periments demonstrate that the proposed approach outperforms 
existing baselines. 

Index Terms—Autonomous Vehicles, Alpha Fairness, Sensing 
Errors. 

I. INTRODUCTION 

AUTONOMOUS driving technology has the potential 
to revolutionize the transportation industry, profoundly 

impacting society, the economy, and human daily life [44], 
[59]. It is envisioned that autonomous driving can signif-
icantly enhance road safety by minimizing the number of 
accidents caused by human errors [21], improving mobility 
for those unable to drive, optimizing road usage, reducing 
traffic congestion, and enhancing travel time. Additionally, it 
presents significant economic benefits, such as cost savings 
for individuals and businesses. Concerning human daily life, 
autonomous driving technology can transform how people 
interact with their vehicles and how cities and suburbs are 
designed by enabling individuals to use their commute time 
for other activities, minimizing the need for car ownership, and 
reducing pollution and traffic in urban areas. However, it also 
poses significant challenges, including safety issues caused by 
sensing errors, reduced traffic throughput if not planned well, 
and fair treatment of all vehicles. 

Sensing is a critical component of autonomous driving 
technology, as it allows the vehicle to detect and respond 
to its surroundings, including other vehicles, pedestrians, and 
obstacles. However, sensing errors can occur due to various 
factors, such as adverse weather conditions, poor lighting, and 
sensor malfunctions. These errors can result in inaccurate in-
formation about the vehicle’s surroundings, potentially leading 

Fig. 1. Illustration of group safety and individual safety. Though the sum of 
the safety in both scenarios is the same, the risks of each individual vehicle 
are significantly different. 

to unsafe driving conditions. Regarding safety in autonomous 
driving, sensing errors can cause inaccurate estimation of the 
safety distance (distance headway), potentially increasing the 
risk of collisions [21], [58]. For instance, imagine a vehicle 
equipped with a sensor system that can detect the distance 
between it and the vehicle in front of it. Suppose the sensor 
system’s sensing distance is much greater than the minimum 
safe distance. In that case, the vehicle may accelerate to catch 
up to the leading vehicle, potentially causing the distance 
between the two vehicles shorter than expected. This behavior 
could increase the risk of a rear-end collision. On the other 
hand, Underestimating the distance headway can result in an 
unnecessarily large distance headway, reducing traffic through-
put. Determining the appropriate safety distance is a delicate 
balance that depends on the accuracy and reliability of sensors 
used to measure the distance, as well as the risk tolerance of 
the driving model. In practice, perfect sensing is challenging 
due to errors in onboard sensors such as radar, GPS, and 
cameras. These errors can result in incorrect calculations of the 
time to collision (TTC) [30], a critical factor in determining 
the safety distance. Therefore, addressing sensing errors and 
developing robust risk tolerance models is critical to ensure 
safe and efficient autonomous driving. 

While much research on studying sensing errors has focused 
on the influences on the safety issue of a single vehicle 
named individual safety, there has been limited consideration 
of group safety and fairness. In traditional safety evaluation 
methods, group safety is often measured as the sum of the 
safety indicators for each vehicle, which can be unfair and 
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potentially dangerous for individual vehicles. As illustrated 
in Figure 1, consider two scenarios involving vehicles A and 
B. In the first scenario, both vehicles have a time-to-collision 
(TTC) safety measurement of 0.5. In the second scenario, the 
TTC measurement for vehicle A is 0.9, while that for vehicle 
B is 0.1. While the total safety measurement is the same 
in both scenarios, the risks for each vehicle are significantly 
different. Vehicle A in the first scenario has more time to avoid 
a collision, while Vehicle B in the second scenario has little 
room for error. However, increasing the safety of one vehicle 
cannot fully compensate for a decrease in another vehicle’s 
safety. Therefore, balancing individual and group safety is a 
significant challenge for future autonomous driving. Ensuring 
that no individual vehicle would sacrifice too much of its safety 
to improve the safety of other vehicles is essential. Fairness, 
as a crucial concept in modern society, should be integrated 
into the design and evaluation of autonomous driving systems 
to ensure that the benefits and risks are distributed equitably 
among all vehicles on the road. 

To address these challenges, we propose FairAV, a multi-
objective reinforcement learning-based approach for au-
tonomous driving with stochastic sensing errors and fair-
ness considerations. Compared to existing approaches, FairAV 
achieves (1) Real-time balance between traffic throughput and 
safety with sensing errors: Using a multi-objective reinforce-
ment learning approach, FairAV can obtain a Pareto sub-
optimal solution in real-time, balancing the two objectives 
of traffic throughput and group safety with sensing errors. It 
accomplishes this by setting the traffic throughput and safety 
as two contradicted objectives and adding a variable-length 
compensated margin to the sensing headway as the action. 
(2) Fairness in vehicle safety: We designed a new safety 
metric called α-fair group safety that guarantees the minimum 
safety for individual vehicles and strikes a balance between 
group safety and individual safety. Using our multi-objective 
optimization framework, we can provide a fairer guarantee of 
safety among vehicles. 

Our main contributions can be summarized as follows: 

• To the best of our knowledge, we are the first to propose 
the concept of safety fairness in autonomous driving. We 
design a novel fair group safety metric named α-fair 
group safety to ensure safety fairness among autonomous 
vehicles. This approach also provides insights into bal-
ancing individual and group safety. 

• To enhance group safety, we develop a method to coun-
teract the adverse effects of sensing errors on detected 
headway. Alongside this, we introduce a bi-objective 
reinforcement learning solution aimed at achieving a 
balance between group safety and traffic throughput. 

• Our extensive experimentation with FairAV, our devel-
oped approach, demonstrates its effectiveness in miti-
gating sensing errors’ impact on safety and traffic flow. 
We also evidence the benefits of incorporating fairness 
into vehicle safety. Comparatively, our approach shows 
notable improvements over traditional multi-objective 
optimization, as evidenced in trials on our developed 
ComDrive simulation platform. 

II. RELATED WORK 

In this section, we explore recent advancements in multi-
objective optimization and fairness in cooperative driving, 
specifically within the framework of autonomous vehicle tech-
nology. 

A. Cooperative Driving 

The field of cooperative driving, especially in the realm 
of autonomous vehicles, is rapidly progressing with a strong 
focus on improving traffic efficiency and safety. 

The initial stages of cooperative driving research delved 
into the fundamental aspects of vehicle-to-vehicle (V2V) com-
munication. Research by Wang et al. [53] demonstrated that 
leveraging V2V communications for cooperative driving can 
significantly reduce traffic congestion and enhance both traffic 
capacity and stability. The concept of vehicle-to-infrastructure 
(V2I) communication is equally vital in the cooperative driving 
framework. Djahel et al. [14] introduced a model wherein 
roadside infrastructure, such as traffic light controllers at inter-
sections, transmits traffic signal timing to oncoming vehicles. 
Utilizing this data, the vehicles collaboratively calculate their 
optimal speeds and other necessary maneuvers to navigate 
intersections with minimal delay and, ideally, without the 
need to stop. Based on the principles of V2V and V2I 
communication, Wang et al. proposed Connected Automated 
Vehicles (CAVs), which can achieve optimal traffic efficiency 
while ensuring safety, energy efficiency, and a comfortable 
experience for passengers. 

Recent studies in cooperative driving have predominantly 
concentrated on three areas: enhancing cooperative perception, 
optimizing communication strategies, and refining control tac-
tics. Cooperative perception has been a key focus, employing 
wireless communication technologies to merge environmental 
data collected by edge nodes with local sensory inputs. This 
integration not only boosts the precision of vehicle percep-
tion but also minimizes latency and addresses perception 
blind spots, as explored by Cui et al. [9]. Another vital 
element in this field is the optimization of communication. 
Addressing network latency fluctuations and the limitations 
of current mobile network bandwidth is crucial for enhancing 
the reliability and safety of autonomous vehicle operations, 
a topic Liu et al. [34] have investigated in depth. Lastly, 
the advancement in control strategies forms a crucial part 
of cooperative driving. This involves the development of 
sophisticated approaches like trajectory planning [51], Model 
Predictive Control (MPC) [41], and the creation of scenario-
specific rules to mitigate traffic congestion [10], [55]. 

These research efforts collectively highlight the transfor-
mative potential of cooperative driving in revolutionizing 
transportation systems. However, they primarily concentrate 
on assessing the performance metrics of cooperative driving 
as a collective entity, while often overlooking the aspect of 
fairness among individual vehicles. 

B. Multi-objective Optimization 

We have formulated our problem as a bi-objective opti-
mization problem and aim to find a sub-optimal solution that 
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maximizes both objectives while satisfying certain constraints. 
In multi-objective optimization, three categories of methods 
can typically be used: enumerative, deterministic, and stochas-
tic [40]. 

Enumerative methods evaluate all feasible solutions and are 
impractical for many real-world multi-objective optimization 
problems due to the vast solution space [8]. Deterministic 
methods, such as Greedy [38], Hill Climbing [13], and best-
first algorithms [36], rely on gradients or derivatives. However, 
these methods are unsuited for optimizing problems with many 
design variables and multiple local minima, maxima, and 
saddle points [8]. Stochastic techniques include meta-heuristic 
optimization algorithms and iterative approach-based algo-
rithms from a set of randomly generated candidate solutions. 
Such methods are widely used in multi-objective optimization, 
particularly in engineering. Although meta-heuristic optimiza-
tion algorithms can find globally optimal solutions with a well-
designed fitness function, their high computational cost and 
one-time use data are unsuitable for dynamic environments 
that require real-time decision-making. Furthermore, meta-
heuristic approaches rely on a deep understanding of the 
environment and an explicit physical model, such as the 
driving behaviors of all vehicles, which is difficult to obtain 
in a real-world autonomous driving setting. 

Recently, multi-objective reinforcement learning (MORL) 
has become a popular approach for solving multi-objective 
optimization problems. MORL has many advantages over 
meta-heuristic optimization methods for real-time and flexible 
decision-making, which is crucial for autonomous vehicle 
driving. Reinforcement learning (RL) [27] is a set of al-
gorithms that enable agents to learn how to take action in 
various situations. In single-objective reinforcement learning, 
the goal is to find a function that maps states to actions that 
maximize the reward received over time. In contrast, MORL 
involves maximizing multiple objectives, each representing 
performance on a particular goal. MORL addresses sequential 
decision-making problems that involve balancing competing 
objectives [25]. Autonomous driving involves making con-
tinuous, optimal decisions over time in a complex, high-
dimensional environment [31]. This decision-making process 
can be formalized using classical RL techniques, enabling the 
autonomous vehicle to learn about and adapt to its environment 
optimally. However, due to the combinatorial size of this 
environment, learning and decision-making in autonomous 
driving present a significant challenge [50]. In recent years, 
deep reinforcement learning (DRL) has been widely used in 
autonomous driving, particularly in multi-agent systems. DRL 
enables agents to generalize their knowledge to new, unseen 
situations and has led to the development of new algorithms 
for handling continuous state and action spaces [28]. This has 
made DRL particularly useful in the context of autonomous 
driving. 

C. Fairness 

Recently, there has been a growing interest in fairness in 
both the design of applications and algorithms. For exam-
ple, Raman et al. studied fairness in ride-sharing platforms 

and developed methods for reducing income fluctuations and 
inequality by incorporating fairness constraints into the ob-
jective function and redistributing income to drivers [43]. 
Belahcene et al. [3] have also introduced fairness into the joint 
selection and allocation of items to a population. Regarding 
algorithms, researchers have used reinforcement learning in 
pursuit-evasion games to study fairness in multi-agent sys-
tems [20], [26], and have incorporated fairness into deep neural 
networks [1], [15]. 

The issue of fairness in autonomous driving systems has 
captured the attention of researchers across various do-
mains [4], [12]. For example, in a dynamic vehicle routing 
problem with stochastic requests and a given time horizon, 
Soeffker et al. [48] investigated the trade-off between higher 
acceptance rates and increased fairness. Wang et al. [52] 
developed the first data-driven fairness-aware displacement 
system to improve overall profit efficiency and fairness for e-
taxi fleets. In 2022, Yin et al. [61] jointly optimized passenger 
allocation and vehicle scheduling to maximize transportation 
network utility, focusing on economic vehicle use and fair 
passenger allocation. Furthermore, in 2017, Hacker proposed 
three interventions to promote fairness in the code of au-
tonomous systems, including mandatory “data safe” alterna-
tives, personalized data protection, and procedural rules on 
algorithmic fairness [23]. 

Despite these efforts, little attention has been devoted to 
fairness in the context of driving safety in autonomous driving. 
Therefore, further exploration is necessary to ensure that safety 
is equitably distributed among all vehicles on the road. 

III. PRELIMINARY 

In this section, we introduce the foundational concepts 
pertinent to our research, including the two objectives of our 
problem: traffic throughput and safety. Additionally, we will 
define and discuss the distinctions between group safety and 
individual safety in the autonomous driving field. 

A. Traffic Throughput Φ 

Traffic throughput refers to the number of vehicles passing 
through a given roadway or transportation network within 
a specific time frame, typically measured in vehicles per 
hour or day [17]. It is an essential factor in transportation 
engineering and planning, as it can impact the congestion level 
on roadways, the travel time for commuters, and the overall 
efficiency of the transportation network. Maximizing traffic 
throughput can help reduce traffic congestion and improve the 
mobility of people and goods while minimizing the number 
of accidents on the road. 

According to [17], the traffic throughput can be defined as: 

Φ(T, x) = 
m 
T 
, (1) 

where m is the number of vehicles passing the fixed point x 
during an interval T . 

Assume that n is the number of vehicles on the road we 
design. In our model, the interval T is short. Apparently, m < 
n. Thus, the traffic throughput defined above represents the 
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impact of some vehicles and cannot make a good assessment 
of all vehicles. Thus, we redefine the traffic flow. 

For a circular road, if just one vehicle is on the road, then 

Φ = 
1 
t 
= 
v 
s 
, (2) 

where v is the velocity of the vehicle and s is the length of 
the road. 

Given the above definition, for n vehicles, 

Φ = 
N 

i 

v 
s 
= 
v 
s 
× n. (3) 

Note that n can be calculated as follows: 

n = 
s 

h 
, (4) 

where h denotes the average distance headway of n vehicles. 
Thus, we can transform Φ into this way: 

Φ = 
v 

h 
(5) 

Based on Eq. 5, we get the definition of individual traffic 
throughput: 

ϕi = 
vi 
hi 
. (6) 

Finally, the total traffic throughput can be redefined as: 

Φ = 
n 

i=1 

ϕi = 
n 

i=1 

vi 
hi 
, (7) 

where n is the number of vehicles, vi is velocity of vehicle i 
and hi denotes the headway between vehicles i and i+ 1. 

B. Group Safety vs. Individual Safety 

To assess the safety of vehicles in traffic, various indi-
cators are used to determine whether a vehicle is operating 
safely [56]. Generally speaking, individual safety and group 
safety are the two most popular indicators. In the realm 
of autonomous driving, the term individual safety refers to 
protecting the occupants of a single vehicle. In contrast, group 
safety in autonomous driving pertains to the safety of all 
road users. The importance of individual and group safety 
in developing and deploying autonomous driving technology 
cannot be overstated. Ensuring the safety of all road users is 
crucial for the widespread adoption of this technology, and 
careful consideration of individual and group safety concerns 
is paramount. 

1) Individual Safety: Time to collision (TTC) [30] is one 
of the most popular indicators used to measure a vehicle’s 
individual safety. By estimating the time required for a po-
tential collision, TTC provides a useful metric for evaluating 
the effectiveness of collision avoidance systems and other 
safety features. In addition, many modern vehicles now come 
equipped with collision avoidance systems that use TTC as a 
critical parameter for assessing the risk of a collision and trig-
gering automatic emergency braking or other safety measures. 
As such, TTC has become an important metric for evaluating 
the safety of vehicles and for promoting the development and 
implementation of advanced collision avoidance technologies. 

Hence, we use it to measure each vehicle’s individual safety 
ψi. Without loss of generality, assume vehicle j is the front 
vehicle of the subject vehicle i. Then the individual safety of 
the vehicle i can be defined as: 

ψi = 
hi − ℓj 
vi − vj 

, (8) 

where hi is the headway of vehicle i, ℓj denotes the length of 
the front vehicle j, and vi and vj are velocities of vehicles i 
and j. 

2) Group Safety: In the context of autonomous vehicles, 
group safety refers to the safety of all individuals sharing the 
road. In this study, we define group safety as the safety of all 
autonomous vehicles sharing the same road networks, which is 
measured as the sum of the individual safety of each vehicle. 
Specifically, we use the sum of the time-to-collision (TTC) of 
each vehicle to define the group safety function Ψ(TTC) as 
follows: 

Ψ(TTC) = 
n 

i 

ψi (9) 

While this definition can effectively measure the overall 
safety of vehicles within the same road network, it lacks 
consideration for fairness among vehicles. This omission can 
potentially result in harm to specific vehicles in the network. In 
essence, we cannot disregard individual safety in the pursuit 
of overall safety. Our objective is to enhance overall safety 
while ensuring that each individual receives equitable security 
protection. To address this issue, we introduce a novel metric 
in the following section. 

IV. PROBLEM FORMULATION 

This section presents three proposed solutions to the afore-
mentioned problems. Firstly, we propose an error-aware mar-
gin to alleviate the impact of headway sensing errors. Sec-
ondly, we introduce an α-fair group safety metric to promote 
fairness in safety measurements. Lastly, we formulate the 
problem as a bi-objective optimization problem and present 
a reinforcement learning-based approach to strike a balance 
between traffic throughput and group safety. 

A. Sensing-error-aware Headway Margin 

Fig. 2. Illustration of error-free headway and perceptual headway: Error-
aware margin denotes an additional margin incurred by sensing errors beyond 
the error-free headway of the subject vehicle. 

As illustrated in Fig. 2, we introduce an error-aware head-
way margin, denoted as δ, to mitigate the impact of sensing 
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errors on vehicle safety. In specific scenarios where the sensing 
device’s noise persistently underestimates the true headway, 
the following vehicle may be slowed down. To counteract 
this, we can employ a negative error-aware margin as a 
compensatory measure, effectively increasing the perceived 
headway and allowing the following vehicle to maintain a 
higher velocity without compromising safety. Determining 
the optimal δ value depends on various factors, such as the 
sensor technology employed, environmental conditions, and 
the characteristics of the headway sensing errors. 

Our proposed reinforcement learning-based approach, 
which is presented later in the paper, is designed to adapt 
to sensing uncertainties and learn the balance between traffic 
throughput and group safety in the presence of sensing errors. 
This learning process intrinsically accounts for the sensing 
errors when optimizing the error-aware margins. 

With the inclusion of the error-aware margin, the corre-
sponding modified individual safety of vehicle i is given by: 

ψ̂i = min 

 
hi + δi − ℓ j 
vi − vj 

, TTC 

 

(10) 

where TTC is the maximum meaningful value for the time-
to-collision, and δi denotes the margin added to the headway 
of vehicle i. Other variables are the same as in Eq. 8. We 
can see that a positive margin is likely to increase individual 
safety, and a negative one might decrease it. 

Additionally, the modified traffic throughput is defined by: 

ϕ̂i = 
n 

i=1 

vi 
hi + δi 

, (11) 

By incorporating the error-aware margin in the individual 
safety and traffic throughput equations, we recognize that the 
specific value of the margin can influence the resulting traffic 
throughput. This emphasizes the need to strike a balance be-
tween safety and efficiency when determining the error-aware 
margin to avoid promoting overly conservative or aggressive 
driving behaviors. Furthermore, the inclusion of the error-
aware margin may increase the computational complexity of 
the optimization problem, necessitating more efficient algo-
rithms or approximations to find suitable solutions in a timely 
manner. 

B. α-fair Group Safety 

Many autonomous driving systems focus on maximizing 
group safety. While it is true that in some instances, sacrificing 
the safety of certain vehicles can result in a substantial en-
hancement of the overall safety evaluation, this approach may 
also lead to vehicle collisions, which are unacceptable for safe 
driving. The current group safety metrics fail to ensure fairness 
in individual vehicle safety. In response to this gap in con-
sidering fairness within group safety assessment, we propose 
a new metric in this section: α-fair group safety Ψ(fairness). 
This metric evaluates the group safety of autonomous vehicles 
that share the same road network while taking fairness into 
account. Exactly, when the individual security assessments 
within the group are both higher and more consistent, the 
resulting α-fair group security metric will be higher as well. 

Ensuring the individual safety of each vehicle can be 
regarded as a single resource allocation problem that has been 
extensively studied. Based on the work [29], [45], we employ 
a fairness scalarization function proposed by [29] that tackles 
fairness-efficiency trade-off to define the fairness of safety in 
this problem as follows: 

Ψ = λf ℓ (fβ(Ψ)) + ℓ 

  

i 

ψi 

 

(12) 

ℓ(y) = sign(y) log(|y|) (13) 

fβ(Ψ) = sign(1 − β) · 

  
N 

i=1 

 
ψi 
j ψj 

1−β 
  

1 
β 

, (14) 

where β ∈ (0, 1) ∪ (1,∞) determines the type of fairness 
metric, λf ∈ (0,∞) indicates the emphasis on fairness 
component, and ψi indicates the individual safety of vehicle 
i. 

Although we employ Eq. (12) to guarantee fairness for each 
vehicle, it does not mean we can sacrifice any individual safety 
without a limit. Hence, we set a constraint that ∀ψi ∈ Ψ, ψi > 
0. In the real world, ψi > 0 suggests that the headway of 
vehicle i is not allowed below the 0 according to Eq. 20. 
Additionally, Corollary 7 in [29] gives the lower bound of 
fβ(Ψ) as 

sign(1 − β) · 
 
µΓ1−β + 1 − µ 

 1 
β 

(µΓ + 1 − µ) 
1 
β −1 

, (15) 

where Γ = ψmax 
ψmin 

, and 0 ≤ µ ≤ 1. We can obtain the final 
objective of safety is as follows: 

Ψ = λf log(fβ(Ψ)) + log( 
N 

i 

ψi). (16) 

In order to preserve Pareto optimality [6], the necessary 
and sufficient condition on λf such that Φλf (y) > Φλf (x) if 
y Pareto dominates x is 

λ ≤| β 
1− β 

| . (17) 

This framework adapts the α-fairness concept for safety 
resource allocation, allowing us to balance individual and 
group safety objectives. By applying the fairness scalarization 
function, we model the trade-offs between individual safety 
and group safety, capturing the fairness-efficiency trade-offs 
that arise when trying to balance the safety of individual 
vehicles and the overall group safety. 

C. Problem Statement 

Given N human-driven or autonomous vehicles, we aim 
to obtain a sub-optimal set of error-aware margins δ = g(ϵ) 
to simultaneously maximize the group safety Ψ and traffic 
throughput Φ in a specific road network with uncertain sensing 
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Fig. 3. The solid black line denotes a convex set representing the Pareto front 
of solutions in an error-free environment. The dashed blue line illustrates the 
real traffic-safety trade-off with sensing errors. 

errors. Hence, our problem can be formalized as a multi-
objective optimization problem as follows: 

max
δ 

(Φ, Ψ). (18) 

In multi-objective optimization, it is rare to find a feasible 
solution that simultaneously optimizes all objective functions. 
Instead, focus is placed on finding Pareto optimal solutions [6], 
which cannot be improved in any of the objectives without 
degrading at least one of the other objectives as illustrated in 
Fig. 3. However, due to sensing errors, it may be difficult to 
achieve such a Pareto optimal solution in practice. Addition-
ally, the lower safety bound cannot be guaranteed, which can 
significantly increase collision risks. As a result, we aim to 
pursue a sub-optimal solution in this study. 

V. METHODOLOGY 

This section provides a detailed exposition of our proposed 
solution to address the problem at hand. Our approach re-
volves around the application of multi-agent multi-objective 
(MAMO) deep reinforcement learning (DRL) to the problem. 
In addition, we present a novel reward function designed to 
evaluate traffic flow and safety on a per-vehicle basis, thereby 
offering a nuanced assessment of system performance. The 
structure of this section is as follows: First, we delve into the 
concept of Multi-objective Reinforcement Learning and how 
we utilize it to transform the problem into a multi-objective 
Markov decision process (MOMDP). Next, we discuss our 
implementation of Multi-Agent Reinforcement Learning, ex-
plaining our strategy to combat noise in deep Q-networks, 
particularly within the context of autonomous driving scenar-
ios involving multiple agents. Following this, we outline our 
unique approach to calculating the reward in a cooperative 
multi-agent multi-objective system, with particular attention to 
the individual contribution of each agent. Lastly, we detail the 
adapted enveloped multi-objective Q-learning algorithm used 
for the simultaneous maximization of traffic and safety. 

A. Problem Representation and Training Process 

The multi-objective reinforcement learning (MORL) ap-
proach is utilized to address the problem at hand, concep-
tualizing it as a multi-objective Markov decision process 

(MOMDP). This is achieved by employing a tuple representa-
tion, ⟨S,A, P, rrr, Ω, fΩ⟩, where S denotes the state space, A 
signifies the action space, P(s′ |s, a) represents the transition 
distribution, rrr(s, a) is the vector reward function, Ω is the 
preference space, and fΩ is the preference function [60]. 

The overarching goal of our training procedure is to devise 
a methodology capable of learning policies that are apt for the 
MOMDP. The agent, once trained, should be competent to ad-
just to sub-optimal policies for any arbitrary preference vector 
ωωω within the preference space Ω, with performance assessed 
during the testing time T . The problem is orchestrated in two 
distinct phases for training the agent to adapt to new tasks with 
either predefined or ambiguous preferences. The first phase is 
the learning phase, where the agent acquaints itself with a suite 
of optimal policies corresponding to the MOMDP through 
interactions with the environment and historical trajectories. 
The second phase, the adaptation phase, employs a sample-
efficient learning approach as proposed by [60], adjusting the 
policies acquired in the learning phase to a novel task with a 
given or undefined preference. The loss function at each step k 
during this phase is a composite of two components, LA , and 
LB . The first component, LA , quantifies the disparity between 
the predicted value of a state-action pair and its true value, 
estimated by sampling transitions. The second component, LB , 
facilitates the optimization of the loss function, defined as the 
absolute difference between the predicted and true values of 
a state-action pair under a given preference. The final loss 
function is a balanced sum of these components, computed 
as: 

(1 − λ)L A + λL B (19) 

B. Multi-agent reinforcement learning 

In this work, we aim to mitigate the effects of noise in 
deep Q-networks for autonomous driving scenarios involving 
multiple agents. We propose a multi-objective reinforcement 
learning (MORL) model to address this multi-objective op-
timization problem because traditional approaches, such as 
meta-heuristic approaches, are not well-suited in a dynamic 
environment such as autonomous driving [5]. First, while 
MORL requires significant computational resources during the 
training phase, a well-trained policy can provide a solution 
instantly since all training processes can be done offline, and 
the inference time for a deep neural network can be negli-
gible. In contrast, meta-heuristic approaches need to spend 
a considerable amount of time generating a solution for the 
current environment since they do not separate the training 
and inference stages. Second, MORL can provide an adaptive 
solution to different environments by learning state-action 
mappings through interaction with the dynamic environment. 
Conversely, meta-heuristic approaches rely heavily on the 
current situation and are difficult to adapt to new environments. 
Additionally, with the increasing development of parallel pro-
gramming hardware, such as graphical computational units, 
inferring MORL policies with deep neural networks has be-
come more efficient in recent years. Meanwhile, parallelizing 
meta-heuristic optimization algorithms is challenging [19]. 

To solve this problem using MORL, we formulate it as a 
Markov game in a multi-agent environment [33]. We introduce 
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a variable-length margin to maximize the combined reward of 
traffic throughput and group safety. All the vehicles involved 
in the experiment act as agents and take actions (i.e., enlarge 
margins) to increase the reward. 

At each time step, the agents observe the state of the 
environment and gain experience from each other. The overall 
reward for the system is taken as the sum of the rewards for 
traffic throughput and group safety. To implement the MORL 
approach, we define the state space and action space at each 
time step t as follows: 

State space: The learning agents learn to get experience 
and update decision policy through observing states of the 
environment. Based on the optimization objectives, the agents 
make their decisions using states in the environment. The state 
space is denoted as st = {vt i , ht i, vti+1, h

t
i−1, v

t
i−1}, where vt i

is the velocity of the agent i, and vti+1 and vti−1 are the 
velocities of the front and rear agents of agent i, respectively. 
Furthermore, ht i and hti−1 represent the headway of agent i 
and the agent behind i. 

Action space: The action space includes the interval of 
decision (margins) A = [δmin, δmax], where δmin and δmax 

represent the lower bound and upper bound for margin, 
respectively. 

C. Reward 

Our aim is to measure the unique contribution of each agent 
in a cooperative multi-agent multi-objective system to each 
system objective. To achieve this, we adapted the difference 
reward method proposed by Mannion et al. [35]. For each 
agent, i, the method calculates the difference between the value 
of objective i evaluated by the entire system and the value of 
objective i evaluated by the system without agent i. 

In our problem, we focus on two primary objectives, namely 
traffic throughput and group safety. To incentivize agents to 
contribute towards achieving these objectives, we have defined 
specific reward structures for each agent. 

The reward function of traffic throughput is expressed as: 

Φi = Φ − Φ−i, (20) 

where Φi is the traffic throughput reward of agent i, Φ is traffic 
throughput of the whole system, and Φ−i denotes the traffic 
throughput without agent i. 

Correspondingly, the reward function of group safety is 
expressed as: 

Ψi = Ψ − Ψ−i, (21) 

where Ψi is the safety reward of agent i, Ψ is group safety of 
the whole system, and Ψ−i denotes the group safety without 
agent i. 

To fairly evaluate the contribution of each agent to each 
objective under different preferences, we need to make use 
of normalization to uniform the expected returns’ scale of 
different objectives. 

Thus, for traffic throughput reward of agent i, 

rΦ = 
Φi − Φimin 

Φimax − Φimin 
(22) 

where rΦ is the normalized traffic throughput reward of agent 
i, Φi is the traffic throughput reward of agent i, Φimax and 
Φimin are the utopia and nadir values for traffic throughout 
reward of agent i. 

For group safety reward of agent i, 

rΨ = 
Ψi − Ψimin 

Ψimax − Ψimin 
(23) 

where rΨ is the normalized group safety reward of agent i, Ψi 
is the group safety reward of agent i, Ψimax and Ψimax are 
the utopia and nadir values for group safety reward of agent 
i. 

Then, the overall reward of the system is expressed as: 

rrr(st, at) = [rΦ, rΨ] (24) 

fwww(rrr(st, at)) = ωT rωT rω T r(st, at) (25) 

where www is preference. 

D. Algorithm 

In this section, we adapted an enveloped multi-objective 
reinforcement learning architecture [60] to optimize for the 
simultaneous maximization of traffic and safety. The proposed 
algorithm is outlined in Algorithm 1. 

VI. COMDRIVE 

In this section, we present ComDrive, a new simulation 
platform for autonomous driving simulation and control that is 
built upon the reliable driving simulation platform Flow [57]. 
ComDrive introduces several key innovations and contribu-
tions that set it apart from other similar systems: 

• Enhanced perception module with support for simulating 
various sensor types and incorporating sensor noise, al-
lowing for a more realistic representation of real-world 
driving scenarios. 

• A communication module that enables efficient informa-
tion sharing among agents, providing each agent with a 
comprehensive understanding of the traffic environment 
and facilitating more informed decision-making. 

• Integration of multiple state-of-the-art controllers that can 
leverage the proposed margin to handle sensing errors, 
enhancing the performance of autonomous vehicles in 
uncertain environments. 

• A flexible deep reinforcement learning module that sup-
ports various algorithms and can be tailored to the spe-
cific requirements and characteristics of different tasks, 
promoting more effective learning of margins. 

• An extensive evaluation module that supports various 
performance metrics for comprehensive comparison and 
validation of the proposed system against traditional 
control algorithms and other deep reinforcement learning 
approaches. 

The ComDrive system architecture, as shown in Fig. 4, 
comprises five primary modules: perception, communication, 
evaluation, deep reinforcement learning approaches, and con-
troller. In the following sections, we will introduce the details 
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Algorithm 1 Traffic-Safety Maximization Optimization via 
Enveloped Multi-objective Q-learning 
Input: the preference ωωω, the balance weight λ increasing from 

0 to 1, an N-dimensional fused noises distribution E = 
{ε1, ε2, ..., εN } and controller C ={c1, c2, ..., cN } for each 
vehicle. 

1: Initialize replay buffer Dτ , network Qθ, and λ = 0 
2: for episode = 1,..., m do 
3: for t = 0, ..., n do 
4: for i = 0, ...N do 
5: Observe state st = {vti , ht i + εti, v

t
i+1, h

t
i−1 + 

εt i−1, v
t 
i−1} 

6: Sample an margin ϵ-greedy: 

7: δt = 

 
random margin in A w.p. ϵ 

maxδ∈Aωωω
T Q(st, δ; θ) w.p. 1 − ϵ 

8: Receive a vectorized reward rrrt = [rΦ, rΨ] 
9: Observe st+1 = {vt+1 

i , C(st), ht+1 
i + 

ε t+1 
i , vt+1 

i+1 , h
t+1 
i−1 + εt+1 

i−1, v
t+1 
i−1}

10: Store transition (st, δt, rrrt, st+1) in Dτ 

11: if update then 
12: Sample Nτ transitions (sj , δj , rrrj , sj+1) in Dτ 

13: Compute Qj= rrrj for sj+1 

rrrj + γargmax
δ∈A 

wwwT Q(Sj+1, δ; θ) 1 ≤ j ≤ Nτ 

14: update Qθ 

15: increase λ along the path pλ 

16: end if 
17: end for 
18: end for 
19: end for 

of each module and highlight the innovations they bring to the 
field of autonomous driving simulation and control. 

Fig. 4. ComDrive System Architecture 

A. Perception 

The Perception module plays a crucial role in simulating 
an array of sensors, such as GPS, radar, and cameras, thereby 
providing the controllers with the necessary environmental 
state information. ComDrive offers a highly customizable 
interface that enables users to incorporate sensors of various 
types while specifying the sensor name and the data detected 
by the sensor. 

To simulate real-world driving scenarios more accurately, 
ComDrive allows users to introduce noise into sensor data. 
This is achieved by defining the noise type when adding a 
sensor, utilizing a three-dimensional tuple in the format of de-
tect type, sensor name, noise function. Additionally, default 
values for each sensor noise are established based on cutting-
edge research literature [7], [11], [16], [22], [39], [47], [62]. 
This enhanced perception module, which accommodates vari-
ous sensor types and incorporates sensor noise, contributes to 
the realistic representation of autonomous driving simulations. 

B. Communication 

The Communication module serves as an essential com-
ponent in facilitating information exchange among agents 
within the autonomous driving system. This system enables 
the sharing of vital data, such as velocity, vehicle trajectories, 
and driving intentions, equipping each agent with a more 
comprehensive understanding of the traffic environment. Con-
sequently, agents can make more informed decisions regarding 
their safe and efficient navigation through the environment. 
The communication process is currently implemented via a 
centralized server. 

C. Controller 

This module is responsible for generating control actions 
based on the state information from the perception module 
and the margins from the deep reinforcement learning module. 
ComDrive supports a variety of controllers, including the 
Intelligent Driver Model (IDM) [54], the Bando-Follow the 
Leader (Bando-FTL) model [24], and Linear Adaptive Cruise 
(LAC) [46]. As we continue to evolve ComDrive, we are 
actively exploring the inclusion of additional autonomous 
driving models, such as Rajamani model [42], to further 
enrich our platform’s capabilities. These controllers use dif-
ferent strategies to control vehicle acceleration, deceleration, 
and steering, but they can all use our proposed margin to 
handle sensing errors. Controllers receive information from 
the simulation platform, including position, velocity, headway, 
and other relevant data. Our proposed margin can be applied 
to any of these controllers to improve their performance in the 
presence of sensing errors. 

D. Deep Reinforcement Learning 

The deep reinforcement learning module is responsible 
for training the margins using a multi-agent multi-objective 
reinforcement learning algorithm. ComDrive supports multi-
ple deep reinforcement learning algorithms, including DQN, 
DDPG, and PPO. Users can select the appropriate algorithm 
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based on their task’s specific requirements and characteristics. 
The deep reinforcement learning module receives feedback 
from the simulation platform, including the environment state 
and the reward, using this information to train the margin 
models. Once training is complete, the learned margins can 
be applied to the controllers, improving their performance in 
the presence of sensing errors. 

E. Evaluation 

This module is responsible for evaluating the performance 
of the ComDrive system. ComDrive supports various evalua-
tion metrics, such as traffic throughput, group safety metrics 
(e.g., TTC [30]), and individual safety metrics (e.g., headway 
variance, average velocity). The evaluation module can be used 
to compare the performance of different configurations (e.g., 
different sensor types and different controller types) and to 
validate the effectiveness of the proposed margin model. It 
can also be used to compare the performance of ComDrive 
with other approaches, such as traditional control algorithms 
or other deep reinforcement learning algorithms. 

VII. EXPERIMENTAL STUDIES 

The present section is delineated into four primary facets 
of inquiry. The initial focus is on contrasting the operational 
efficiency of automobiles that are equipped with and devoid 
of sensing discrepancies, thereby providing insights into the 
implications of such errors. Subsequently, the attention is 
shifted towards a comparative analysis of the proposed frame-
work’s performance, both with and without a sensing error-
conscious margin. This analysis is conducted in the context 
of vehicle safety and traffic throughput within the Multi-
Objective Reinforcement Learning (MORL) framework. The 
third element of our study seeks to authenticate the assertion 
that the fairness safety metric is capable of offering fairness 
assurances for each vehicle. Concluding our multi-faceted 
exploration, we assess the efficacy of Deep Reinforcement 
Learning for the training of margins, comparing it directly 
with the conventional leading-edge algorithm, the Genetic 
Algorithm. The overarching aim of these inquiries is to shed 
light on the potential for improvements in vehicle safety and 
traffic management. 

A. Experiment Setting 

Evaluation: Our evaluation focuses on achieving a dual 
objective: maximizing traffic throughput while ensuring group 
safety in a specific road network with sensing errors. To 
assess our model’s performance, we employ the metrics of 
group safety and traffic throughput, quantified using Eq.9 
and Eq.7, respectively. Additionally, we delve into individual 
vehicle performance by considering metrics such as average 
velocity and average Time-to-Collision (TTC). To categorize 
encounters as safe or critical [37], we set a threshold of 
30 seconds as the upper bound for TTC, indicating absolute 
safety. To validate the fairness guarantee provided by our pro-
posed fairness metric, we examine the headway distribution. A 
more concentrated headway distribution and a larger minimum 

headway value indicate greater safety for each vehicle. Thus, 
we analyze headway metrics to assess the fairness of individual 
vehicle safety. 

Controller: The Bando-Follow the Leader (Bando-FTL) 
model, as documented by [24], serves as a foundational 
framework for simulating Adaptive Cruise Control (ACC) car-
following behavior within traffic flow analyses. This model 
synthesizes the insights of the Bando model [2] and the 
Follow the Leader model [18], enabling it to dynamically 
adjust vehicle acceleration or deceleration according to the 
vehicle’s current speed, the optimal speed, and the speed of 
the preceding vehicle. By accurately modeling and simulating 
how vehicles interact and follow each other in a traffic stream, 
the Bando-FTL model contributes to the wider field of car-
following models. These models are crucial in traffic engi-
neering and transportation research for their ability to elucidate 
and forecast traffic behaviors. Consequently, the Bando-FTL 
controller has been selected for application in our experimental 
investigations. 

Noise: In our experiments, we introduce noises into the 
measurement of headway for all controllers. These noises are 
typically modeled as Gaussian random variables in the context 
of in-vehicle sensing. For example, Li et al. [32] modeled 
headway sensing errors from radar as a Gaussian distribution 
with a mean of 0.6 and a standard deviation of 0.72. Parkeret 
al. [39] modeled headway errors from GPS as a Gaussian 
distribution with a mean of 0 and a standard deviation of 
6. Similarly, camera sensors can generate sensing errors that 
follow a distribution of N (0, 5.587) [49]. Based on previous 
research, we assume these sensing errors follow a Gaussian 
distribution. 

B. The Impact of Sensing Errors 

Fig. 5-7 show the impact of sensor errors following different 
distributions (Gaussian, uniform, and Laplacian) on traffic 
throughput and safety. In this experiment, 15 vehicles are 
placed uniformly with equal spacing on a 200m ring road. 

Gaussian Distribution: As shown in Fig. 5, as the standard 
deviation σ increases, the noise has a greater impact on the 
results, decreasing traffic throughput and safety, both the group 
and individual safety of vehicles. 

Uniform Distribution: Fig. 6 demonstrates that the perfor-
mance of vehicles in terms of traffic throughput and safety is 
sensitive to the range of possible values for uniform distribu-
tion. 

Laplacian Distribution: As depicted in Figure 7, as the 
scale diversity λ increases for the Laplacian distribution, both 
traffic throughput and safety decrease. 

Despite the fact that noise with small parameters (σ for 
Gaussian distribution, the range of possible values for uniform 
distribution, and λ for Laplacian distribution) may not signifi-
cantly impact the overall safety of the vehicles in a group, the 
minimum value of sensing headway becomes smaller, which 
increases the risk of collisions and compromises the safety 
of individual vehicles. It is clear that the presence of sensing 
errors, regardless of the distribution they follow, leads to a 
decrease in both traffic throughput and safety for both the 
group and individual vehicles. 
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(a) Average Velocity (b) Throughput(Φ) 

(c) TTC (d) Headway Distribution 

Fig. 5. The impact of Gaussian distribution noise on different met-
rics(Gaussian noise µ = 0) 

(a) Average Velocity (b) Throughput(Φ) 

(c) TTC (d) Headway Distribution 

Fig. 6. The impact of uniform distribution noise on different metrics 

C. The Effectiveness of Headway Margin 

This section is divided into two parts to evaluate the 
effectiveness of our proposed margin on traffic throughput and 
group safety: training and results. 

Training: To validate the effectiveness of our proposed 
margin on traffic throughput and group safety, we conducted 
an experiment where we trained the margin using DQN 
on a 250m ring network with 20 vehicles. We used traffic 
throughput Φ and α − fair group safety Ψ(fair) as the 
metrics for training. Since GPS is more widely used than 
radar and lidar, we consider the sensors to have Gaussian 
distribution error with a standard deviation of 2.45 in terms of 
headway, which is consistent with the real GPS distance error 
reported in [39]. The trained neural network was then used to 
add margins to sensor data automatically. 

(a) Average Velocity (b) Throughput(Φ) 

(c) TTC (d) Headway Distribution 

Fig. 7. The impact of Laplace distribution noise on different metrics 

Results: To test the generalizability of our proposed margin, 
we conduct experiments in both pure and mixed road condi-
tions. In pure road condition, all vehicles are equipped with 
the margin. In mixed road conditions, only half of the vehicles 
are equipped with the margin, while the other half do not have 
it. 

1) On pure road: To further evaluate the effectiveness 
of our proposed margin under different levels of noise and 
the influence of the number of vehicles on the road, we 
conduct experiments with 25 vehicles on a 250m crowded ring 
road with two different levels of Gaussian noise in headway 
(σ=2.45 and σ=1, µ = 0). The experiments are implemented 
10 times to obtain reliable results. 

(a) Headway Distribution(h) (b) Throughput(Φ) 

(c) Total TTC (d) Average TTC 

Fig. 8. Comparison results for controllers with and without margin (σ=2.45) 

As shown in Fig. 8 and Fig. 9, adding a margin to the 
sensing headway can improve the performance of autonomous 
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(a) Headway Distribution(h) (b) Throughput(Φ) 

(c) Total TTC (d) Average TTC 

Fig. 9. Comparison results for controllers with and without margin (σ=1) 

vehicles in terms of traffic throughput and group safety. This 
is because the margin can alleviate the bias of sensor data, 
which can cause unnecessary emergency brakes or collisions 
when the sensing value is lower or larger than the real value, 
respectively. By adding a positive margin in a proper way, 
the number of unnecessary emergency brakes can be reduced, 
and by adding a negative margin in some cases, collisions 
can be avoided. Our model is able to find the optimal way 
of adding margins to mitigate data bias and improve vehicle 
performance. 

2) On mixed road: In this section, we investigate the 
performance of our proposed margin on a mixed road, where 
half of the vehicles have margins and the other half do not. 
We set the standard deviation of the Gaussian distribution of 
sensing errors to 2.45, the number of vehicles to 20, and the 
road to 250m. The vehicles are randomly placed on the road 
and the experiments are repeated 10 times to obtain the results. 

Fig. 10 shows that when our proposed margin model is 
applied to the mixed road, the performance of the vehicles is 
better than when no margins are used at all but worse than 
when margins are applied to all vehicles. 

D. The Effectiveness of Fairness Safety Metric 

In this section, we compare our framework with and without 
considering fairness, to validate whether the fairness metric 
can provide a fairness guarantee for each vehicle. In order to 
better evaluate the effectiveness of the fairness safety metric, 
we present the experiment in two parts: training and results. 

Training: In the training process, we developed two models 
for generating sensor-aware margins. The only difference 
between the two models is the group safety metric that is used. 
One model uses the TTC-only safety metric Ψ(T T C) while 
the other model uses the α-fair group safety metric Ψ(fair). 

Results: In this experiment, we compare the performance 
of margin models trained by α −fair group safety with those 

(a) Headway Distribution(h) (b) Throughput(Φ) 

(c) Total TTC (d) Average TTC 

Fig. 10. Comparison results for mixed road (σ=2.45) 

trained by TTC-only safety. The experiment is conducted on 
a 250m ring road with 25 vehicles randomly placed. In the 
first experiment, all vehicles use margin models trained by 
α − fair group safety, while in the contrast experiment, only 
vehicles with margin models trained by TTC-only safety are 
included. 

(a) Headway Distribution(h) (b) Throughput(Φ) 

(c) Total TTC (d) Average TTC 

Fig. 11. Comparison results for controllers with and without fairness (σ=2.45) 

Figure 11 compares the results of our framework with and 
without fairness considerations. As shown in Figure 11(a), 
the margin trained with fairness increases the minimum value 
of sensing headway, ensuring individual safety. However, this 
may come at the cost of reduced traffic throughput (Φ), as 
shown in Figure 11(b). 
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E. Genetic Algorithm and Deep Q-network 

In this section, we compare the performance of deep re-
inforcement learning (DRL) with genetic algorithm in terms 
of run time, traffic throughput, and TTC-only safety. To do 
this, we simulate a scenario with 20 vehicles on a 250m ring 
road with Gaussian headway noise (σ=2.45). We set the lower 
bound of the margin to -5 and the upper bound of the margin 
to 5. The fitness function of the genetic algorithm is based 
on the sum of traffic throughput and TTC. We iterate through 
different sets of margins, adding them to the sensor data and 
evaluating their fitness values. The margins with the highest 
fitness value are chosen as the potential best margins for each 
iteration. 

TABLE I 
COMPARISON RESULTS OF TWO ALGORITHMS 

algorithm run time(s) throughput(1/s) TTC(s) 

genetic algorithm 48098 21.4 580 
DRL 84 18.1 576 

(a) Headway Distribution (b) Throughput:Φ 

(c) Total TTC (d) Average TTC 

Fig. 12. Results for genetic algorithm and deep Q network methods 

According to the results presented in Table I, it can be seen 
that the genetic algorithm performs better than DRL in terms 
of traffic throughput and TTC-only safety. However, the run 
time of the genetic algorithm is significantly longer, making it 
unacceptable for use in real-time driving situations. Addition-
ally, the minimum value of sensing headway is much lower 
with the genetic algorithm, which poses a risk to individual 
safety. Based on these observations, it can be concluded that 
deep reinforcement learning is a more effective method for 
training the proposed margin model. 

VIII. CONCLUSION 

This study has introduced FairAV, a robust multi-objective 
optimization framework for autonomous vehicles, which con-
siders the challenges posed by sensing errors, the need for 

traffic throughput, and the imperative of fair safety distribution 
among vehicles. A novel α-fair group safety metric, the 
first of its kind, has been proposed, ensuring a minimum 
safety threshold for individual vehicles, thereby addressing 
the ethical concerns of any vehicle compromising its safety 
for the larger group. By employing multi-objective reinforce-
ment learning, FairAV has been shown to strike a real-time 
balance between traffic throughput and group safety, while 
concurrently reducing the detrimental effects of sensing errors 
on detected headway. The efficacy of the approach has been 
substantiated through comprehensive experiments conducted 
on the ComDrive autonomous driving simulation platform, 
demonstrating significant improvements over existing method-
ologies. This research underscores the critical need for inte-
grating fairness considerations into autonomous driving system 
design and lays the groundwork for future studies aimed 
at improving safety without compromising efficiency. Future 
efforts will explore the application of this approach to more 
complex traffic scenarios and heterogeneous vehicle types, and 
investigate the potential of more sophisticated reinforcement 
learning algorithms and robust optimization methods to further 
enhance the performance of autonomous driving systems. 
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