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Abstract
Light harvesting and its regulation in photosynthetic grana membranes
by
Kapil Amarnath
Doctor of Philosophy in Chemistry
University of California, Berkeley

Professor Graham R. Fleming, Chair

Photosystem II (PSII) initiates photosynthesis in plants by absorbing and converting light
energy from the sun into chemical energy, a process called light harvesting. PSII is composed
of proteins bound to pigment cofactors that can be grouped into antenna proteins, which
absorb light and transfer excitation energy to other pigment-protein complexes, and reaction
centers, which can convert excitation energy into chemical energy via a charge separation
reaction. In plants, the proteins associated with PSII are located in the grana membrane,
which is densely packed with photosystem II and major light harvesting complexes (LHCII).
PSII reversibly binds with LHCII to form PSII supercomplexes. PSII supercomplexes and
LHCIIs form a large, variably fluid array of pigment-protein complexes that gives rise to an
energy transfer network that operates like a “smart” solar cell. In dim sunlight, the grana
membrane harvests light with 90% efficiency. In response to light of fluctuating intensity and
wavelength, the antenna proteins of PSII can regulate light harvesting. Understanding the
design principles of light harvesting in grana membranes in different light conditions would
be useful as a blueprint for designing robust solar cells.

This thesis presents measurements and models for understanding light harvesting in vari-
able light conditions. We have developed the fluorescence lifetime snapshot technique to
monitor changes in the energy transfer network of the grana membrane of green algae and
plant leaves in response to changes in incident light. Using this technique, we suggest that
there are two mechanisms for green algae to acclimate to changes in light intensity. To
fully leverage the snapshot data, a structure-based model of energy transfer for the grana
membrane is required. We constructed a detailed model of energy transfer and trapping in
PSII supercomplexes and show how to use this model to construct an energy transfer model
for the grana membrane. Together, the snapshot technique and membrane model will aid in
the elucidation of the principles of light harvesting and its regulation in grana membranes.



To my parents



11

Contents

List of Figures \%
List of Tables vii
1 Introduction 1
1.1 Overview . . . . . . . o e 1
1.2 Photosynthesis . . . . . . . . . ... 2
1.2.1 Introduction . . . . . . . . . ... 2
1.2.2  Light harvesting in photosystem IT . . . . . .. ... ... ... ... 3
1.2.3 Nonphotochemical quenching . . . . . . . ... ... ... ... ... 6
1.3 Interplay between modeling and experiment is required for understanding light
harvesting . . . . . . . L 8
1.4 Measuring light harvesting . . . . . . .. ... ... ... L. 8
1.4.1 Ultrafast spectroscopy . . . . . . . . . . 8
1.4.2  Time-resolved fluorescence . . . . . . . . . .. ... ... ... ... 9
1.4.3 Pulsed amplitude modulated (PAM) fluorimetry . . . . . . .. .. .. 11
1.5 Energy-dependent quenching (qE) . . . . . . . ... ... 12
1.5.1 Components . . . . . . . . .. 12
1.5.2  Mechanistic picture . . . . . . ... 13
1.6 Measurements and structure-based models of energy transfer in grana mem-
branes to understand light harvesting in variable light conditions . . . . . . . 15
2 Fluorescence lifetime ‘snapshots’ reveal two qE mechanisms in live cells of
Chlamydomonas reinhardtii 17
2.1 Experimental setup and strategy . . . .. ... ..o 17
2.2 Materials and methods . . . . . . .. ..o 18
2.2.1  Growth and sample preparation of C. reinhardtic . . . . . . . . . .. 18
2.2.2  PAM fluorescence measurements . . . . . . . .. .. ... 18
2.2.3 Fluorescence lifetime apparatus . . . . . . . ... .. ... .. .... 18
2.2.4 Shutter apparatus . . . . . . . . ... 20
2.2.5  Measurement of qE induction and relaxation . . . . . . .. ... ... 20

2.2.6 “DCMU-treated,” “light acclimated,” and “nigericin-treated” mea-
surements . . o. .. L. L L e e 21



111

2.2.7 Datafitting . . . . . .. 22

2.3 Experimental results . . . . .. .. L 22
2.3.1 PAM fluorescence trace of C. reinhardtic . . . . . .. ... ... ... 22
2.3.2  Measurement of time-resolved fluorescence decays during light accli-

mation . . . . ... 23

2.3.3 Amplitudes and lifetimes from the laser light measurement . . . . . . 26
2.3.4 Measurements of qE mutants of C. reinhardtic . . . . . . . . .. ... 31

2.4 Discussion . . . . . .o e 32

Development of the fluorescence lifetime ‘snapshots’ technique for mea-

suring leaves 34
3.1 Introduction . . . . . . . .. 34
3.2 Alterations to sample geometry and holder . . . . . . .. ... ... ... .. 35
3.3 Results. . . . . . 35
3.3.1 Scanning the saturation time . . . . .. .. .. ... 35
3.3.2  Fluorescence lifetimes of wild-type A. thaliana leaves during light ac-
climation . . . . . ... 39
3.4 Discussion . . . ... 39

The need for accurate energy transfer models for interpreting the fluores-

cence lifetime snapshot data 42
4.1 Physical origin of chlorophyll fluorescence from

grana membranes . . . . . . ... ... 42
4.2 A strategy for obtaining a detailed model of the grana membrane . . . . . . 45
4.3 The energy transfer model for the grana membrane must be coarse-grained . 46

A structure-based model of energy transfer and trapping in Photosystem

IT supercomplexes 48
5.1 Introduction . . . . . . . .. 48
5.2 Detailed description of structure-based
energy transfer model of PSIT . . . . . . . ... .. .. ... 50
5.2.1 Excitation energy transfer theory . . . . . . ... ... ... ... .. 50
5.2.2  Photosystem II: parameters . . . . . . . . ... ... ... ... ... 55
5.2.3 Electron transfer scheme . . . . . . . . ... ... o7
5.2.4 Simulating fluorescence decays . . . . . . . ... ..o o7
5.2.5 Calculating linearized kinetics . . . . . . . . . ... ... ... ... 58
5.3 Model of photosystem IT . . . . . .. ... ... ... 60
5.3.1 Pigment Domain Assignments Reveal Inter-Protein
Domains . . . . . . . . .. 60
5.3.2 Testing infinitely fast intra-domain equilibration . . . . . . . . . . .. 60
5.3.3 Extracting charge separation rates . . . . . .. .. .. ... ... .. 61
5.4 Timescales of light harvesting in CoSoMs . . . . . . . . . ... 62

5.5 Spatial aspects of light harvesting in CoSoMo . . . . . . . . . .. ... 65



v

5.6 Coarse-grained models of energy transfer in CoSoMs . . . . . . . . . . . . .. 67
5.6.1 The domain model is the most coarse-grained model that reproduces
the energy transfer dynamics in CoSoMs . . 0 0 0 0 0 o 0oL oL L 67
5.6.2 Quality of fit to fluorescence decays is not a proxy for accuracy of
energy transfer models . . . . . ... ... ... 69

Outlook: a structure-based energy transfer model for the grana membrane 70

6.1 How to extend domain model to grana membrane . . . . . . .. .. ... .. 70
6.2 Questions to be addressed using membrane model . . . . . . . ... ... .. 72
6.2.1 Light harvesting . . . . . . . . . . . ... o 72
6.2.2 Mechanism of qE in plants and algae . . . . . . . ... ... ... .. 73

Bibliography 76



List of Figures

1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8

2.1
2.2
2.3
2.4
2.5

2.6

2.7
3.1

3.2
3.3

3.4

4.1
4.2
4.3

5.1
5.2

The light reactions . . . . . . . . . ... L 3
Schematic of the grana membrane . . . . . . . . . . .. ... ... ... ... 4
Light-harvesting complex II, an example of an antenna pigment-protein complex 5
Schematic of the feedback loop of nonphotochemical quenching . . . . . . . . 7
A schematic of time correlated single photon counting . . . . . . . ... ... 10
PAM fluorescence trace of a leaf from wild-type A.thaliana . . . . . . . . .. 11
Schematic of light harvesting in variable light conditions . . . . . . . . . .. 14
Schematic of the “fluorescence lifetime snapshots” measurement . . . . . . . 16
Schematic of apparatus used to measure fluorescence lifetime snapshots . . . 19
PAM fluorescence trace of wild-type C. reinhardtii . . . . . . . . . . . .. .. 23
Fluorescence lifetime snapshot measurement . . . . . . . .. . ... ... .. 24
Snapshot data from algae . . . . . .. .. ... oo 26
Comparison of fluorescence decays from actinic light and laser light measure-

MentsS . . . . e e e e e 27
Comparison of fluorescence lifetimes and amplitudes from actinic light and

laser light measurements . . . . . . . . ... .. Lo Lo 28
Changes in the amplitudes of the fluorescence lifetime components over 7" . . 29
Laser geometry and sample holder for taking fluorescence lifetime snapshots

of leaves . . . . . . L 36
Schematic of saturation and collection times . . . . . .. .. ... .. .... 37
Determination of the saturation and collection times for measuring the fluo-

rescence lifetime of a dark-acclimated wild-type leaf . . . . . . . .. ... .. 37
Comparison between NPQ traces generated by PAM fluorimetry and fluores-

cence lifetime snapshots . . . . . . . ... oL 38
“Container” model for interpreting chlorophyll fluorescence from leaves . . . 43
A simple lattice model for energy transfer in grana membranes . . . . . . . . 46
Results from the lattice model . . . . . . . . .. ... ... 47
CySoM, protein structure and pigment arrangement . . . . . . . . . ... .. 56

Three-state charge separation scheme . . . . . . .. .. ... ... ... ... 58



5.3

5.4
5.9
5.6

5.7
6.1

vi

Maximum population error between domain model and full generalized Forster/

modified Redfield model . . . . . . . ... ... L 61
Fitting the domain model to fluorescence lifetime data from PSII supercomplexes 63
Linearized energy transfer cascade . . . . . . . . .. ... ... 64
The timescale of light harvesting is linearly dependent on distance to nearest

reaction center . . . . . .. L. 67
Comparison of different coarse grained models of the PSII supercomplex . . 68

Example grana membrane configurations . . . . . . ... ... 71



vii

List of Tables

2.1 Effects on the lifetime with addition of nigericin to light acclimated cells . . 31
2.2 Amplitudes and lifetimes of DCMU-treated and light-acclimated wild-type
and qE-mutant C. reinhardtic cells before and after addition of nigericin . . . 32

3.1 Amplitude-weighted average lifetimes of wild-type A. thaliana leaves before,

during, and after 10 min of high light acclimation . . . . . . ... ... ... 39
3.2 Previously measured lifetimes of dark-acclimated and light-acclimated chloro-

plasts and leaves . . . . . . ... 40
5.1 Best fit electron transfer timescales for the Domain Model. . . . . . . . . .. 62
5.2 The timescales of transfer for the effective linearization scheme of CyS;M,

supercomplex. . . . ... 65

5.3 The best fit electron transfer timescales for the Domain, Protein, Transfer-to-
Trap Limited, and ERPE models. . . . . . ... ... ... ... ....... 69



Viil

Acknowledgments

I would like to first thank my adviser, Graham Fleming, for giving me the opportunity to
work in his group and his wisdom in the ways of scientific research. In the summer of 2008,
I was having difficulty finding a group that would be a good fit for my newfound interests in
biophysics, and Graham took a chance by accepting me into his group without knowing much
about me. Throughout my five years in the group, Graham has given me tidbits of advice
whose value I realized only well after they were uttered. Kris Niyogi has been virtually a
co-adviser to me and has always opened his door for discussions. His wide-ranging knowledge
of photosynthesis was useful for interpreting results, and his reasonable, measured approach
to doing research has provided a model for me as I continue in science. Phill Geissler’s first
semester class on statistical mechanics was the first physical chemistry class that I had liked
to that point, and I relished doing the problem sets and going to his lectures. I took every
class that I could from Phill, and I eventually even got to teach for him. He is an amazing
teacher. I would like to thank David Wemmer for asking excellent questions on my qualifying
exam and providing useful comments on my thesis. Lastly, I would like to thank Charles
Harris and Michelle Chang for their help and support when serving on my qualifying exam
committee.

I enjoyed Graham’s very hands-off approach to advising but could not have made progress
without the help of many Fleming group members. I was first mentored by Tae Ahn. Tae
got me to ask questions about NPQ and suggested the idea of the fluorescence lifetime snap-
shot measurement. Also, for help early on and in studying for my qualifying exam, Naomi
Ginsberg, Yuan-Chung Cheng, and Gabriela Schlau-Cohen were invaluable. In my second
year in the Fleming group I began working on the snapshot apparatus and was aided im-
mensely by an undergraduate, Sam Park. Sam brought a lot of useful electronics knowledge
and enthusiasm to the project. I struggled with where to go after building the apparatus in
my 4th year. During this time I worked closely with Thuy Truong from the Niyogi group on
trying to use sample variation to answer questions, but it proved difficult. Towards the end
of this year, I realized the importance of energy transfer models for understanding NPQ and
the fluorescence lifetime snapshot data. After the summer, I talked to Doran Bennett, who
knew much more about energy transfer than I did, about working to construct a detailed
energy transfer model of photosystem II. I have enjoyed working with him ever since. While
the modeling was ongoing, I was helped by Julia Zaks to take data on algae. More generally,
she has been a useful sounding board for my ideas throughout my PhD. I enjoyed working
alongside Julia and Emily Jane Sylak-Glassman on extending the snapshot method to mea-
suring leaves. I would like to thank Matt Brooks and Graham Peers from the Niyogi lab for
helpful discussions. I am grateful also for the kindness and camaraderie from both Fleming
and Niyogi groups. Lastly, I would like to thank the administrative assistants Tiff Dressen,
Nancy Turley, Jonathan Weld, Marilyn Kobayashi, and Lynn Keithlin for their help.

I would like to thank the people who have kept me sane throughout my PhD. I met
several lifelong friends in my first year of graduate school when I lived at the International
House: Simon Schieder, Garvesh Raskutti, Joseph Williams, and Sina Akhavan. Simon kept
me positive at the end of my first year. Garvesh was a great roommate, workout buddy,



X

and conversational companion throughout. Joseph and Sina were always there to chat freely
about all aspects of life. Harriet Provine was a big part of my life in my first 4 years of
graduate school, and we remain very good friends. She loved me even when I was tired and
cranky about graduate school. My roommates the last couple of years - Stephen Thurman,
Max Gee, and Peter Epstein - were great to talk to and affected the way I thought about
my life. Lastly, to Jothi Auntie, JG Mama, Minnie, Nevin, Raj, Steph, and Chloe - thank
you for the love and support (and food) that family can especially offer.

Finally, I thank my parents, who, as I think about them, fill me up with love. The older
I get, the more I want to see them and hug them. They have always been worried only that
I be happy and healthy and tried to make sure that was the case throughout my PhD even
though they were in faraway Tennessee. They initiated me into science, and I hope to make
them proud in the years to come.



Chapter 1

Introduction

1.1 Overview

The grana membrane of eukaryotic photosynthetic organisms is a “smart” solar cell.
The grana membrane consists of an array of pigment-protein complexes associated with
photosystem II that absorb light from the sun and convert it into chemical energy with ~90%
quantum efficiency in dim sunlight. This light-harvesting apparatus acclimates to changes
in sunlight intensity and wavelength and can repair itself. Learning the principles by which
light harvesting is efficient and robust could be useful for optimizing plants for making fuel
and food and for designing artificial photosynthetic devices. Light-harvesting functionality
is determined by the precise arrangement of pigment and proteins in the membrane. In cases
where the arrangement is not fully known, as is the case in the grana membrane, an interplay
of measurements and models of light harvesting are required. Light harvesting happens on
the picosecond (107! s) timescale but the changes in the light-harvesting apparatus in
response to changes in sunlight occur on the second to hour timescale. We! have developed
a new technique, fluorescence lifetime snapshots, for measuring light harvesting on both
of those timescales. We have constructed a detailed model for light harvesting in grana
membranes for leveraging the snapshot data and determining the principles for efficient
energy collection.

In this Chapter, I will introduce photosynthesis, light harvesting, and nonphotochemical
quenching, a general term for the acclimation of light harvesting to changing light conditions.
I will describe the experimental techniques used for understanding light harvesting. I will
then focus on the questions regarding light harvesting and its regulation in response to
fluctuations in light intensities, energy-dependent quenching, and outline the remainder of
the thesis.

"'When referring to the work performed, I will use the royal “we,” since the work presented here was
collaborative. When referring to the dissertation, I will use the personal “I.”



1.2 Photosynthesis

1.2.1 Introduction

Photosynthesis is the biological process by which energy from the sun is used to make
sugar to spur growth and fuel all life on earth. Many species - bacteria, algae, and plants
- can perform photosynthesis. While the protein components of photosynthesis in these
organisms vary, the general principle of operation is the same. Energy from sunlight is used
to drive the oxidation of an electron donor whose electrons are used to reduce carbon dioxide
and make sugar. The overall equation of oxygenic photosynthesis is

6002 +6H20+hl/ — 06H1206+602 (11)

The reduction of carbon dioxide and the oxidation of water are physically separate processes
that each define the two major components of photosynthesis. The so-called “light reactions”
absorb and convert photo-energy into reducing equivalents in the form of nicotinamide ade-
nine dinucleotide phosphate (NADPH) and energy in the form of adenosine triphosphate
(ATP), using the electrons from water. The “carbon reactions” use the NADPH and ATP
from the light reactions to power metabolic reactions that reduce carbon dioxide into glu-
cose.

Photosynthesis in eukaryotic organisms occurs in the organelle called the chloroplast,
whose dimensions are each on the order of a few microns. Inside the chloroplast are a
network of membranes called the thylakoid membranes (for images, see the review by Nevo
et al. [95]). The thylakoid membranes are composed of stacked membranous discs called the
grana membranes which are connected by tubes called the stroma lamellae. The width of
the grana discs is ~400 nm. The volume enclosed by the thylakoids is called the lumen,
and the volume outside of the thylakoids in the chloroplast is called the stroma. The carbon
reactions occur in the stroma. The proteins complexes involved in the light reactions are
located in the thylakoid membrane.

A schematic of the light reactions is shown in Figure 1.1. The protein complexes involved
in the light reactions are photosystem II (PSII), cytochrome bgf (Cyt bgf), photosystem I
(PSI), and ATP synthase. Light is captured by the photosystems and converted into a highly
reducing electron and oxidizing cation via a charge separation reaction. These reactions drive
linear electron flow (red arrows) from PSII to the plastoquinone (PQ) pool, through Cyt bg f
and PSI. At PSI, a ferredoxin:NADP™ oxidoreductase reductase reduces NADP* to NADPH.
The oxidation and reduction reactions of the PQ pool result in the transfer of protons from
the stroma to the lumen (blue arrows). To replenish the loss of electrons due to charge
separation, PSI is reduced by electrons from the electron carrier plastocyanin (PC), and
PSIT oxidizes water. After electrons go through the linear electron chain, a proton gradient
builds up across the membrane. The gradient drives the formation of ATP via ATP synthase.
ATP and NADPH are used in the carbon reactions, which reduce carbon dioxide to glucose.
PSII is in the grana membranes, while Cyt bg f, PSI, and ATP synthase are primarily in the
stroma lamellae [41].
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Figure 1.1: A schematic of the light reactions. The absorption of light (hv) is indicated by
the lightning bolt graphics. Proton movement is indicated by the blue lines and arrows, and
electron movement is indicated by the red lines and arrows. Abbreviations are elaborated in
the main text.

Light harvesting, the step in which light is absorbed and converted into chemical energy,
is indicated in Figure 1.1 by the lightning bolts and electron flows through PSII and PSI.
The photosystems are multiprotein complexes consisting of antenna proteins that absorb
and transfer photo-energy and reaction centers, where excitation energy is converted into a
charge separated state. The need for antenna proteins arises from the fact that sunlight is
typically quite dilute and because having an entire photosynthetic machinery (Figure 1.1) for
each chlorophyll would be energetically costly for the plant [20]. However, sunlight intensities
fluctuate and can be intense enough to fully reduce the plastoquinone pool. Under these
conditions, the PSII reaction centers can generate singlet oxygen (1O,) species that can
damage reaction centers and other essential components of the photosynthetic apparatus
[10, 84]. The threat of damage makes it essential for PSII to be efficient at light harvesting
in low light conditions but also photoprotective in high light conditions.

1.2.2 Light harvesting in photosystem II

Light harvesting in PSII occurs in the grana membrane, which is shown schematically in
Figure 1.2. The grana membrane is 70-80% protein and thus is quite densely packed with
proteins. It is primarily composed of PSII supercomplexes, which are shown as rods, and
major light-harvesting complexes (LHCII), shown as circles. LHCII is an antenna protein.
The PSII supercomplex is a two-fold symmetric dimer of proteins and is the smallest assembly
of proteins that can perform light harvesting and charge separation in plants. PSII consists
of a reaction center (RC) surrounded by antenna proteins.
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Figure 1.2: A schematic of a portion of the grana membrane. The view is of the face of the
membrane. The PSII supercomplexes are shown as rods and the LHCII antenna proteins
are shown as circles. Figure courtesy of Anna Schneider.

All of these proteins bind light absorbing pigments called chlorophylls, carotenoids, and
pheophytins. An example of a pigment-protein complex, LHCII, is shown in the left of Figure
1.3. The protein serves as a scaffold that holds the pigment cofactors in defined distances and
orientations from each other. Light is absorbed by the light-harvesting pigments chlorophyll
a (Chl-a), chlorophyll b (Chl-b), and carotenoids (Figure 1.3, right). Chl-a absorption has
two peaks at 420 nm (Soret band) and 680 nm (Q, band). Chl-b’s Soret band is slightly
lower in energy, while its Q, band is higher in energy. Carotenoid absorption peaks around
500 nm. Together, the three pigments cover most of the visible spectrum. The chlorophylls
are primarily involved in the absorption of light and transfer of excitation energy to the
reaction center, where a small group of chlorophylls and pheophytins (chlorophylls lacking a
central Mg?") trap the excitation by performing a rapid charge transfer reaction.

Excitation energy transfer must beat the “fluorescence lifetime clock” to efficiently con-
vert absorbed light energy into charge separation in the reaction center [47]. When chloro-
phyll is excited to its singlet excited state, it has three intrinsic pathways by which it can
decay back to the ground state. It can decay by fluorescence, which involves the sponta-
neous emission of a photon of energy, by internal conversion, which is vibrational relaxation
back to the ground state, and by intersystem crossing to its triplet state, followed by a slow
relaxation back to the ground state [140]. The timescale for the decay of the excited state
to the ground state is the fluorescence lifetime. The fluorescence lifetime for chlorophyll
is the reciprocal of the sum of the rates of fluorescence and intersystem crossing, since the
rate constant for internal conversion for chlorophyll is much slower than that for the other
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Figure 1.3: Left, The structure of the LHCII antenna. LHCII is a trimer and each monomer
is bound to 14 chlorophylls and 3 carotenoids. The protein backbone is shown as a ribbon
in red, while blue spheres outline the chlorin group (the conjugated ring) of the chlorophyll
and silver spheres are the atoms of carotenoids. Top, LHCII looking face down as in Figure
1.2. Bottom, LHCII looking from the side as in Figure 1.1. Right, examples of pigments that
bind to LHCII. Top, the pigment chlorophyll a. The chlorophyll chlorin group is the light
absorbing moiety, while the phytyl chain (the linear carbon chain) is necessary for binding
to the protein. Bottom, the carotenoid pigment lutein. Both pigment images were freely
licensed from wikipedia.org.



processes [24]. The fluorescence lifetime for chlorophyll embedded in proteins is ~4 ns [145].
Energy transfer to the reaction center must be significantly faster than 4 ns to avoid loss by
fluorescence and intersystem crossing.

Because the excited states of chlorophylls are quantized, the dynamics of energy transfer
must be described using the Schrodinger equation. A quantum system displays net popula-
tion transfer only if the Hamiltonian is time-dependent [137]. If the time-dependent pertur-
bation of the Hamiltonian is taken to first order, the resulting expression for the dynamics
is Fermi’s golden rule, which is given by

21
Wik = E Wﬂ\vkz’l)’z (5(Ek - El)a (1-2)

where w;_ is the rate from a state [ to state k, Vj; is the perturbative coupling between
the two states and §(Ey — E)) enforces energy conservation.

In one picture of energy transfer in PSII, the states are excitons and the perturbative
coupling is due to fluctuations in the site basis. Excitons are linear combinations of states
from the site (or pigment) basis that are the eigenvectors of the electronic-coupling Hamilto-
nian. When this coupling is too strong to be considered perturbative, one can use the exciton
basis as a useful basis for Equation 1.2.2 to describe energy transfer. Perturbative coupling
arises between excitons from fluctuations in the site basis due to vibrations in the pigment-
protein complex. In this description, the coupling between two excitons is proportional to
their overlap in the site basis (D. I. G. Bennett, personal communication). The electronic
structure of the pigments in PSII is such that the rates of energy transfer computed using
this model are significantly faster than the fluorescence lifetime, and excitation energy can
be efficiently transferred to the reaction center. More precisely, the electronic couplings in
PSII span a wide range and the above model is not sufficient to describe energy transfer, as
will be seen in Chapter 5.

In the reaction center, the excitation on the central group of 6 pigments - 4 Chl-a and
2 pheophytin - triggers an electron transfer that occurs on the ps timescale. The mecha-
nism of this reaction is still under debate [122]. The electron is quickly transferred to the
plastoquinone pool, thus “separating charge,” before charge recombination can occur. The
reducing potential of the electron is used to power the electron transfer chain shown in Figure
1.1.

1.2.3 Nonphotochemical quenching

In low light (<300 pmol photons m~2 s 1), light harvesting proceeds as described in the
previous section. During the day, however, sunlight can typically reach 1800 pmol photons
m~2 s ~!, which is 11 photons A2 s, Because the absorption cross-section of chlorophyll
is approximately 1 A2 per molecule and each reaction center has roughly 250 chlorophylls,
there are 2500 excitations per second per reaction center. If we assume that it takes ~1 ms
for the highly energy electron to be transferred to the PQ pool, then the RC can take 1000
excitations per second. The remaining 1500 excitations are excess light.
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Figure 1.4: Schematic of the feedback loop of nonphotochemical quenching. The excitation
energy is input for the plant, the series of light reactions. Outputs from these light reactions,
such as the pH gradient, are used as sensors of changing light conditions. The sensor triggers
the actuator, which are quenchers that dissipate excess energy, relieve excitation energy
pressure on the plant, and prevent damage.

The excess excitation energy from these ‘surplus’ photon absorptions can relax to the Chl
triplet state. These triplets can react with ground state triplet oxygen to generate singlet
oxygen (10,) that can cause photo-oxidative damage to the reaction center proteins [74]. In
light-harvesting complexes, Chl triplets can be quenched by neighboring carotenoids, whose
triplet state energy is too low to generate 'O,. If a carotenoid was present in the RC, it
would block water oxidation because the potential difference for electron transfer from a
carotenoid typically found in photosynthesis [20] to P680" (~0.5 V [48]) is more favorable
than that for electron transfer from water to P680" (~0.2 V [139]). This process would
‘short circuit’ the electron transfer chain connecting P680 to the water splitting complex.
For this reason, damage is localized to the D1 protein of the reaction center, as the primary
electron donor (P680) cannot be protected by carotenoid quenching of Chl triplets. To
prevent damage, avoid the energetic cost of repair [120], and increase plant fitness [72], PSII
contains feedback mechanisms, collectively called nonphotochemical quenching (NPQ), in
which excitations can be harmlessly dissipated as heat (Figure 1.4).

Oxygen evolving photosynthetic organisms, such as cyanobacteria, algae, and plants, all
have NPQ responses [102]. The mechanisms of NPQ in plants and green algae are gener-
ally broken down into energy-dependent quenching (qE), state transitions (qT), inhibition
quenching (qlI) [93], and zeaxanthin-dependent quenching (qZ) [96]. The classification of
different contributors to quenching is somewhat controversial. Mechanisms are sometimes
grouped by the timescales of activation and relaxation [43]. The response times of qE are
seconds to minutes, of qZ are 15-30 minutes, of T are tens of minutes, and of gl are hours.
Alternatively, the different types of quenching are sometimes grouped by their molecular
trigger(s) (Figure 1.4). qE and qZ are trigged by pH gradient [25, 96], T by reduction of
the plastoquinone pool [87], and I by PSII damage [93]. Despite being subcategorized into
qE, qZ, qT, and ql, there are relationships between the various components in NPQ. For



instance, both qE and gZ involve zeaxanthin, but unlike qE, qZ is not reversible within sec-
onds to minutes [96]. Because the processes that give rise to NPQ are not fully understood,
it is not clear whether different kinetic components of NPQ involve different photophysical
sites and mechanisms or different triggers.

In each mechanism of NPQ, the light-harvesting apparatus quenches excitation in re-
sponse to changes in sunlight [49, 62, 83]. While there has been significant work on all of
the NPQ components, the mechanisms of all of them remain controversial. This thesis will
focus on qE, though the methods presented could also be used to study any of the other
components of NPQ.

1.3 Interplay between modeling and experiment is re-
quired for understanding light harvesting

To understand light harvesting is to know how the structure and arrangement of pig-
ments in the light-harvesting proteins give rise to light-harvesting functionality. There are
two components that are required for describing the dynamics of light harvesting in dim
light - energy transfer through antenna complexes and electron transfer in the reaction cen-
ter. Energy transfer dynamics are determined by the Hamiltonian of a pigment-protein
complex, which includes the electronic excited states and their couplings of the pigments,
the vibrational modes of the complex, and the interaction between the electronic excited
states and the vibrational modes. The crystal structure of the complex contributes to the
off-diagonal terms of the electronic Hamiltonian and can, using intensive molecular dynam-
ics simulations, give information about the diagonal terms of the electronic Hamiltonian
[1]. Obtaining numbers for the remaining terms requires ultrafast experiments that probe
energy transfer (Section 1.4.1). Such measurements are used to inform and construct de-
tailed models of energy transfer. In large assemblies such as PSII supercomplexes and grana
membranes, the structure and arrangement of pigments, until recently, has been unknown.
Thus, measurements of fluorescence lifetime and fluorescence yield have been used in com-
bination with simple models to gain an understanding of light harvesting in these larger
assemblies (Sections 1.4.2 and 1.4.3). Measurements of light harvesting are essential for de-
termining the aspects of energy transfer that cannot be derived the crystal structures of the
pigment-protein complexes.

1.4 Measuring light harvesting

1.4.1 Ultrafast spectroscopy

The fast rates of energy transfer require experimental methods with which to probe them.
The development of laser systems that can readily achieve mode-locking using Ti:Sapphire
as the gain medium has enabled the use of ultrafast (~100 fs) laser pulses to understand light
harvesting. The primary technique that has been used is transient absorption spectroscopy



[16]. In TA measurements, two pulsed beams, a pump and a probe, are applied to the sample
with a fixed time delay between them. Energy transfer dynamics can be observed by, for
example, the excited state absorption of chlorophyll pigments of lower energy than those
initially excited. Recently, the development of two-dimensional electronic spectroscopy has
enabled the visualization of energy transfer in pigment-protein complexes such as LHCII [51].
These techniques have been useful for mapping the energy transfer dynamics of pigment-
protein complexes onto their molecular structure. However, neither technique is useful for
measuring the dynamics of spectrally crowded samples such as PSII supercomplexes or grana
membranes.

1.4.2 Time-resolved fluorescence

Chlorophyll fluorescence lifetimes are typically measured to understand light harvesting
in protein assemblies such as the PSII supercomplex and the grana membrane. Fluorescence
lifetimes can be measured by a variety of techniques [73], but the most common is time
correlated single photon counting (TCSPC) (Figure 1.5). In TCSPC, a short pulse of light is
used to excite the sample. A beamsplitter before the sample diverts some of the laser power
to a photodiode, whose resulting current triggers the TCSPC board electronics to start a
timer at the same time that the laser excites the sample. Reflected light from the lasers and
emitted fluorescence from the sample go through the collection optics. A monochromator
selects the fluorescence. When a fluorescence photon hits the detector, it stops the timer
that was initiated when the pulse excited the sample. The laser power is set such that it
is very unlikely that there will be more than one fluorescence photon per laser pulse. The
TCSPC board bins that fluorescence time. The process is repeated for millions of pulses to
build up a fluorescence decay.

Because the laser pulse has width in time and the TCSPC electronics are not infinitely
fast, the data I () represents a convolution of the fluorescence decay F'(t) with the instrument
response function I RF(t),

I(t):/t IRF(t')F(t —t")dt, (1.3)

—00

F(t) is assumed to have some form with free parameters, such as a sum of exponentials, so
that it can be extracted from the data by performing an iterative forward convolution fit.
F(t) provides information on the decay of the excited state population of the sample. When
the sample is a pigment in solution, F'(t) is likely one exponential and the time constant
of the exponential has the simple interpretation of being the excited state lifetime of the
pigment. F'(t) for pigment-protein complexes and membranes is more complex, and its
physical description will be discussed at length in Chapter 4.

While TCSPC can be used to measure energy transfer in large protein assemblies, it
typically takes tens of minutes to acquire enough counts to obtain a statistically reasonable
fit. This problem has precluded TCSPC from being used to measure the light harvesting as
it acclimates to changes in sunlight intensity and wavelength.



10

collimating and
focusing lenses

sample (_\
/ monochromator |—»  PMT ..
‘ ~

A

A A4

TCSPC Card
beamsplitter Lk
» | photodiode | ----—""" /-EE!I!
l Data
§8
Laser ‘§ se,
S o009
| oeo®
O
... 0]
o009 o
o009 o
o0® M
S3sssssnscitens
_!;.. ® HHHHHOE

Time

Figure 1.5: A schematic of time correlated single photon counting (TCSPC). A pulse of laser
light (blue) is used to excite a flat, solid sample. The sample can also be a solution in the
cuvette. In that case, the laser will excite the sample at a 90° angle to the fluorescence
collection. At the same time, the TCSPC card begins a timer (start). A detected photon
of fluorescence (red) stops the timer and the time the photon was emitted is binned. The
process is repeated many times to build a histogram (Data). Figure courtesy of Emily Jane
Sylak-Glassman.
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Figure 1.6: A PAM trace of a leaf from wild-type A. thaliana is shown, in red. The bar at
the top of the figure indicates periods of darkness (black) and actinic light illumination at
an intensity of 680 ymol photons m~2 s ! (white). The saturating pulses occurred wherever
there is a spike in fluorescence. The trace was averaged over 6 different leaves. The F,, peak
and the F) peaks are indicated. The F, peaks are all the peaks in fluorescence that are not
F,, and F”, and only two of them are pointed out for clarity.

1.4.3 Pulsed amplitude modulated (PAM) fluorimetry

PAM fluorimetry is a widely used tool for measuring changes in the chlorophyll fluores-
cence yield as plants acclimate to changing light conditions [133]. PAM fluorimeters only
detect fluorescence resulting from a low intensity (< 0.1 pmol photons m~2 s™!) modulated
measuring light that minimally affects the photochemistry or NPQ in the plant. As a result,
PAM can measure the relative fluorescence yield of a leaf or alga as it acclimates to changing
light conditions. It is easy to use and can be used for the rapid characterization of plants in
the field and algae in the ocean.

Typical PAM fluorimeter measurements of qE consist of a dark-acclimated sample ex-
posed to actinic light (light that results in productive photosynthesis) until qE reaches a
steady state (approximately 10 minutes), followed by a period of dark re-acclimation until
qE turns off (Figure 1.6). To distinguish the effects of photochemical quenching and non-
photochemical quenching, short (< 1 s) pulses of high intensity (up to 20,000 gmol photons
m~2 s71) actinic light are periodically used to close PSII reaction centers (peaks in Figure
1.6). Reaction centers are considered to be open when the primary plastoquinone electron

acceptor in the reaction center, () 4, is oxidized and is considered closed when @) 4 is reduced
3, 140].
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Many parameters about light harvesting, such as the approximate yield of productive
charge separation during light acclimation, can be calculated from the PAM trace [3, 8, 28].
To characterize the NPQ response of a plant, it is useful to compare the fluorescence yield
when the PSII RCs are closed before and during light acclimation. F), is proportional to the
maximum fluorescence yield measured during a saturating pulse of actinic light applied to
dark-acclimated leaves. F) is the maximum fluorescence yield following exposure to light,
also measured during saturating pulses. A parameter called NPQ can be calculated with
these parameters. /

F,—F
NPQ = T (1.4)
The NPQ parameter is useful for measuring the dynamics of changes in light harvesting. It
is also used to compare relative amounts of quenching between various mutants and light
conditions, because it increases as quenching turns on and decreases as quenching turns
off. To separate qE from qT, qZ, and ql, F/, the maximum fluorescence yield after qE has
relaxed, is often measured [3].

PAM traces also allow researchers to quickly assay the qE response with different mutants,
light conditions, and chemical treatments. These measurements are often correlated with
other biochemical measurements that quantify parameters such as the protein or pigment
content to investigate the relationship between these components and qE. However, essential
information about energy transfer is missing in the fluorescence yield, which is proportional
to the integral of the fluorescence decay. Two different fluorescence decays can give rise to
identical fluorescence yields.

1.5 Energy-dependent quenching (qE)

1.5.1 Components

qE in all eukaryotic photosynthetic organisms is dependent on the formation of the pH
gradient [25, 94, 152], which serves as the sensor for high light. The molecules that the pH
gradient affects for turning on qE have primarily been discovered via genetic studies. There
appear to be two mechanisms of qE, one that developed before and one that developed after
plants moved to land. While both mechanisms are pH-dependent and quench fluorescence
in response to light, their molecular components and mechanistic details appear to be dif-
ferent. Interestingly, Physcomitrella patens, a moss that was one of the first photosynthetic
organisms to make the transition to land, appears to have both mechanisms of qE [4].

The mechanism of qE in plants has primarily been studied using the model weed, Ara-
bidopsis thaliana. The npgj mutant of A. thaliana lacks the PsbS protein and shows no qE in
PAM traces [76]. The npg4-E122Q and npqj-E226( mutants, each of which has one lumen-
exposed glutamate residue mutated such that it cannot be protonated, have qE levels that
are midway between that of wild-type and npg4. This result showed that PsbS is pH-sensitive
and likely undergoes some conformational change when the lumen pH is low [78]. The npq!
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mutant in A. thaliana showed the importance of the conversion of the carotenoid violaxan-
thin to zeaxanthin by the enzyme violaxanthin de-epoxidase (VDE) [99]. VDE is located
in the lumen, activated by a low lumen pH, and exchanges violaxanthin with zeaxanthin in
the light-harvesting complexes on a minutes timescale [63]. In addition, the light-harvesting
complexes appear to be required for qE [53].

The mechanism in algae has primarily been studied using the model green alga, Chlamy-
domonas reinhardtii. Zeaxanthin was shown to be required for 30% of the qE response [97].
Lutein appears to be necessary for the remainder of qE [98]. The npg/ mutant in C. rein-
hardtii lacks the LHCSR3 protein and showed no qE response [115]. LHCSR3 appears to be
required for sensing the pH gradient and may be a site of quenching, as it binds pigments
22, 115].

In both plants and algae, qE involves the quenching of excitation energy after the pH
gradient develops. How the components described above work in concert with the pigment-
protein complexes of the light-harvesting apparatus of PSII to induce quenching continue to
be outstanding questions.

1.5.2 Mechanistic picture

The array of LHCIIs and PSII supercomplexes in the grana membrane (Figure 1.2) gives
rise to an energy transfer network in which the pigments in the light harvesting proteins
absorb light and transfer the resulting excitation energy to RCs, where it is converted into
chemical energy. In order to turn on chlorophyll quenching, this energy transfer network
must change in response to the protonation of the pH-sensitive proteins (e.g., LHCSR3,
PsbS, VDE).

We represent the energy transfer network of the grana membrane using a simple grid in
Figure 1.7. We use this picture to illustrate the changes in the energy transfer network that
may occur when gE turns on. It is a simplification and reduction of the complete network,
which contains ~10,000 chlorophylls and whose description has not yet been conclusively
determined [35]. The nodes (circles) represent groups of chlorophylls at which excitation
energy can be localized and are either antenna or RCs. The dark-acclimated membrane
without qE is shown on the left. Excitation energy can be absorbed at any of nodes and
transferred on the picosecond (10712 s) timescale along the lattice grid lines until it reaches
a reaction center (grey nodes) [145]. Once it reaches a reaction center, the excitation energy
can be converted into chemical energy. The ApH triggers a series of changes in the membrane
(Figure 1.7, right) that alter the energy transfer network on a timescale of tens of seconds
to minutes. Some antennae (white nodes) gain a photophysical pathway or mechanism with
a rate of relaxation to the ground state that is fast relative to fluorescence and intersystem
crossing. Efficient quenching of chlorophyll excitations could prevent the excitation from
reaching a reaction center that is susceptible to damage. To alter the properties of the
pigments such that they become quenching sites may require a rearrangement of the proteins
in the membrane, which is indicated by the changes in the connectivity of the network.

While this general picture of quenching is agreed upon, nearly all of the details remain
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Figure 1.7: The figure shows a schematic of the chlorophyll connectivity of a small portion
of the grana membrane when qE is off (left) and when qE is on (right). The black circles
represent non-quenching chlorophyll, such as those in LHCII. The grey circles represent PSII
reaction centers, and the white circles represent qE quenching sites. At both of these types
of sites, there is a rate for removing excitation from the grid. The grid lines display the
connectivity for energy transfer between different groups of chlorophyll.

controversial in both plants and algae mainly because of the difficulty in experimentally
accessing the information in Figure 1.7. Observing qE requires an intact grana membrane
that can generate a pH gradient. However, the grana membrane is complicated and het-
erogeneous, and its structure is difficult to characterize. Thus, qE has often been studied
on proteins isolated from their native membrane environment [126]. The proteins can then
be exposed to different, controlled conditions, and the spectroscopic techniques in Sections
1.4.1 and 1.4.2 can be used to extensively characterize the energetic structure. The problem
with this approach is that it is quite possible (likely, even) that a protein normally in a
crowded membrane environment such as that of the grana (Figure 1.2), once isolated, will
behave differently than it would in vive. Another difficulty is in the wide range of timescales
that must be monitored simultaneously to capture the changes in Figure 1.7. Characterizing
the energy transfer dynamics and connectivity requires methods with picosecond resolution,
while the changes in the membrane grid take place on the seconds to minutes timescale.
The lack of knowledge about energy transfer in the membrane and the difficulty in mea-
surement have resulted in a number of theories for the mechanism of qE [126]. Most hypothe-
ses on the mechanism have been based on measurements of certain aspects of the mechanism,
such as the nature of the pH trigger [66, 135], the changes in the membrane that occur during
qE [64], the site of qE [58], and the photophysical mechanism of qE [2, 6, 55, 71, 92, 125]. It
is partly because of this fragmented approach that the mechanism of qE remains unclear.
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1.6 Measurements and structure-based models of en-
ergy transfer in grana membranes to understand
light harvesting in variable light conditions

Understanding light harvesting in variable light conditions requires methods that measure
the many timescales involved in light harvesting and its regulation in intact, living systems
such as whole leaves and live algae. The methods currently available for measuring qE
typically measure either slow biochemical/structural changes (sec to min timescale, which
can be characterized using PAM fluorimetry) or the fast dynamics in the light-harvesting
antenna (fs to ns timescale, by measuring fluorescence lifetimes or transient absorption) in
dark or light-acclimated samples. Understanding how the triggers/components of E act in
concert to activate quenching requires a technique that bridges both slow and fast timescales.
The photophysical mechanisms and sites involved in qE are intimately tied to the biochemical
and biophysical changes that occur to activate these mechanisms.

To fill this gap in techniques for measuring qE, we have developed a technique for mea-
suring the changing fluorescence lifetime as qE turns on in plants and algae, which we
call “fluorescence lifetime snapshots” (Figure 1.8). It is a two-dimensional technique with
one time axis being the fluorescence decay time, and the second the adaptation/relaxation
timescale. To access the information about the energy transfer grid underlying this data, we
have developed a detailed model of energy transfer in grana membranes. This strategy of
using fluorescence lifetime snapshots and energy transfer models to leverage the information
in those snapshots is a general one that can be used to study any of the mechanisms of NPQ.
Moreover, it can be applied to using other ultrafast spectroscopic techniques for studying
the photophysical mechanisms of NPQ).

The development of the fluorescence lifetime snapshot technique on live cells of green algae
in Chapter 2 and leaves of plants in Chapter 3. The need for an accurate model of energy
transfer in grana membranes to interpret the snapshot data is described in Chapter 4. The
development of the membrane model is described in Chapters 5 and 6. Chapter 6 concludes
with an outlook on how the two developments from this thesis - the snapshot technique and
the detailed energy transfer for the grana membrane - can be used to understand the light
harvesting and its regulation in fluctuating light conditions.
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Figure 1.8: Schematic of the “fluorescence lifetime snapshots” measurement. The measure-
ment tracks changes on both the T timescale (sec to hours) as well as in the ¢ timescale (ps
to ns). qE triggering and the thylakoid membrane rearrangement occurs on the 7' timescale.
Quenching of chlorophyll fluorescence occurs on the ¢ timescale and contains information
about the energy transfer network of the grana membrane.
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Chapter 2

Fluorescence lifetime ‘snapshots’
reveal two qFE mechanisms in live cells
of Chlamydomonas reinhardtii

2.1 Experimental setup and strategy

A particular difficulty in performing fluorescence lifetime experiments on intact pho-
tosynthetic samples undergoing qE is that it takes several minutes to accumulate enough
counts to obtain fits that have sufficiently small confidence intervals. Gilmore and coworkers
were able to chemically pause thylakoids undergoing qE using dithiothreitol (DTT), 3-(3,4-
dichlorophenyl)-1,1-dimethylurea (DCMU), and methyl viologen [49]. Johnson and Ruban
added glutaraldehyde, which irreversibly cross-links proteins and chemically “freezes” the
sample, to plant chloroplasts that had induced qE [65]. While both of these strategies were
allowed measurement of a fluorescence lifetime for light-acclimated thylakoids or chloroplasts,
they cannot be used to measure fluorescence lifetimes during acclimation, as they require
stopping the acclimation of qE before measurement.

The measurement of the fluorescence lifetimes of intact algae or leaves is complicated
by the fact that turning on qE using strong light sources instead of chemical inhibitors will
induce high levels of background fluorescence or saturate the sensitive detectors typically
used for TCSPC. To address this problem, Holzwarth and coworkers developed a method
using a rotating cuvette by which the fluorescence lifetime could be measured while qE was
kept on [58, 85]. This setup, however, required data acquisition times of ~45 min, which is
longer than the time for qE induction and relaxation.

To measure fluorescence lifetime snapshots, we built a shutter apparatus to allow light
acclimation to occur without damage to the detector (Figure 2.1) [5]. The apparatus is
a conventional single photon counting (SPC) setup with the addition of an actinic light
source and three shutters which can be open or closed in front of the excitation, actinic, and
detection beams. The apparatus was built such that actinic light could be applied to the
sample, with short periods in which the sample would interact with the laser to measure the
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time-resolved fluorescence while the PSII reaction centers remained saturated (Figure 2.34).
To record an adequate number of fluorescence counts for the shortest increments in the
adaptation trajectory, the experiment could also be performed using the pulsed laser as
both an actinic and a measuring light source (Figure 2.3B). The repetition rate of the laser
(75.7 MHz) and the pulse energy at the sample (5 pJ) were chosen to keep PSII reaction
centers closed and maximize fluorescence collection while avoiding singlet-singlet and singlet-
triplet annihilation conditions. We used the apparatus to study the qE mechanism of C.
reinhardtii.

2.2 Materials and methods

2.2.1 Growth and sample preparation of C. reinhardtii

Cells of the 4A" strain were grown in low light (40 gmol photons m~2 s71) with a reduced
carbon source (tris-acetate phosphate (TAP) medium) for 1 to 2 days until exponential
growth was reached. Approximately 1 x 10° cells from this culture were used to inoculate
50 mL of minimal (high salt (HS)) media. The HS culture was grown in high light (400-440
pmol photons m™2 s71) in air, with ambient CO, as the only carbon source. Cultures that
were in the late-logarithmic growth phase, between 3 and 5x10° cells mL™"!, were used for
experiments. Before performing fluorescence measurements on the samples, the cells were
dark incubated for 30-50 min. The sample was prepared in a 1 cm pathlength cuvette. The
cuvette contained algae diluted to a concentration of 0.5 OD at 410 nm with 500 uL of 0.1%
agarose to suspend the algae and water to 1.5 mL.

2.2.2 PAM fluorescence measurements

The maximum efficiency of PS II (F,/F,,,) was measured as described in Peers et al. [115]
and was ~0.6 for all measurements. The measurement shown in Figure 2.2 was done as
described in Section 2.3.1.

2.2.3 Fluorescence lifetime apparatus

Time-resolved fluorescence measurements were acquired using a time-correlated single
photon counting (TCSPC) apparatus. A commercial mode-locked oscillator (Mira 900F,
Coherent) pumped by a diode-pumped, frequency-doubled Nd:YVO4 laser (Verdi V-10, Co-
herent) generated ~150 fs pulses with a repetition rate of 76 MHz and was tuned to 820 nm
with a full width at half-maximum (fwhm) of 12 nm. This output was frequency doubled
to 410 nm using a l-mm-thick beta barium borate (BBO) crystal. The pulse energy at
the sample was 10 pJ. Fluorescence emission was sent through a polarizer set at the magic
angle. The fluorescence was then sent through a spectrograph (Newport 77400-M) and de-
tected with a microchannel plate photomultiplier tube (MC-PMT) (Becker-Hickl PML-16C).
The MC-PMT could discriminate the fluorescence photons into 16 channels, separated 12
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Figure 2.1: The shutter apparatus for measuring fluorescence lifetime snapshots. The sample
can interact with the laser and/or a white actinic light source, both of whose access to the
sample is gated by a controllable shutter. The path of fluorescence photons to the detector
is also gated by a shutter. Light acclimation occurred when the configuration was in A. Data
was collected only when the apparatus was in configuration B.
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nm apart from each other. Each channel contained the fluorescence decay for photons at
that wavelength, £1 nm. The MC-PMT was controlled using the DCC-100 detector con-
trol (Becker-Hickl), with the gain set to 90%. The photons were collected into 3.6 ps wide
bins using a Becker-Hickl SPC-630 counting board. The full width half maximum of the
instrumental response function was 150 ps.

2.2.4 Shutter apparatus

The shutter apparatus built for measuring the adaptation of C. reinhardtii cells to dif-
ferent light conditions is shown in Figure 2.1. The sample can interact with the laser and/or
a white actinic light source (Schott KL.1500 LCD), both of whose access to the sample is
gated by a controllable shutter. The path of fluorescence photons to the detector is also
gated by a shutter. The shutters were constructed using a rotary solenoid (LEDEX, Part
No. 810-282-330) which was connected to a 12-V power supply (Circuit Specialists, Inc.,
3645A). To control the shutters, a 5-V square wave was sent from the computer through a
data acquisition card (National Instruments, PCI-6229) to three relays (Potter & Brumfield,
JWS-117-1). A 5-V square wave from the computer triggers the TCPSC board to start a
measurement and collect photons [12].

2.2.5 Measurement of qE induction and relaxation
Actinic light measurement

The sample remained in the dark until time 7" = 0, when the shutter in front of the
actinic light (1000 pmol photons m~2 s7!) was opened. To measure a fluorescence decay,
the actinic shutter was closed, and 0.1 s later the laser shutter and detector shutters were
opened and the SPC board was triggered for 0.2 s. 0.1 s later the actinic light shutter was
reopened. Fluorescence decays were collected at times T' =1, 2, 5, 10, 15, and 19.5 s. At a
time Tieax, the laser and detector shutters were opened again for 0.4 s, and the SPC board
was triggered 0.1 s later for 0.3 s. Fluorescence decays were measured for T,q.x = 1, 2, 10,
18, 30, and 60 s. The experiment was done 18 times on a single culture with each T ey
measured 3 times, and the results were averaged for better signal to noise. The experiment
allowed us to obtain fluorescence decays at the selected times using actinic light as a high
light source.

Laser Light Measurement

As depicted in Figure 2.3, the laser was used to induce changes in the sample. The laser
illuminated the sample for 20 s, and time-resolved fluorescence decays were collected for 80
ms every 200 ms. After 20 s of laser exposure, the laser shutter was closed for a relaxation
time. The measurement sequence was repeated for 12 aliquots from the same culture, and
the fluorescence decay at each collection time was averaged over all aliquots. After the
relaxation time ended, the laser shutter was opened for 1.6 s, during which 8 fluorescence
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decays were collected every 200 ms. The relaxation times used were 1, 2, 5, 7, 10, 14, 18,
22, 26, 30, 45, and 60 s. Of the 8 fluorescence decays collected in the 1.6 seconds of the
relaxation measurement, the second to the fifth fluorescence traces were summed to give
the relaxation trace. Because more counts were collected in the measurement of relaxation
than in measurement of the induction, each relaxation lifetime came from the average of two
aliquots. Fluorescence decays were generated by adding counts at each collection time over
all aliquots and over channels 6 (644 nm) to 12 (716 nm).

Role of the Laser in Both Measurements

The laser has two roles in the measurements depicted in Figure 2.3. It is used to measure
the fluorescence lifetimes of the chlorophylls as in a conventional TCSPC experiment as well
as serve as a photosystem II (PSII)-saturating high light source (similar to the role of the
blue light in recent papers from Holzwarth and coworkers [58, 85]. To ensure that the laser
does in fact close all PSII reaction centers, we estimated the laser fluence on the sample.
The laser produces 2.2 x 107 photons at 410 nm per pulse with a beam area of 1.28 mm?. In
the focal volume of the sample, the total concentration of chlorophylls is ~0.2 OD, and we
assume there are 250 chlorophylls per reaction center. There are 6.6 x 10 reaction centers
in the focal volume. For a sample that has an OD of 0.2, 36% of incident photons will
be absorbed by the PSII antenna. Assuming that all photons absorbed by the chlorophylls
are trapped by RCs, 3.4 x 1072% of RCs are closed after one pulse. If the reaction center
could not reoxidize ), all RCs would be closed in ~40 ps. The reaction center, however,
transfers electrons from @ to Qp on a ~200 us timescale [20]. Therefore, under these
high light conditions, the saturation of the reaction centers in the focal volume depends on
the time for plastoquinone pool to become reduced, which, in our measurement, was ~0.3
s. The fluorescence lifetime of the sample was much shorter than the time between pulses,
13.2 ns, ensuring that excitations did not remain in the antenna from pulse to pulse. This
combined with the low (5 pJ) pulse energy meant that there was negligible singlet-singlet
and singlet-triplet annihilation during the measurement [145].

2.2.6 “DCMU-treated,” “light acclimated,” and
“nigericin-treated” measurements

For the “DCMU-treated” measurement, DCMU was added to a final concentration of
500 uM to dark-acclimated C. reinhardtii cells. After a 1 min incubation time, fluorescence
counts were collected for 5 s every 5 s for 200 s. The fluorescence decays collected during
each 5 s interval did not change in fluorescence lifetime and thus were averaged together.

For the “light-acclimated” and “nigericin-treated” measurements, the sample remained
in the dark until time 7" = 0, when the shutter in front of the actinic light (600 pmol
photons m~2 s7') was opened. After 150 s, the actinic light shutter was closed and 0.1 s
later the laser and the detector shutters opened for 7 s, during which fluorescence counts were
collected. After this period, the laser and detector shutters were closed and 0.1 s later the
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actinic light shutter was opened for 5 s. This sequence of 7 s and 5 s was repeated 7 times.
The fluorescence decays collected during each 7 s interval did not change in fluorescence
lifetime and thus were averaged together. This measurement was the “light acclimated”
measurement. After the last 7 s and 5 s sequence, nigericin was added to the sample to a
final concentration of 100 uM. After 45 s, the actinic light shutter was closed and the laser
and the detector shutters opened for 5 s, during which fluorescence counts were collected.
After this period, the actinic light shutter was opened, and 0.1 s later the laser and detector
shutters were closed for 5s. After this period, the laser and detector shutters were closed, and
0.1 s later the actinic light shutter was opened. This sequence of 5 s and 5 s was repeated
20 times. The fluorescence decays collected during each 5 s interval did not change in
fluorescence lifetime and thus were averaged together. This measurement was the “nigericin”
measurement.

2.2.7 Data fitting

Fluorescence decays were fit to Eq. 2.2 using the method of least squares using Fluofit
(Picoquant). The kinetics for induction of amplitudes of the fast components were fit to
Eq. 2.3 using the curve fitting software on MATLAB (Mathworks). Bootstrapping was
performed using Fluofit. The amplitude-weighted lifetime (7) was calculated using Equation

2.1.
(1) = Z AT (2.1)

A brief explanation of bootstrapping is as follows. Imagine there are N data points in a
fluorescence decay. Bootstrapping involves the random selection with replacement of N data
points from the fluorescence decay, followed by a fitting of this sampled data. This process
of sampling from the data points in a fluorescence decay was repeated 500 times and the
amplitudes and lifetimes from each fit were recorded. The 68% confidence intervals indicate
the range of recorded amplitudes or lifetimes between which 68% of the bootstrapping fits
fall.

2.3 Experimental results

2.3.1 PAM fluorescence trace of C. reinhardtit

Figure 2.2 shows a PAM fluorescence trace for wild-type C. reinhardtii grown photoau-
totrophically in high light (400 pmol photons m™2 s™!) until the late log phase of growth,
and dark acclimated for 20 minutes before measurement. Actinic light was applied at "= 0
s, where T' is the time axis along which light adaptation occurs. During the first ~0.3 s of
actinic light illumination (inset), the fluorescence yield increased as the plastoquinone pool
became fully reduced, and photosystem II reaction centers became saturated [127]. Due
to the induction of NPQ quenching pathways, the fluorescence yield rapidly decreased for
0.3 s < T < 2.5 s, decreased much less for 2.5 s < T < 10 s, and plateaued by 7" =20 s at a
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Figure 2.2: PAM fluorescence trace of wild-type C. reinhardtii. The actinic light intensity
during the light induction period between 7" = 0 s and 7" = 20 s was 1000 pmol photons
m~2 s~!. The inset shows the fluorescence yield during the first 3 s after the actinic light is
applied. The time resolution was 0.11 s.

yield slightly lower than that before actinic light was applied. The actinic light was turned
off after T' = 20 s, and the fluorescence yield dropped below what it was before the actinic
light was turned on. This occurs because oxidation of the plastoquinone pool opened PSII
reaction centers while NPQ quenching sites were still turned on. NPQ turned off rapidly as
the algae acclimated to the darkness over the next 60 s, suggesting that the NPQ observed
here is qE.

The PAM measurement allowed us to qualitatively describe the dynamics as algae accli-
mated to light. However, it is possible that different qE processes contributed to the changes
in fluorescence yield in this organism and that the amplitudes and fluorescence lifetimes of
these processes were averaged out. To determine the lifetimes and amplitudes of qE quench-
ing processes, we measured fluorescence decays of C. reinhardtii at different points on the
T axis as the algae induced qE in high light for 20 s and as the algae turned off qE in an
ensuing 60 s of darkness.

2.3.2 Measurement of time-resolved fluorescence decays during
light acclimation
We intended to use the shutter apparatus to periodically measure the fluorescence life-

time during light acclimation similar to PAM measurement, where the laser would serve as
both a saturating and measuring light. This measurement, which we call the actinic light



24

A Actinic Light Measurement
Actinic
Dark Light Dark Dark

Time T(S) 0 7 N 20 20+ T,

4 N relax

13 ns
B Laser Light Measurement
Dark Laser Light
AT-008s
H

T(s) 0 0.1 0.3

o 100
€

3@

Ow®

g

L o107
gL

3

0 5

Arrival time £ (ns)

Figure 2.3: Schematic of measurement. (A) In the actinic light measurement, the sample
remained in the dark until time 7" = 0 s, when the actinic light treatment was begun.
Measurement of the fluorescence lifetime occurred periodically by closing the shutter to the
actinic light beam and opening those in front of the pulsed laser and the detector (thin
rectangles). The actinic light shutter was closed at 7' = 20 s and a measurement was made a
time Tygax later. (B) In the laser light treatment, laser light was applied for 0 s < T < 20 s.
Fluorescence acquisition periods were AT = 0.08 s long and spaced 0.2 s apart. The first
F(t,T) was collected at T' = 0.1 s to avoid loss of counts for the first measurement due to
the opening time for the shutter. A representative fluorescence lifetime trace corresponding
to a collection period at the beginning of the 20 s induction time is shown. The data were
smoothed with a moving average filter with a span of 25 bins for visual clarity.
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measurement, began, at T" = 0, by opening the shutter in front of the actinic light beam.
To make a fluorescence lifetime measurement during qE induction, when 0 s < T" < 20 s,
the actinic light shutter was closed, shutters in front of a pulsed laser and a detector were
opened, and a trigger was sent to the SPC board to initiate collection and binning of flu-
orescence counts for a time AT (Figure 2.1B). After AT, to resume light adaptation, the
laser and detector shutters were closed, and the actinic light shutter was reopened (Figure
2.1A). This strategy prevents actinic light from overloading the detector and allows for the
collection of fluorescence decays during the qE induction period. To measure fluorescence
decays during the qE relaxation period, we closed the actinic light shutter when 7" = 20 s.
At a time T,q. later the laser and detector shutters were opened, and the SPC board was
triggered to collect and bin counts for AT, after which the laser and detector shutters were
closed. The apparatus measures fluorescence decays F'(t,T) at different points along the T
axis, where t corresponds to the arrival time of fluorescence photons after excitation of the
sample with a laser pulse.

Ideally, the collection time, AT, would be set such that F(t, T+ AT) ~ F(t,T). As seen
in Figure 2.2, inset, the fluorescence yield changes every 0.11 s during the first 3 s of the
actinic light treatment, so AT should be less than that time. However, enough fluorescence
counts (~1000 counts in the maximum bin) must be obtained during AT to allow accurate
fitting of the fluorescence decays. A compromise between these two considerations and
the electronic limitations of the photon counting board allowed us to collect photons for
AT = 0.08 s every 0.2 s on the T axis, provided the measurement F(t,T") was repeated on
more than 10 different aliquots from an algal culture to increase the number of counts in
the maximum bin to ~1000. This AT was too small to use the actinic light source as in
the strategy described above because the shutters had a open/close time of ~40 ms. Even
if faster shutters were used, the sample would be exposed to the laser for 40% of the light
adaptation period. For the purposes of measuring light induction of qE in C. reinhardtii, we
used the laser light as both an actinic light source and as a measuring light.

The repetition rate of the laser (75.7 MHz) and the pulse energy at the sample (5 pJ)
were chosen to keep PSII reaction centers closed and maximize fluorescence collection while
avoiding singlet-singlet and singlet-triplet annihilation conditions. If singlet-triplet annihi-
lation was a significant factor, the results from the actinic light treatment and the laser
light treatment would be different. In fact, measurements on the same sample using the two
strategies gave very similar results, which validated the use of the laser as both the actinic
light source and the measuring light (Figures 2.5 and 2.6).

At T, cax, the time for which the algae are in darkness after the high light treatment, the
goal is to measure a fluorescence decay with the PSII reaction centers closed and without any
qE induced by the laser during the measurement. However, as seen in the inset of Figure 2.2,
it takes ~0.3 s of exposure of dark-acclimated cells to high light before the reaction centers
are closed. E quenching turns on immediately after saturation of the reaction centers.
Because these changes may occur at different rates depending on T, e.y, we averaged the
fluorescence curves collected between 0.2 and 1.0 s within AT. Selection of this interval
resulted in the observation of full reversal of changes in the fluorescence lifetime caused by
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Figure 2.4: Normalized fluorescence decays from emission at 680 nm from the measurement
described in Figure 2.3. The data were smoothed with a moving average filter with a span of
20 bins for visual clarity. The direction of the black arrow indicates the T" axis. The different
colors represent fluorescence decays collected at different times along the T' axis.

the 20 s laser light treatment. Only one measurement at T,q. Was done per sample to avoid
the influence of the laser on any measurements at later T\ ., times.

Figure 2.4 shows the results of the experiment described in Figure 2.3B. The qualitative
dynamics of the fluorescence decays curves match those seen in the PAM fluorescence trace
in Figure 2.2. The fluorescence decay time increases in the first 0.3 s due to the closing of all
reaction centers in the excitation volume. The fluorescence lifetime decreases substantially
in the next 2 s, decreases less from 2.5 to 10.1 s, and barely decreases from 10.1 to 19.5 s.
Laser illumination was stopped after 20 s, and the lifetime returned to its initial value 60 s
after the light treatment.

2.3.3 Amplitudes and lifetimes from the laser light measurement

To quantify the changes seen in Figure 2.4 over T', fluorescence counts were summed
over all collected wavelengths for each F(t,T), and the resulting fluorescence decays were
normalized and globally fit using the method of least squares to the equation

Ft,T) =Y A(T)ew, (2.2)

where the ith component has an amplitude A;(T), such that >, A;(T") = 1. Three lifetime
components were required to give a reasonable fit, as judged by the y? value being between
0.8 and 1.2 and uncorrelated residuals for each F(t,T'). Each lifetime and its corresponding
amplitude do not necessarily correspond to one physical process and its absorption cross-
section in the thylakoid membrane. Rather, each lifetime and its amplitude are possibly the
result of a sum of the amplitudes of several processes in the membrane with approximately
the same lifetime. To calculate the uncertainty in the fitted parameters, we performed
bootstrapping on the fits, which was repeated 500 times to obtain 68% confidence intervals
for each of the fitted parameters.
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Figure 2.5: Normalized fluorescence decays from emission at 680 nm (A) after 1, 10, and
19.5 s of the actinic light treatment and 1, 18, and 60 s after the actinic light is turned off
and (B) after 1, 10, and 19.4 s of the laser light treatment and 1, 18, and 60 s after the laser
light is turned off. The data were smoothed with a moving average filter with a span of 20
bins for visual clarity. The measurements were performed as described in Figure 1 of the
main text.

The lifetimes from the global fit were 64 (63, 65) ps, 305 ps (304, 320), and 1000 (990,
1074) ps. The 68% confidence intervals indicated in parenthesis were taken as an average
over several timepoints. For simplicity, for the remainder of the manuscript, we will call these
components the 65 ps, 305 ps, and 1 ns components with amplitudes Ags ps(7"), Asos ps(T),
and Al ns (T)

Variable fluorescence is associated only with photosystem II in the thylakoid mem-
brane [20]. Therefore, we associated any changes in the amplitudes of these three components
with respect to T with changes in excitation trapping in PSII. Ags ,s(T") and Asos ps(77) are
shown in Figure 2.74 and B, respectively. Ags ps(T') + Asos ps(1') and A; 1s(T") are shown in
Figure 2.7C. The 68% confidence intervals of the amplitudes at selected points are indicated
in these two figures by error bars.

Ags ps(T') (Figure 2.7A) decreased slightly for the first 0.3 s of light illumination (inset),
then rose from ~0.61 at 7' = 0.3 s to ~0.68 when T" = 1 s and remained constant within error
for the remainder of the light adaptation period. Based on this plot, no definite conclusions
on the dynamics of this component could be made for 20 s < T < 80 s because of the
uncertainty in the amplitude. Asps ps(T") (Figure 2.7B) also decreased for the first 0.3 s of
illumination (inset) to ~0.16 but subsequently increased for the remainder of the saturating
light treatment, reaching ~0.25 at T" = 20 s. Forty-five seconds after the light treatment
ended, the amplitude decreased back to the value at 7' = 0.3 s and appeared to decrease to
an even lower value by 60 s in darkness. Finally, A; ,s(T") increased in the first 0.3 s of light
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components for the actinic light treatment were 60 (57, 61) ps, 330 (320, 340) ps, and 1000

(970, 1030) ps, respectively, where the 68% confidence intervals as calculated by bootstrap-

ping are indicated in parenthesis and are an average over several timepoints. The short,

middle, and long lifetime components for the laser light treatment were 50 (47, 51) ps, 300
(287, 316) ps, and 950 (915, 984) ps, respectively. Error bars are shown for the laser light

treatment at 7' = 19.4 s and 80 s and are shown for the actinic light treatment at 7' =15 s

and 50 s.
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Figure 2.7: Changes in the amplitudes of the fluorescence lifetime components over T'. (A)
amplitude of the 65 ps component (Ags ps(7), red circles), (B) amplitude of the 305 ps
component (Asos ps(7), violet circles), and (C') Amplitude of the 1 ns component (A »s(7),
blue circles) and the sum of the 65 ps and 305 ps components (Ags ps(1") + Asos ps(T)red
circles). The error bars indicate 1 standard deviation in the uncertainty of that parameter
and are shown for 7" =0.3's, 1.9s, 7.9 s, 17.7 s, and 50 s. The insets in (A) and (B) show the
Ags ps(T') and Asps ps(T') for 0.3 s < T' < 3 s. The lines in the insets are shown to indicate
the changes in the amplitude.
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illumination, decreased substantially from 0.3 s <T' < 3 s, and plateaued by 20 s in actinic
light (Figure 2.7C'). It increased over 60 s in the darkness back to Ay ,s(7' = 0.3 s).

We ascribe the changes in amplitudes to changes in the quantities of PSIIs with such
lifetimes. Coarse grained models of energy transfer and trapping in PSII [144] as well as
measurements of the fluorescence lifetime [49, 58, 65, 85] suggest that PSIIs with a site that
can trap excitation energy, such as a qE site and/or an open reaction center, have a lifetime
of less than 700 ps. PSIIs with closed reaction centers and no access to an energy trapping
site have a lifetime of 1 ns or greater. Therefore, we associate the decrease in Ags ps(7)
and Asps ps(7) in the first ~0.3 s of illumination with a decrease in the number of PSIIs
with access to an open reaction center as the plastoquinone pool becomes fully reduced.
The subsequent increase in Ags ps(7) and Asps ps(77) with 0.3 s < T < 20 s is an increase in
the number of PSIIs with closed reaction centers and access to a qE quenching site. The
decrease in Asps 5s(7") and, to a lesser extent Ags ps(77), from 20 s < T' < 80 s we ascribe to
the decrease in the number of PSIIs with closed reaction centers and access to a E quenching
site as qE sites turn off in the darkness. The changes in A ,5(7") are changes in the number
of PSIIs with access to neither a qE site nor an open reaction center. Because, for T' > 0.3 s,
the changes in Asps ps(7) are clearly reversible and those for the Ags ps(7") may be reversible,
we are observing one and possibly two lifetimes associated with qE switching on and off in
live cells of C. reinhardtii.

To test if the increases in both Ags ps(7) and Asps ps(7') are linked to a transmembrane
pH gradient and thus to qE, we measured time-resolved fluorescence decays after 150 s
of an actinic light treatment and after adding 100 uM of the ionophore nigericin to the
sample after the light treatment. Nigericin removes the pH gradient across the thylakoid
membrane and is typically used to determine whether changes in fluorescence lifetime are
due to qE [49]. The fluorescence decays were fit to Eq. 2.2, and the results are shown at
the top of Table 2.2. The amplitudes of both short components (in this fit, 70 and 330 ps)
decrease upon the addition of nigericin, suggesting that the changes in both Ags ps(7') and
Asps ps(T) in Figure 2.7 are due to qE. We associate the remaining amplitude of the 70 ps
component with PST quenching [58, 60, 108], and we ascribe the remaining amplitude of the
330 ps component partially to PSI quenching and partly to detached, phosphorylated LHCII
trimers [62].

While Ags ps(7) was not unambiguously reversible (see Figure 2.74), the fact that this
component was linked to the pH gradient and that other measurements indicate that this
component’s amplitude changes are reversible (Figure 2.6) lead us to believe that this com-
ponent is reversible and attributable to qE.

We fit Ags ps (1) and Asps ps(1°) from 7" = 0.3 s, when the plastoquinone pool was fully
reduced, to the end of the light treatment at 7' = 20 s to a simple rise curve with the form

A(T) =a <1 — exp (—T — 0'3)> +c. (2.3)

Trise

The results of the fitting are shown in Table 2.1. The 95% confidence intervals of the rise
time, 7,5, for the two components do not overlap. This gives evidence that the changes in
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Table 2.1: Fits for the increase in Ags ,s(1") and Agps ps(1) for 0.3 s < T < 20 s (Figure 2.74
and B). The data were fit to equation Eq. 2.3. The 95% confidence bounds are in shown in
parenthesis.
Component Trise (S) a c
65 ps 0.68 (0.45, 1.47) 0.07 (0.05, 0.10) 0.60 (0.58, 0.62)
310 ps 3.18 (2.27, 5.26) 0.07 (0.06, 0.09) 0.18 (0.16, 0.20)

Ags ps(T') and Asps ps(T') in Figure 2.7 are due to two different qE triggering processes.

2.3.4 Measurements of qE mutants of C. reinhardti:

Fluorescence lifetime measurements on qE mutants of C. reinhardtii were performed in
addition to those on wild-type. The results from these measurements are shown in Table 2.2.
The lifetime was measured on 1) dark-acclimated cells treated with DCMU, which closes the
reaction centers (DCMU-treated); 2) cells acclimated to 600 gmol photons m—2 s ~! light for
150 s (Light-acclimated); and 3) light-acclimated cells treated with nigericin (Nigericin-
treated). Differences between the amplitudes of the nigericin-treated cells compared to
DCMU-treated cells indicates that NPQ mechanisms besides qE may be occurring during
light acclimation. A decrease in the amplitudes of the short components upon the addition
of nigericin to light-acclimated cells indicates the presence of qE quenching. The extent
of quenching is dictated by the shortness of the lifetimes and the sizes of the changes in
amplitude.

In all of the genotypes, the middle component increased in the nigericin-treated cells
compared to the DCMU-treated cells. Recently, there were fluorescence lifetime imaging
measurements [62] of another NP(Q mechanism, state transitions (qT), which involves the
detachment of phosphorylated LHCII trimers from the PSII supercomplex and subsequent
reattachment of some of the LHCII to PSI [75]. Iwai et al. observed a 250 ps component
for detached, phosphorylated, and aggregated LHCIIs in C. reinhardtii. Thus, we attribute
the increases in the middle components, which range from 300 to 500 ps, to phosphorylated,
detached LHCIIs. State transitions, which are highly active in C. reinhardtii [42], may have
occurred because we did not expose the dark-acclimated cells to red PSI-exciting light to
oxidize the plastoquinone pool, as suggested by Peers et al. [115], prior to light acclimation.

The LHCSR3 protein has recently been shown to be required for the qE response in
C. reinhardtii [115]. In fact, there are three LHCSR isoforms: LHCSRI1, LHCSRS3.1, and
LHCSR3.2. The LHCSR1 protein is 87% identical to LHCSR3. The LHCSR3 protein is in
much greater abundance than the LHCSR1 protein. The Niyogi group has isolated mutants
without both LHCSR3 isoforms [115], without LHCSR1, and without all three LHCSRs.
Our data shows that LHCSR1 does not play a major role in quenching in C. reinhardtii.
The lifetimes are nearly identical to those from wild-type cells. LHCSR3 is the main protein
involved in qE. Without it, neither of the changes observed in the two short lifetimes in
wild-type occur. The mutant that lacks all LHCSRs has similar lifetimes to those from
the mutant without LHCSR3. Lastly, the mutant lacking the carotenoid lutein had qE, as
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Table 2.2: Amplitudes and lifetimes of DCMU-treated and light-acclimated wild-type and
qE-mutant C. reinhardtii cells before and after addition of nigericin. See Section 2.2.6 for
how these measurements were performed. The fluorescence was collected at 680 nm and
68% confidence intervals of the fits as calculated by bootstrapping were within +0.01 of the
amplitudes shown. (7) is the amplitude-weighted average lifetime.

Genotype Condition Amplitudes (1) (ps)
wild-type 70 ps 330 ps 1.2 ns
DCMU-treated  0.50 0.11 0.39 539
Light-acclimated 0.51 0.43 0.06 250
Nigericin-treated  0.35 0.30 0.35 544
no LHCSR1 50 ps 290 ps 1.14 ns
DCMU-treated  0.51 0.08 0.41 516
Light-acclimated  0.50 0.43 0.07 230
Nigericin-treated  0.36 0.25 0.39 935
no LHCSR3 70 ps 520 ps 1.5 ns
DCMU-treated  0.60 0.11 0.29 534
Light-acclimated  0.56 0.23 0.21 474
Nigericin-treated  0.55 0.22 0.23 498
no LHCSRs 55 ps 340 ps 1.34 ns
DCMU-treated  0.57 0.10 0.33 508
Light-acclimated  0.52 0.16 0.33 525
Nigericin-treated  0.53 0.24 0.26 459
no lutein 70 ps 390 ps 1.3 ns
DCMU-treated  0.61 0.15 0.24 413
Light-acclimated  0.59 0.33 0.09 287
Nigericin-treated  0.61 0.22 0.18 363

seen in the drop in the amplitude of the 390 ps component in light, but the change in the
amplitude of the 70 ps component was much smaller than that in wild-type.

2.4 Discussion

To interpret the origin of the two qE components observed, we turn to the current
hypotheses for the molecular mechanisms underlying qE, which have been put forth primarily
for plants. There is a consensus that the protonation of the PsbS protein as a result of a
pH decrease in the thylakoid lumen is thought to be the trigger for the qE process and
that the xanthophylls zeaxanthin and lutein are necessary for quenching [38, 126]. However,
hypotheses differ on the role of xanthophylls and the location of the qE quenching site. In a
series of papers, Avenson et al. and Ahn et al. have proposed that charge transfer quenching
of chlorophyll excitations by xanthophylls in the minor complexes of PSII (CP24, CP26, and
CP29) is an important contribution to qE in Arabidopsis thaliana [2, 7]. In contrast to this
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model, Ruban and coworkers propose that low lumen pH leads to the aggregation of LHCII,
the major light-harvesting complex of PSII [126]. The aggregated LHCII trimers undergo
a conformational change [113] and quench chlorophyll excitations by energy transfer to the
Sy state of lutein and subsequent relaxation [125]. Holzwarth and coworkers have proposed
that quenching occurs in both detached LHCII trimers and the minor complexes of PSII
[58]. C. reinhardtii lacks PsbS but Bonente et al. suggested that a similar triggering role is
played by the LHCSR3 protein [22]. In addition, unlike PsbS, LHCSR3 binds pigments, and
fluorescence lifetime measurements indicated that the protein could perform pH-dependent
quenching [22].

Turning to the data in Figure 2.7, Table 2.1, and Table 2.2, Ags ,5(7") increases much more
rapidly under saturating light than does Asgs ,s(7") after the reduction of the plastoquinone
pool, reaching its maximum value at T' ~ 1.3 s. Kinetic modeling of the transient absorption
data showing formation of a cation radical in thylakoids from A. thaliana suggested that
the time for chlorophyll excitations to be quenched in the minor complexes is ~30 ps [33].
A possible interpretation of the changes in Ags ,s(7") for T > 0.3 s is that they are due to
changes in the number of PSII supercomplexes that can perform the minor complex/charge
transfer mechanism. Because of the slower rise time of Asgs »s(7") following reduction of the
plastoquinone pool, we suggest that the changes in Asgs s(7)) for T > 0.3 s correspond to
changes in the number of aggregated LHCIIs that are detached from PSII supercomplexes
and that this lifetime may be related to the 250 ps lifetime reported by Iwai et al. [62]. The
protonation of LHCSR3 may cause it to become a quencher along with the minor complexes
as well as a trigger for LHCII aggregation, which would take into account its requirement
for both changes in the short lifetimes. The mutant without lutein primarily experienced
pH-dependent changes in its 390 ps component. We suggest that lutein is the pigment
involved in charge-transfer quenching, while zeaxanthin, without which qE in C. reinhardtii
is reduced by 30% [98], is involved in quenching in the aggregated LHCIIs.

The assumption that the lifetimes represent separate pools of PSIIs may not be correct.
Our interpretation of the lifetimes should be tested by numerical modeling of energy transfer
and trapping in PSII and LHCII aggregates, which is described in Chapters 4-6. Recent work
has identified the arrangement of proteins in PSII supercomplexes in C. reinhardtii, which
could be used to develop such models [138]. The rise times of Ags ps(7") and Asps ps(1') may
be representative of the time for the pH to drop in the lumen, the time for a change to
happen in the thylakoid membrane [18, 66], or some combination of the two. A recently
published systems model of qE in plants [158] could be amended for analyzing this aspect
of the data.

More generally, the technique described here can easily be applied to studying other pho-
tosynthetic organisms and components of NPQ. In the next chapter, we adapt this technique
to plant leaves.
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Chapter 3

Development of the fluorescence
lifetime ‘snapshots’ technique for
measuring leaves

3.1 Introduction

Much of the research on light harvesting and qE has been done on the proteins, mem-
branes, chloroplasts, and leaves of plants. Also, plant qE represents the second of the
two mechanisms of qE that occur in eukaryotic oxygenic photosynthetic organisms (Sec-
tion 1.5.1). The fluorescence lifetimes of thylakoids [49, 50|, chloroplasts [65], and leaves
[58, 77, 78] have been measured only on dark-acclimated or light-acclimated samples. For
these reasons, we altered the fluorescence lifetime snapshot technique to also be able to
measure the fluorescence lifetimes of leaves during light acclimation.

For leaves, we can apply the actinic light measurement described in Figure 2.3, in which
the pulsed laser is periodically applied to the sample and serves as both a measuring and
saturating light. The induction and relaxation of qE in plants occurs on the tens of seconds
to minutes timescales (Figure 1.6), which is much slower than the seconds timescale for algae
(Figure 2.2). Therefore, the timescale for data collection, AT, for leaves can be much longer
than that for algae and still accurately capture the changes in fluorescence lifetime over T'.

There are two main differences with measuring leaves as compared to algae. First, the
leaf is flat and thus the sample holder and the geometry of laser incidence must be altered.
Second, closing the reaction centers in leaves requires white light with intensities of ~20,000
pmol photons m~2 s7!. This requirement is significantly different from algae, where light
at 1000 pmol photons m~2 s~ is nearly saturating. If high intensity pulses were applied to
the sample in Figure 2.2, the resulting F! spikes would barely rise above the trace shown.
Therefore, the primary difficulty in measuring the fluorescence lifetime snapshots of leaves
is in collecting only the fluorescence emitted when the reaction centers are closed.
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3.2 Alterations to sample geometry and holder

We used front-face detection on the abaxial, or front, side of the leaf (Figure 3.1). The
angle of incidence was chosen to maximize fluorescence collection. A monochromator was
added to be able to select specific wavelengths of fluorescence because the PMT detector used
was different from the one used in Chapter 2 and did not have a spectroscope attached. A leaf
holder was built so that the leaf stem could be immersed in water and remain hydrated during
the measurement. Performing the measurement without water altered the qE relaxation
kinetics of the leaf. Otherwise, the setup was identical to that shown in Figure 2.1.

3.3 Results

3.3.1 Scanning the saturation time

In the algae actinic light experiment (Section 2.3.2), the collection time AT and the time
that the laser spent on the sample were equal to measure the fluorescence lifetime with the
PSII reaction centers closed. In leaves, however, PSII RCs do not immediately saturate upon
application of the laser. Instead, the laser must be applied for a saturation time to close
all the reaction centers (Figure 3.2). Only after the RCs are saturated can the fluorescence
lifetime with all RCs closed be measured for a collection time. The saturation time for a
snapshot at a particular T time is dependent on the redox state of the plastoquinone pool,
which changes in different light conditions. Too long of a saturation time and the laser will
induce qE during a measurement. Therefore, we needed to measure the saturation time
for every T' time. The saturation time was scanned between 0 and 0.8 s by 0.2 s, and the
collection time was 0.2 s. The fluorescence decay was measured during the collection time
after each saturation time and the amplitude-weighted lifetime (7) (Equation 2.1) measured.
The saturation time at which (7) is largest is the one in which the RCs are closed without
turning on qE. The sum of the saturation time and the collection time was never >1 s because
qE will turn on after exposure to high light for that long [93]. An example of determining
the saturation time for a 7" time is shown in Figure 3.3 for a dark-acclimated leaf before an
actinic light was applied.

To determine whether the saturation times derived for the different points along the T’
axis were correct, we compared the results from a fluorescence lifetime snapshot measurement
to those from an NPQ trace performed with the same actinic light treatment (bars on top
of Figure 3.4). An NPQ trace is generated by calculating the NPQ parameter (Eq. 1.4)
for each F! . The result of measuring an NPQ trace from several leaves from a wild-type
plant is shown in blue in Figure 3.4. To make a direct comparison with the PAM trace, we
had to collect fluorescence lifetimes at the same wavelength as that from PAM fluorimeters
(~715 nm). The fluorescence decay was measured after the saturation time determined by
the scanning method shown in Figure 3.3. In the measurement, the actinic light turns on at
T = 0, and one measurement was taken before the actinic light was turned on. The NPQ
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Figure 3.1: A, Schematic of the laser and sample geometry for taking fluorescence lifetime
snapshots of leaves. The leaf is positioned such that the laser hits the abaxial side of the
leaf at an angle that maximized fluorescence collection. The fluorescence goes through
a monochromator to select a small range of wavelengths. B, Picture of leaf holder for
fluorescence lifetime snapshot measurements. A leaf clip slides in and out of the black
sample holder. The black sample holder has a well at bottom that can hold ~1 mL of
water. A leaf is removed from the plant and slipped into the leaf clip. The stem of the leaf
penetrates the surface of the water in the well when the clip is slid into the black sample
holder.
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Figure 3.3: Determination of the saturation and collection times for measuring the fluores-
cence lifetime of a dark-acclimated wild-type leaf. The laser intensity was 5 mW at 410 nm
and the wavelength of fluorescence was 715 nm.
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Figure 3.4: Comparison between NPQ traces generated by PAM fluorimetry and fluorescence
lifetime snapshots. The curves are very similar, suggesting that the saturation times used
for the fluorescence lifetime snapshot measurement are correct.

parameter using fluorescence lifetimes is

(Tr<0) = {T730)
<7'T<0>

NPQ = (3.1)

Figure 3.4 shows the comparison between the two measurements, both of which were done
with an actinic light intensity of 700 gmol photons m~2 s~!. The dynamics are quite similar,
suggesting that the fluorescence lifetime snapshot measurement is physiologically accurate.
The amplitude of quenching in the PAM measurement may be higher because the instrument
has a cutoff filter that allows fluorescence at wavelengths higher 710 nm to be detected. The
cutoff filter may not be sharp at 710 nm. If so, more of the fluorescence in the PAM
measurement is due to PSII than in the fluorescence lifetime snapshot measurement here.
Because the PSII contributes to nearly all of the variable fluorescence in plants, this would
result in more NP(Q in the PAM measurement.
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Table 3.1: Amplitude-weighted average lifetimes ((7)) of wild-type A. thaliana leaves before,
during, and after 10 min of acclimation to 1200 pmol photons m~2 s=* [29]. The fluores-
cence was collected at 684 nm and 68% confidence intervals of the fits as calculated by
bootstrapping are shown.
Condition (1) (ns)

dark-acclimated 1.61 £0.05

light acclimated for 10 min ~ 0.46 £ 0.01

re-dark acclimated for 10 min 1.01 £ 0.04

3.3.2 Fluorescence lifetimes of wild-type A. thaliana leaves during
light acclimation

To obtain the fluorescence lifetimes of the grana membrane during light acclimation, we
performed the snapshot measurement with the saturation times used for generating Figure
3.4 but acquired the fluorescence at 680 nm. At this wavelength, nearly all of the fluorescence
is due to PSII [147]. The fluorescence decays could not be globally fit to a sum of three
exponentials. Instead, both the amplitudes and lifetimes had to vary in order to fit the
data. As a result, the lifetimes could not be given a specific physical interpretation. For this
reason, we report the average fluorescence lifetimes of a) dark-acclimated, b) after 10 min of
1200 pmol photons m™2 s~! actinic light, and c) after 10 min of darkness after the 10 min
of high light treatment. The average lifetime decreases by 75% after 10 min of high light.

After 10 min in the dark, (7) recovers to 60% of the dark-acclimated lifetime.

3.4 Discussion

The average fluorescence lifetimes of dark-acclimated and light-acclimated chloroplasts
and leaves have been reported previously (Table 3.2). We include previous measurements
on chloroplasts because they have been shown to induce levels of qE seen in leaves [65].
A comparison with the previous measurements of dark-acclimated chloroplasts/leaves with
closed PSII RCs shows that our measurement of 1.61 ns is in between those done previously.
Holzwarth et al. closed the PSII RCs by shining a 100 pmol photons m~2 s~! blue light
on the sample right before the measurement was taken [85]. It was not shown by either
experiment or calculation that this light intensity would close all PSII RCs, and the reason
why the reported lifetime for dark-acclimated leaves is so low could be because not all RCs
were closed. Johnson and Ruban showed that isolated dark-acclimated chloroplasts treated
with 3 % v/v glutaraldehyde to partially cross-link the proteins in the grana membrane and
exposed to 100 pgmol photons m~2 s~! light have the fluorescence yield of dark-acclimated
chloroplasts under the presence of a saturating light pulse [65]. Glutaraldehyde is added to
prevent the membrane from being able to change and turn on quenching. The disadvantage
with this method is that the membrane is in a poorly characterized state following addition of
glutaraldehyde. In our measurement, the lifetime is significantly faster than that of Johnson



40

Table 3.2: Previously measured lifetimes of dark-acclimated and light-acclimated chloro-
plasts of spinach [65] and leaves of A. thaliana [58, 77]. The light condition, the paper from
which the results were taken, the sample preparation used, and the average fluorescence life-
time are shown. Whether or not the authors indicate that the PSII RCs are closed (clos.) or
partially open (part.) is shown in the sample preparation column. Fluorescence was detected
at 685 nm [65], 686 nm [58], and between 645 nm and 689 nm [77].

Light Condition

Paper

Sample Preparation

(r) (ns)

Dark acclimated (qE off)

Johnson and Ruban [65]

Holzwarth et al. [58]

chloroplasts x-linked
with 3 % (v/v) glu-
taraldehyde and exposed
to 100 pmol photons
m~2 s7! (clos.)

leaves incubated in 45
uM DCMU for 12 h
(clos.)

2.1

1.25

Light acclimated (qE on)

Li et al. [77]

Johnson and Ruban [65]

Holzwarth et al. [58]

leaf discs exposed to 1250
pmol photons m~2 s~}
for 15 min, followed by 5
min of 140 pmol photons
m~2 s7! (part.)
chloroplasts exposed to 5
min of 300 pumol photons
m~2 s7!, followed by x-
linking with 3 % (v/v)
glutaraldehyde (part.)
leaves exposed to 45 min
of 600 pmol photons m 2

s~1 (clos.)

0.57

0.58

0.41
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and Ruban. It may be that some sort of quenching is turning on during the snapshot before
the RCs are saturated. That is, the peak of the curve in Figure 3.3 may not represent the
fluorescence lifetime when all the RCs are closed and no qE is on. This reason might explain
why the NPQ curve measured using the fluorescence lifetime snapshot does not reach the
same NPQ amplitude as that from the PAM measurement.

The fluorescence lifetime of the light-acclimated leaves that we report is in the range of
the previously reported data. Interestingly, both of the measurements done with the RCs
partially open have significantly longer lifetimes that ours. Under those conditions, there
are both qE and RC sites available for quenching excitation compared to our case, where
there are only qE sites. We would suggest that the difference is due to the fact that the
previous two results were obtained on samples where there was less qE, but Johnson and
Ruban reported similar amounts of qE to that reported here using PAM fluorescence. The
lower lifetime reported by Holzwarth et al. might be attributable to the reason described
above.

Besides the potential problem that we are not measuring the dark-acclimated lifetime
accurately, it has been suggested that measuring the fluorescence lifetime of leaves is prob-
lematic due to reabsorption and emission by chlorophylls [65]. It has been shown that the
lifetimes of leaves and chloroplasts are quite similar [130], so this seems to be a small prob-
lem, as long as fluorescence is detected at 680 nm. Most of the reabsorption fluorescence is
emitted at much redder wavelengths. Overall, the fluorescence lifetime snapshot technique
described here gives us, currently, the best view into how light harvesting is changing in the
presence of high light in leaves.

While the measurement is reasonable, we could not give the lifetimes a physical interpre-
tation as with algae because the fluorescence decays could not be globally fit. How can we
leverage the fluorescence lifetime snapshot data from leaves and algae to answer mechanistic
(Figure 1.7) questions about light harvesting in variable light conditions?
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Chapter 4

The need for accurate energy transfer
models for interpreting the
fluorescence lifetime snapshot data

4.1 Physical origin of chlorophyll fluorescence from
grana membranes

Thus far we have been able to make new measurements of light harvesting as it acclimates
to changing light intensities. However, we have not been able to get the details of light
harvesting when quenching is on (Figure 1.7, right) from the data itself. Instead, as discussed
in Chapter 2, we were forced to lean on the literature to make hypotheses about the sites
and mechanisms of quenching. To understand how we can mine that information from the
snapshot data, we should reconsider the physical origin of chlorophyll fluorescence and the
models that have been used to interpret it.

The lack of the structural information about the membrane that is necessary for con-
structing a quantitative picture of energy transfer has necessitated simplified models for
interpreting fluorescence data. One such model is the “container” model, shown in Figure
4.1. There are two key assumptions to this model. First, excitation transfer is assumed to
be fast compared to any of the decay processes. Second, excitation energy absorbed at any
chlorophyll is assumed to be able to access any other chlorophyll in the membrane. In this
case, we can imagine Chl excitation as a liquid in a container that can be drained by any of
the intrinsic pathways (fluorescence, intersystem crossing, internal conversion) as well as a
photochemistry pathway that results in charge separation and NPQ. The yield of any of the
pathways is simply proportional to the areas of the drains at the bottom of the container of
excitation, since the area is proportional to the flux of excitation through that pathway.

The container model has been used extensively to interpret PAM fluorescence measure-
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Figure 4.1: A schematic of the “container” model for chlorophyll excitation energy dissipation
in PSII. A Jablonski diagram equivalent of the model is shown on the left. The excitation is
shown in blue, with drains at the bottom of the container for the different decay pathways.

ments [3, 8]. In this case, the fluorescence yield in a PAM trace is

-G ke
kr + krsc + kic + kpc + knpg’

Op (4.1)
where G is a gain constant, kr is the rate constant for fluorescence, krsc is the rate constant
for intersystem crossing, kp¢ is the rate constant for photochemistry in the reaction center,
and kypg is the rate constant for NPQ. Both kpc and kypg can be considered to be pro-
portional to the concentration of open reaction centers and quenchers, respectively. Thus,
they change as the actinic light incident on the sample changes. The saturating flashes close
the reaction centers, and, under these conditions, kpc = 0. The yield of the different decay
pathways can be calculated by algebraic operations on the fluorescence yield at different
points along the trace. For example,

knpo _Fu-F, R

Onpg = (4.2)
where Fy, and F! are defined as in Figure 1.6 and Fj is the fluorescence yield right before
the saturating flash at F) is applied. This model is also easy to incorporate into systems
models of the thylakoid membrane [14, 158, 160].

The assumptions of the container model break down when the model is used to analyze
fluorescence lifetime data. If the container model was valid, the fluorescence lifetime of grana
membranes would be describable by one fluorescence lifetime that would be equal to ﬁ,
where the denominator is a sum over all of the rate constants of the decay pathways. Howexlfer,
as seen in the results from Chapters 2 and 3, the fluorescence decays from photosynthetic
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organisms must be fit to multiple exponentials. This disagreement suggests that the many
assumptions of energy transfer in the “container” model and its predictions (for example,
that the yield of quenching is proportional to the concentration of quenchers) are incorrect.

A slightly more complex description of energy transfer that takes into account the multiple
exponentials in the fluorescence decay simply assumes that each lifetime is a pool of PSIIs
that satisfies the assumptions of the “container” model. The pools of PSIIs, however, can
not transfer energy between each other, which results in multiple fluorescence lifetimes. This
view was used to interpret the lifetimes in Chapter 2 and seemed reasonable because the
same three lifetimes could fit the different snapshots. This model was useful for showing the
benefit of the fluorescence lifetime snapshot technique - that it is a measurement that can
simultaneously measure the slow biochemical timescales of feedback and the fast timescales
of light harvesting - but could not reveal much specific information about the site and rates
of quenching.

Neither of the above models explicitly includes any timescale for energy transfer in the
membrane, when, in fact, such rates may play an important role in determining the yields
of the different photophysical decay pathways and the fluorescence lifetime. The general
physical picture of energy transfer describes excitation moving through a kinetic network,
depicted schematically in Figure 1.7. The excitation populations of the nodes in the network
P(t) can then be described using the master-equation formalism,

P(t) = KP(t), (4.3)

where K is the rate matrix containing the first order rate constants of energy transfer,
dumping, and trapping for all of the nodes. Equation 4.3 is solved to give

P(t) = Ce™C71P(0), (4.4)

where C' is the matrix defining the eigenvectors of K and A is a diagonal matrix containing
the eigenvalues of K. If we assume that the rate of fluorescence for each node is the same,
then the sum of P(t) over all states gives the fluorescence decay and the integral of that
decay gives the fluorescence yield.

What are the nodes and what is the rate matrix that properly describes the energy
transfer network in the grana membrane? Previous work has assumed some network structure
and then fitted the resulting K to fluorescence lifetime data [57, 149]. The electron radical
pair equilibrium (ERPE) model assumes that all of the antenna can be described by one
node and that the remaining nodes are radical pair states in the reaction center [58]. In this
case, the dynamics in the fluorescence decay are due entirely to electron transfer kinetics.
Another group has used models that assume that the membrane can be approximated by a
PSII supercomplex in which the nodes are the proteins [26]. The fluorescence decay in this
case was partially influenced by energy transfer dynamics. The fluorescence decay is both
ensemble-averaged and averaged over all sites. Therefore, generating a model (a rate matrix
K) and fitting the rate constants in that matrix to fluorescence lifetime measurements does
not guarantee that the model is accurate or unique for describing energy transfer through
the system.
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There is a great need for a detailed, structure-based model of energy transfer in grana
membranes. The rates in such a model would be derived from the relevant physical processes.
Such a model could be used to map the energy transfer dynamics seen in the fluorescence
lifetime onto the chlorophylls of PSIT and LHCII. Given an accurate description of the energy
transfer network, one can then begin to gain an intuition for how the positioning of antenna
proteins relative to reaction centers make PSII efficient at light harvesting in low light and
what changes to the antenna can protect reaction centers in high light.

4.2 A strategy for obtaining a detailed model of the
grana membrane

The changes in the energy transfer network shown in Figure 1.7 are, at root, changes in the
rate matrix K. However, K is complicated. It contains information about the connectivity
and rates of energy transfer and the rates of NPQ, fluorescence, intersystem crossing, and
charge separation. Typically, the appropriate K for a pigment-protein complex is calculated
using a combination of x-ray crystallography data and ultrafast spectroscopy characterization
of the type described in Section 1.4.1. However, the grana membrane cannot be characterized
using those ultrafast techniques. It is very heterogeneous and scatters light and also the
various electronic states are not easily spectrally separated. Fluorescence lifetimes and the
fluorescence yields are the only available data.

If we knew the underlying structure of energy transfer in dark-acclimated membranes, we
could simply alter K to find what changes in it best fit the available fluorescence data. The
idea is that the crystal structures of pigment-protein complexes are of proteins that are not
undergoing quenching. We can use these structures to make an energy transfer model for the
dark-acclimated membrane (Figure 1.7, left). This model will serve as a good model of how
energy flows in the grana membrane and explain the principles behind the high quantum
efficiency of light to chemical energy conversion in dim sunlight. To understand how light
harvesting changes in high light conditions, we can fit the fluorescence lifetime snapshot
data using the energy transfer model by putting qE quenching sites into the model and
finding out, for example, what number, location, and rates of quenching give a good fit to
the data. If we have a accurate description of energy transfer in grana membranes without
quenching, we will have a basis by which we can extract the mechanistic information from
the fluorescence lifetime snapshots.

The assumption that crystal structures of photosynthetic proteins are of dark-acclimated
proteins is somewhat controversial. The crystals of LHCII have been found to have a shorter
fluorescence lifetime than LHCII in solution [113, 148]. Still, detailed energy transfer models
are built by using the structure to fit the Hamiltonian of the electronic excited states of the
pigments to data on isolated proteins in solution [104, 118]. The approach outlined above
is currently the most feasible way to understand the changes in light harvesting in variable
light conditions.

Still, the fluorescence decay of grana membranes is that of the sum of populations over
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Figure 4.2: A schematic of a simple lattice model for describing energy transfer in grana
membranes. The nodes indicate chlorophyll clusters. Energy is transferred to any node
with which there is a connection with a timescale of 15 ps. Purple nodes can only transfer
excitation to any or dump excitation with a 2 ns timescale. The red node indicates a
quenching site, that can also dump excitation with a timescale of 20 ps.

all sites. Is the fluorescence lifetime too coarse-grained of a measurement to reveal detailed
information about energy transfer? We simulated population decay on a simple lattice to
show how differences in the rate matrix K will indeed affect the fluorescence lifetime. The
lattice model is shown in Figure 4.2. It is a square, 70 x 70 lattice. Excitation can transfer
from a node to any nodes with which it is connected with a time constant of 15 ps. Excitation
is dumped (by intersystem crossing or fluorescence) with a 2 ns timescale. If a node is a
quenching site, it can quench excitation with a timescale of 20 ps. 4% of the sites in the
lattice were quenchers. Excitation was initiated uniformly over all sites. The decay when the
quenchers were all put in the top left corner is shown in blue in Figure 4.3. The decay when
the quenchers were randomly distributed throughout the lattice is shown in red in Figure
4.3. When the quenchers are all in the corner, the fluorescence decays much more slowly
than when they are randomly distributed because most of the excitation has to travel long
distances before it reaches a quenching site. A different K gives a substantially different
decay. The strategy we are proposing should at least significantly constrain the range of
possible energy transfer networks for the grana membrane.

4.3 The energy transfer model for the grana membrane
must be coarse-grained

The grana membrane contains ~10,000 chlorophylls. All-chlorophyll energy transfer mod-
els typically are very computationally expensive and do not scale well with the number of
chlorophylls. Therefore, we need to build a coarse-grained model of energy transfer in the
membrane that still accurately describes the energy transfer dynamics. Such a model must
originate from a calculation of the energy transfer rates using the specific locations, orienta-
tions, and environments of the pigments within the component pigment-protein complexes,.
From detailed models of individual pigment-protein complexes, a proper assessment of the
rate-limiting steps [157] and the correct coarse-graining can be applied to the membrane for
computational simplification and mechanistic clarification.

The grana membrane is densely packed with PSIIs and LHCIIs [41]. PSII reversibly binds
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Figure 4.3: Population decay in the lattice model with two different distribution of quenchers.
In the case of the blue line, the quenchers were all put in the top left corner of the lattice.

with LHCII to form PSII supercomplexes. PSII supercomplexes and LHCIIs form a large,
variably fluid array of pigment-protein complexes [69]. To understand the energy transfer
network in the grana membrane requires models for energy transfer 1) within LHCII, 2)
within PSII supercomplexes, and 3) between LHCII and PSII. Recently, a detailed model of
LHCII was published [104]. No detailed model of PSII supercomplexes exists to date. In the
following chapter, we construct such a detailed model to understand the principles of light
harvesting in PSIT and determine the most coarse-grained model of energy transfer that still
accurately describes transfer through the system.
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Chapter 5

A structure-based model of energy
transfer and trapping in Photosystem
II supercomplexes

5.1 Introduction

A complete model of light harvesting in PSII supercomplexes requires both characterizing
the kinetics of light harvesting and understanding how the spatial organization of chlorophylls
generates these kinetics. When considering complicated kinetics, isolating the rate-limiting
step or steps is a convenient simplification for understanding the overall process. Two rate-
limiting steps have been hypothesized for light harvesting in the smallest supercomplex,
called the core complex, which has a dimer structure and contains the core antenna proteins
(CP43 and CP47) and the reaction center. The excitation radical-pair equilibrium (ERPE)
model suggests that excitation will equilibrate throughout the collection of antenna pigments
on a timescale much faster than excitation is converted into chemical energy [86]. The ERPE
model is, therefore, also known as a trap-limited model since trapping at the RC (via charge
separation) is the rate-limiting step. The second hypothesis, supported by a computational
model of energy transfer in the core complex [118], assumes a slow rate of transfer between
the core antenna proteins and the RC. This hypothesis is known as the transfer-to-trap
limited model, where transfer into the RC is the rate-limiting step. Fluorescence decay
curves measured on the core complex, however, can be fit with either a trap-limited or
transfer-to-trap limited kinetic model [146]. One experimental study has measured a series
of fluorescence decay curves of various PSII supercomplexes [31]. These measurements, when
fit to a slightly more detailed kinetic model that incorporated spatial structure, suggested
that light harvesting is trap-limited. Taken together, the experimental measurements and
models of PSII form a conflicted picture of energy transfer and trapping.

Even without knowledge of the detailed kinetics, there have been suggestions about the
organizational principle that governs the structure of PSII supercomplexes and results in
efficient light harvesting. One possibility is the so-called “energy funnel,” in which higher



49

energy chlorophylls are further from the RC [20]. Energy transfer down the gradient would
result in unidirectional transport of excitation towards the RC. Previous computational work
on PSII core complexes and LHCII trimers, however, suggests that no energy gradient exists
in a supercomplex [104, 118]. In the absence of an energy gradient, efficient light harvesting
in PSII supercomplexes has been attributed to a small collection of fast energy transfer
steps forming efficient pathways of energy transfer that extend from the periphery of the
supercomplex to the reaction center [27, 35, 129]. We call this hypothesis the pathways
model of energy transfer since it corresponds to assuming that light harvesting in a PSII
supercomplex is reducible to a series of energy transfer steps that make-up a minimal time
pathway from an excited chlorophyll to the RC [112]. Fine-grain population dynamics are
not readily accessible to experimental probes, so addressing the question of organizational
principles in PSII supercomplexes requires a structure-based model of energy transfer.

With the recent experimental work that resolved the orientations and approximate dis-
tances between proteins in the largest PSII supercomplex [32] (C3S2My) it has become fea-
sible to build a structure-based model of energy transport for PSII supercomplexes. The
number of chlorophylls in a supercomplex (>300 in C9SsMs) still makes constructing such
a model a daunting computational challenge. We can decrease the computational cost of
calculating the rate matrices for a supercomplex and simplify the kinetics of energy transfer
by coarse graining over groups of chlorophyll. Such a coarse graining is complicated by the
large variations in electronic couplings between pigments. In the presence of small elec-
tronic couplings, excitations are localized to single pigments and energy transfer between
pigments is caused by electronic coupling. In the presence of strong electronic coupling,
excitations are delocalized over multiple pigments and energy transfer between delocalized
states is driven by the phonon modes of the bath. While modified Redfield theory interpo-
lates energy transfer rates between both limits of electronic coupling, it does not account for
the dynamic localization caused by phonon modes that are strongly coupled to the chloro-
phyll excited states. Previous work on two components of PSII supercomplexes, LHCII
trimers [89, 91, 104, 105, 121] and the core complex [118], have used a combined generalized
Forster/modified Redfield approach to incorporate an ad hoc correction for the influence
of dynamic localization. In the combined approach, chlorophylls are grouped into clusters
(called domains) based on the strength of their electronic coupling. In the work of Raszewski
and Renger [118] on the core complex, chlorophyll pairs with electronic coupling greater than
a threshold value of 34 cm™! were included in the same domain. The treatment of LHCII
by Novoderezhkin and coworkers [104] used a threshold value of 15 cm™!. No single thresh-
old value will correctly balance electronic delocalization against dynamic localization for all
the intermediate couplings in PSII supercomplexes. We, therefore, introduce a method for
domain assignment where in cases of moderate-to-strong coupling the inclusion of a chloro-
phyll into a domain (or not) is selected on the basis of whether it increases (decreases) the
separation of timescales between intra- and inter-domain transfer rates. The resulting do-
mains can be used to coarse-grain the energy transfer dynamics by assuming infinitely fast
intra-domain thermalization.

Using the combined generalized Forster and modified Redfield approach with our separa-
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tion of timescales metric for domain assignments, we constructed a rate matrix that describes
population transport through the chlorophylls bound by PSII supercomplexes. In order to
answer questions about the overall kinetics of PSII supercomplexes, we used an effective
linearization technique, first introduced by Yang and Fleming [157], that decomposed the
average timescale of light harvesting into contributions from possible rate-limiting steps.
Next, we used calculations of photochemical yields in the presence or absence of different
domains to assess the appropriateness of the pathways model for explaining the origin of
efficient light harvesting by PSII supercomplexes. In both of these discussions, looking for-
ward to Chapter 6, we extrapolate our results to comment on energy transfer and trapping
in the membrane. Finally, we show that fluorescence lifetime measurements are not a good
proxy for accuracy of energy transfer model and that the domain level model is the most
coarse-grained model that accurately describes energy transfer in PSII supercomplexes.

5.2 Detailed description of structure-based
energy transfer model of PSII

This section is divided into three portions. The first explains our approach to treating
excitation energy transfer within the pigments of the PSII supercomplex. In this work,
we exclude carotenoid molecules from our treatment, and our usage of the term pigment
applies only to the chlorophyll a (Chl-a), chlorophyll b (Chl-b), and pheophytin molecules
contained in PSII. Our approach follows previous treatments [104, 118, 121] in which energy
transfer within strongly bound pigment clusters is treated by modified Redfield theory and
transfer between clusters is described by generalized Forster theory. The second portion
describes the physical parameters we use to model the system including the spatial structure,
the inter-pigment coupling, and site energies. The final portion outlines how we use the
calculated rates to construct fluorescence decay spectra and a linearized kinetics model for
PSII supercomplexes.

5.2.1 Excitation energy transfer theory
System and Hamiltonian

To describe pigment-protein complexes (PPC) containing N pigments, we account for
only two electronic states of each pigment the singlet ground-state (Sy = |¢,)) and the
lowest-lying singlet-excited state (S; = |¢e)). We describe the N-pigment complex with
product states shown in Equations (5.1), (5.2), (5.3) which span the zero-, single-, and
double-excitation space, respectively. The higher-order excitation spaces can be constructed
analogously. These states are collectively called the site-basis, since they correspond to
excitations localized on individual pigments. In the following discussion, p and ~ index the
site basis.
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In light intensities appropriate for the physiological conditions of photosynthetic PPCs,
the excitation energy dynamics sample only the single-excitation space [61]. The single-
excitation dynamics are driven by the Hamiltonian (shown here in the site-basis) given in
Equation (5.4), where H® contains the electronic vertical-excitation of individual pigments
(RS2, called the site energy) and the coupling between transitions of pigment pairs (hJ), .,
called the excitonic coupling), H®"P! describes the coupling of the electronic and phonon
degrees of freedom, and HP" is the phonon Hamiltonian (within a Harmonic-oscillator ap-

proximation) indexed by &.

H = H + gerh  pgreb (5.4)
N
H = Z |10) (M8 + A (] + Z ()T q (] (5.5)
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N
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The site energy of each pigment is sensitive to changes in the protein configuration
that occur on timescales much longer than the timescales of excitation and fluorescence.
These long timescale fluctuations are incorporated into the Hamiltonian by adding a random
variable A, that samples a Gaussian distribution with zero mean and a standard deviation
of 0,. Different values of A, represent inhomogeneous realizations of the pigments. The
electron-phonon coupling is written in terms of the energy gap fluctuation operator (),
defined in Equation 5.8, that describes the time-evolution of the energy gap between the
ground state and excited state harmonic oscillators [61]. We assume that the excited state
harmonic oscillator has the same frequency but a displaced equilibrium position (RLOi /g) with
respect to the ground-state.

iy ==Y hwe(RY) — RY))ge (5.8)
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Weak inter-pigment coupling

In the limit that the coupling between pigments is much weaker than the electron-phonon
coupling, the absorption line shape is a sum of the absorptions of individual pigments in a
protein bath. The absorption and fluorescence line shapes of an individual pigment, given
by Equations (5.9) and (5.10), are written in terms of the vertical transition frequency (€2,),
line-broadening function (g,(t)), and reorganization energy (A,) [61, 107]. The real-value
components of the Fourier transform of Equation (5.9) and (5.10) are the frequency domain
line shapes of the absorption and fluorescence spectrum, respectively.

Au(t> _ e*iﬂp‘t*gu(t) (59)
Fu(t) — efi(QH*Q)\p‘)t*g:i(t) (510)
0= [ 22t [0 costt)) coth (5227 ) + lsin(en) -t (5.11)
Gull) = ) ﬂ_ngu 2k,T ‘
00
dw
A”_/o —Xuw) (5.12)

The absorption and fluorescence spectra of each pigment are broadened by fluctuations of the
phonon environment coupling to the electronic state of the pigments ( H"P%). This influence
is incorporated into the line-broadening function (g,(t)) through the spectral density (x},(w))
that describes the distribution of phonon modes as a function of frequency, weighted by their
coupling to the electronic structure of the pigment.

Energy transfer, in this limit, results from coupling between the transition dipole mo-
ments of pigments (the off-diagonal terms in H®) and can be described by Forster theory
[61, 107]. The rate of transfer is proportional to the square of the coupling between the pig-
ments multiplied by the overlap of the fluorescence spectrum of the donor with the absorption
spectrum of the acceptor, as given in Equation (5.13).

|H21:’7|2 > *
b= | A0 ) (5.13)

™

Strong inter-pigment coupling

When the Coulombic coupling between pigments (hJ,,) is much stronger than the
electron-phonon coupling, the excited states of strongly coupled pigments will occur in coher-

ent superpositions called excitons. Excitonic states |m) are the eigenvectors of the electronic
Hamiltonian (H®).

) = Unnlis) (5.14)
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In this limit, the absorption and fluorescence line shapes are determined by both the
electron-phonon coupling and the excitonic structure. The absorption and fluorescence line-
shapes, described in the time-domain, are shown in Equations (5.15) and (5.16). Excitonic
lineshapes and reorganization energies are linear combinations of pigment functions, see
Equations (5.17) and (5.18) [107].

Am( ) = e mt=Gmmmn (0 (5.15)

(t) Qm_2Ammmm)t Gmmmm(t) (516)

m"PQ<t Z U;L mU,u nU,upU qg,u( ) (517)

Armnpq = Z Uu,mUu,nUu,pUu,qAM(t) (5.18)
o

Energy transfer between excitons occurs because the electron-phonon coupling drives
fluctuations in the site energies of pigments (the diagonal term of H® in the site basis),
which results in an off-diagonal coupling between excitonic states. Phonon driven energy
transfer can be described by modified Redfield theory [156, 107], given in Equations (5.19)-
(5.20), where the electron-phonon coupling is transformed into the exciton basis and the
off-diagonal terms are treated as a perturbation to second-order.

o — 2R / A () FE () V(1) (5.19)

Vi (t) = @2Cmmnn(O)+2Ammnn(t) o [G‘mmnn(t) —{Grimimn (1) = G (t) + 20 M V2| (5.20)

The derivation of Equations (5.19) and (5.20) have been presented previously.[156] [19] A
concern with using modified Redfield theory is the appearance of negative rates of transfer
as the result of numerical instabilities for some inhomogeneous realizations [156]. In the
following, if either the up-hill transfer rate or down-hill transfer rate between any pair of
excitons was negative, it was replaced with a rate reconstructed from the other rate of the
pair using the detailed-balance criterion. If both rates were negative, the calculation was
dropped and a new inhomogeneous realization was selected.

Constructing domains

Photosystem II contains 326 pigments with a large range of inter-pigment couplings, so
neither the strong- nor weak-interpigment coupling limit is applicable to all the pigment-
pigment transfers within the supercomplex. One approach is to divide PSII into groups of
pigments that are strongly coupled (called domains) and approximate energy transfer within
these groups by the strong coupling limit and between these groups by the weak coupling
limit. Photosystem II, however, has many intermediate couplings, thus the separation be-
tween strong and weak is ambiguous and the precise grouping of chlorophylls is subjective
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[121, 104]. We chose to group pigments to improve the separation of timescales between
inter- and intra-domain transfer.

In this treatment, pigments must have coupling above a threshold value [104] (Veutor =
15 cm™1) and give rise to excitons that rapidly exchange energy to be included in the same
domain. Since energy transfer between excitons is driven by site fluctuations, two excitons
that have substantial overlap in the site-basis will be rapidly mixed by fluctuations in site
energy. This allows excitonic overlap to act as a proxy for energy transfer rates. To calculate
this overlap, we removed all coupling in H® less than 15 cm™! and then calculated the
transformation matrix (U) associated with this new Hamiltonian. Using the transformation
matrix we calculated the excitonic overlap that two sites experience using Equation (5.21). If
the overlap is larger than the threshold value (S,,, > 0.1, selected to reproduce separation of
timescales in LHCII), the two pigments contribute to excitons that exchange energy rapidly.
This overlap, however, is also sensitive to the inhomogenous realization, so the two pigments
are only in the same domain if S, , > 0.1 in at least 50% of all inhomogeneous realizations.

T2 772
S = Z% (5.21)
m
Yw=> Ui, (5.22)
o

The new hybrid basis (|M)) was constructed by forming blocks within H¢ of the pigments
belonging to the same domain and then solving for the eigenvectors of each block (U, ).
These block-eigenvectors form an orthonormal basis with the property that (M|H®|N) =0
if M and N belong to the same domain and M is not equal to N. These vectors do not form
an eigenbasis of H®, but they are an eigenbasis within each domain. We then calculated
energy transfer within a domain using modified Redfield theory and energy transfer between
domains using generalized Forster theory. Generalized Forster theory (Equations (5.23)
and (5.24)) uses coupling matrix elements calculated between the new basis vectors (|M))
and overlap integrals between excitonic line shape functions analogous to those given in
Equation (5.15) and (5.16), since the basis is composed of states delocalized within each
domain [61, 107].

V 2 o)
knen = WVarnf” Mf' / At Ap (1) F5 (1) (5.23)
h m 0
Varn? = 1) U HL Uy P (5.24)
Y

Boltzmann-averaged rates between domains

The excitation energy transfer rates within a domain are, by construction, much faster
than the rate of transfer between domains. This separation of timescales allows for excitation
within a domain to thermalize rapidly with respect to transfer out of the domain. The rate
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of transfer from domain d to domain a is described by Equation 5.25, which performs a sum
over the rate of transfer from all the excitons M in d to all the excitons N in a weighted by
the Boltzmann population of exciton M (Pjgj)) [118].

Ko =" kyeu Py (5.25)
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Excitation within the supercomplex can then be simplified into a collection of domain
populations connected by Boltzmann-averaged rates of transfer. The domain model was
found to closely reproduce the full model, as shown in the Results and Discussion Section,
and will be used extensively in this paper because of the computational simplification that
it allows.

Constructing coarse-grained models of energy transfer

To construct coarse-grained models of energy transfer between compartments composed
of many domains, we assumed rapid thermalization within a compartment. These compart-
ments range in size from several domains that incorporate all the chlorophyll in a single
protein to 116 domains that incorporate all the chlorophyll in the largest supercomplex
(C3S2My). The rates between compartments were calculated using Equations (5.25) and
(5.26), except the acceptor and donor sites were compartments consisting of several do-
mains. If a domain was shared between two compartments, the domain was put into the
compartment containing more chlorophylls assigned to that domain. The low energy domain
shared by CP29 and CP24 consists of three chlorophylls from each protein. For the model
with protein compartments, this domain was put in the CP29 protein compartment. In the
model in which all chlorophylls in PSII form a single compartment, the rate kcg (see next
Section) was modified by the Boltzmann population of excitons in the RC domain.

5.2.2 Photosystem 1I: parameters
Structures

The CySoM, PSIT supercomplex is a two-fold symmetric dimer (Figure 5.1a). The su-
percomplex contains four LHCII trimers and two copies of each of the minor complexes,
CP26, CP24, and CP29 as well as two copies of the reaction center core. The structure of
the C,S,M, PSII supercomplex was recently obtained at 12 A resolution [32]. This reso-
lution determined the relative orientations and approximate distances between proteins in
the supercomplex. The structure of the reaction center core dimer from cyanobacteria [141]
and the structure of the LHCII trimer from spinach [79] have both been solved by x-ray
crystallography. We have used a monomer from the LHCII structure for each of the mi-
nor complexes. The CP29 crystal structure was recently published [110], but because there
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is as yet no Hamiltonian for this protein, we did not use it in our calculations. Still, the
CP29 structure showed high homology with an LHCII monomer, except that Chl 605 in the
LHCII monomer has no equivalent in CP29. For this reason, that chlorophyll is deleted in
our CySyMs structure in the LHCIT monomer representing CP29. The vertical position of
the proteins in the membrane was determined using the Orientations of Proteins in Mem-
branes Database [80]. The lateral orientation was determined using the results of Caffarri
and coworkers [32]. The protein structures presented in the paper were generated using
the VMD software package [59]. The different supercomplex structures needed to model
the fluorescence lifetime data from Caffarri and coworkers [31] were constructed by deleting
proteins from the CoSsMy supercomplex. The LHCII trimers within a supercomplex (up to
2 LHCII-s and 2 LHCII-m) are all identical structures with different nomenclature only to
identify their positions within the complex.

Figure 5.1: The CySoMsy protein structure and pigment arrangement are shown based on
the structure determined by Caffarri and coworkers [32]. (a) The protein and pigment
arrangement are shown. Chlorophylls are represented as blue spheres outlining the chlorin
ring. Thick (thin) black outlines surround proteins associated with the right (left) monomer
unit of the C2S53Ms. (b) The protein scaffold has been removed to expose the pigments bound
by each protein unit. Pigments belonging to domains contained within a single protein unit
are shown in grey. Pigments assigned to a domain delocalized between more than one protein
are colored according to their domain assignment.
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Hamiltonian

H¢ is divided into three types of terms: (1) site energies, (2) intra-protein couplings (the
interactions of pigments contained within the same protein scaffold), and (3) inter-protein
couplings (the interactions of pigments contained in different proteins scaffolds). The site
energies, inhomogeneous distributions, and intra-protein couplings were set to literature
values [90, 104, 117, 118, 119]. The inter-protein couplings were constructed using the
dipole-dipole approximation (Equation (5.27)), where R,W is a vector describing the center-
to-center difference in position of the pigments p and . The transition dipole moments
are taken from the literature [104, 118, 90, 117, 119]. The spectral density, describing the
electron-phonon coupling, for each chlorophyll is the same as that used in the literature when
originally extracting the site energy for the chlorophyll.
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5.2.3 Electron transfer scheme

A detailed model of excitation and electron transport within the reaction center presented
by Novoderezhkin and coworkers [106] proposed that charge separation can be initiated
through either the excited states of special pair (Pf,/Ph; — P1,Pp,) or the associated D1
chlorophyll (Chlj, — Chl{,Phep,). The electron transport scheme contains five different
charge separated populations with eleven rate constants. Novoderzhkin and coworkers used
pump-probe data to parameterize their electron transfer model. In this work, we will be
simulating fluorescence decay curves which are only sensitive to the very coarse features of
energy transfer. As such, we will decrease the number of fit parameters associated with our
model. We chose to describe the electron transport scheme phenomenologically by including
only two radical pair states. The two states (RP1 and RP2) and three kinetic rates that
define the electron transfer process in our model are shown in Figure 5.2. The radical pair
states RP1 and RP2 do not have direct physical interpretation in terms of molecular charge
separated states. Instead, the kinetic rates and populations describe the overall behavior
of charge separation without assuming any particular molecular identity for the electron
transport through the reaction center. The three kinetic rates (kcs, krc, and k) describing
electron transfer were determined by fitting the experimental fluorescence decay spectra with
simulated curves.

5.2.4 Simulating fluorescence decays

The master-equation formalism introduced in Section 4.1 and shown again in Equation
(5.28) defines energy transfer in terms of the rate matrix (K) which contains the transfer
rates between excitons or domains and the transfer rates from the RC to the charge separated
states and the population vector (P(t)) describing the distribution of excitation at a given
time. Additional loss pathways in the form of radiative (ky) and non-radiative (k,,) are
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Figure 5.2: Charge separation scheme. RC represents the reaction center domain, which
contains four chlorophyll (two special pair and two associated chlorophyll) and two pheo-
phytin. Each reaction center in a PSII supercomplex performs electron transfer using the
same rate constants.

also present in the system and are treated explicitly as additional compartments within the
kinetic model. The fluorescence rate of each exciton was scaled by its transition dipole
moment squared with the average fluorescence timescale across all states of the system set
to 16 ns [15, 109]. The non-radiative rate was assumed to be equal for all excitons with a
timescale of 2 ns [15, 159].
P(t) = KP(t) (5.28)
The fluorescence decay spectra were calculated as a function of the initial excitation by
projecting into the basis of the eigenvectors of the rate matrix (|u)), as shown in Equations
5.29-5.31 [155]. The decay timescales (7,) are the inverse of the u'™ eigenvalue of the rate
matrix, the fluorescence weight factor (0 < k! < 1) is the relative fluorescence rate of
each exciton, and the similarity transform matrix (©~!) projects from excitons (|M)) to the
eigenvectors of the rate matrix (|u)).

F(t) = ki (M[e"*|[P(0)) (5.29)
F(t) =) a,e /™ (5.30)
a, =Yk (M|O]u)(u|©~'|P(0)) (5.31)

Since experimental measurements of fluorescence lifetimes using time-correlated single
photon counting have finite resolution we have implemented resolution loss by setting a
lower limit to lifetime components (7,) of 8 ps. Any amplitude a,, associated with a lifetime
less than the lower limit is shifted up to 8 ps.

5.2.5 Calculating linearized kinetics

To analyze the rate-limiting steps for trapping within PSII, we have chosen to calculate
a decomposition of the average trapping time in terms of a hierarchical linearization of the
overall kinetic rate matrix. Following the work of Yang and Fleming [157], the average trap-
ping time can be described using a sequence of rate matrices (K;) and kinetic compartments
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(0;) constructed to satisfy the condition that the i*® compartment is a perfect trap within
the K, rate matrix. RP2 is a trap for the entire rate matrix, so we begin by defining oy =
RP2 and K is the domain rate matrix, composed of thermal transfer rates between domains.
Subsequent kinetic compartments and rate matrices are defined in terms of Equation (5.32)
and (5.33).

Ki = Ki—l — Ki—1|ai—1><0i—1| for ¢ Z 2 (532)

K;
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The effective forward transfer time (7%, ) is the average time for transfer from com-

(2
partment ¢ + 1 to compartment ¢ in the presence of the back-transfer away from the final
charge separation state (RP2). The effective forward transfer time described in Equation
(5.34) contains two contributions. The first (k; ', 1) can be considered the inverse of the rate
of transfer between the ¢ + 1 and ¢ compartments. The second term, (1 4 r;;2) corrects the
forward transfer rate for trajectories that first back-transfer to compartments greater than

v+ 1.
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The average trapping time is determined by both the effective rates of transfer along

the chain of compartments and the initial population of excitation within the system. The

contribution of T@{fl)g(i) to the average trapping time is weighted by p;, the fraction of

population initiated in compartments 7 > 1.
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5.3 Model of photosystem II

5.3.1 Pigment Domain Assignments Reveal Inter-Protein
Domains

Photosystem II pigments (Chl-a, Chl-b, and pheophytin) were grouped into strongly
interacting clusters called domains. While it is often assumed that pigments will interact
most strongly with other pigments bound within the same protein [26, 143], we have used the
supercomplex structure to assign domains with an unbiased approach that depends only on
the couplings and energy gaps of the relevant chlorophylls. This method has revealed a small
set of pigments that form domains delocalized across multiple proteins. Figure 5.1b shows
the C9SoMs supercomplex with the protein scaffold removed to display only the pigments.
Chlorophylls belonging to a domain delocalized over more than one protein unit are shown
in colors according to their domain assignment. Within LHCII trimers we see delocalization
between high energy pigments belonging to different monomers (e.g. the yellow, blue, and
purple chlorophylls bound by LHCII-s). CP24 and CP29 share a domain that contains the
lowest energy exciton of both proteins (the orange chlorophyll). Additionally, CP29 has
two pigments that belong in the same domain as 15 of the 16 CP47 chlorophylls (the red
chlorophylls). The remainder of the chlorophyll (shown in grey) have the same domain
assignments within a CoS;Ms supercomplex as they would in an isolated protein.

5.3.2 Testing infinitely fast intra-domain equilibration

The domain assignments used in this work were selected to increase the separation of
timescales between inter- and intra-domain transfer rates. In the limit that a complete sep-
aration of timescales is achieved, the much faster intra-domain rates will result in excitation
energy thermalizing prior to transfer out of the domain. We constructed a new rate matrix
(domain model) that coarse-grains the system at the domain level by assuming infinitely
fast intra-domain thermalization. To assess the error associated with this domain model, we
calculated the domain populations as a function of time both with and without assuming
infinitely fast equilibration within domains. For these calculations, electron transfer in the
RC is treated as infinitely fast and irreversible. To assess the similarity of the dynamics

in both cases, we calculate two error metrics Al (Equation 5.41) and A%ﬁzegral (Equation

5.42). Ag@x measures the maximum absolute deviation of the two population traces as a
percentage of the maximum population of the domain calculated with the full rate matrix.
The second metric, A%ﬁzegral, reports the integral of the absolute deviation over all time as a
fraction of the integral of the population calculated using the full rate matrix over all time.

d d
max| PS (1) — P (1)) (5.41)
max P% (t)

NS

max
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No matter what domain is initially excited, we found that AW, < 2% and Ai(gt)egral < ™%

for all domains of CyS9M,. The population curve with the largest error in both of these
measures is shown in Figure 5.3. The difference between the dynamics calculated with the
full rate matrix versus the domain rate matrix in this plot is barely differentiable by eye.
The excellent agreement between the domain model and the full calculation supports our
method for assigning chlorophylls to domains using a separation of timescales metric. We
have used the domain model as the reference calculation for the remainder of the paper.
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Figure 5.3: A comparison between the domain population curves with the largest value ALY,
and A%Zzegral. Population trace calculated with the generalized Forster/modified Redfield
(Domain) model is shown with a dashed black (sold grey) line.

5.3.3 Extracting charge separation rates

The fluorescence lifetime of a PSII supercomplex is determined by both the rates of energy
transfer in the antenna and electron transfer kinetics in the reaction center. We incorporated
the electron transfer rates (shown in Figure 5.2) into the domain model and extracted their
values by fitting fluorescence decay spectra. In previous work, Caffarri and coworkers [31]
measured fluorescence decay spectra collected from 5 bands separated using sucrose density
gradient centrifugation on thylakoid membranes. These bands were labeled, in order of
increasing size, as B7 to B11. The protein composition of each band is shown by the cartoon
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| B8-B11 | B7 (Core Complex)

Tcs (ps) | 0.64 4.4
Tre (PS) 160 130
Tirr (pS) 520 250

Table 5.1: Best fit electron transfer timescales for the Domain Model.

in the top-right corners of Figure 5.4b-f. No single set of electron transfer rates reasonably
fit both the core complex (B7) and any of the larger supercomplexes simultaneously. As a
result, two different sets of electron transfer timescales (7 = k') are shown in Table 5.1,
one for the fit to the core complex data (B7) and the other for the fit to the data from the
larger supercomplexes (B8-B11). The core complex data is described by a much slower initial
charge separation and faster irreversible electron/hole separation. The difference between
the core and supercomplex electron transfer kinetics has been observed previously [31]. The
origin, however, remains unclear: it could be an artifact of the modeling or the result of a
physical difference in the samples not accounted for in the current structure/parameter data.
In the following we use the B8-B11 electron transfer rates to explore the dynamics of light
harvesting in the largest supercomplex, CoSoMs (B11).

5.4 Timescales of light harvesting in C,S;M,

The rate matrix provides a complete description of the kinetics of excitation energy
and electron transfer, but a simplified picture would decompose the average timescale for
trapping into contributions from a small set of effective forward transfer rates. For the
process of energy capture (Teapture) i C2S3Ms, from initial excitation in the antenna to
irreversible electron hole separation, we define four kinds of contributions: 1) the diffusion
time (7qi) that characterizes the transfer of excitation energy within the antenna to pigments
kinetically connected to the reaction center, 2) the transfer-to-the-trap time (7r¢r) that
characterizes excitation energy transferring from these pigments in the antenna to the RC, 3)
the initial charge separation time (7ics) that characterizes excitation energy driving electron
hole separation, and 4) the irreversible charge separation time (7,,cs) that characterizes the
final separation of the electron and hole [35, 145] (Equation (5.43)).

Tcapture — Tdiff + Trer + Tics + TieCs (543)

It is generally agreed that energy capture in PSII is limited by the rate of irreversible electron
hole separation, which is one to two orders of magnitude slower that the other timescales
involved [26, 52, 86, 146]. We define light harvesting as the conversion of excitation energy
to the RP1 state. As such, light harvesting is described by only the first three timescales
associated with energy capture (r7Ly = 7Taig + Trer + Tics). Previous work [86, 146, 147]
has suggested that the kinetics of light harvesting in PSII are either trap limited (s >
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Figure 5.4: (a) A cartoon structure of PSII supercomplex proteins is shown to assist with the
interpretation of the cartoons in the top-right corner of each box, representing the contribu-
tions of different supercomplexes to each band. A comparison between experimental (black
line, taken from Caffari and coworkers [31]) and simulated (orange and green dashed-lines for
B7 and B8-B11, respectively, calculated with the domain model) fluorescence decay spectra
for (b) B7, (c¢) B8, (d) B9, (e) B10, and (f) B11. The simulated spectra are calculated using
the best fit electron transfer timescales given in Table 5.1.

TreT + Tair) Or transfer-to-trap limited (7ryr > Tics + Tair). Knowledge of the rate-limiting
step would inform our interpretation of fluorescence lifetime data from both supercomplexes
and intact membranes [35, 122].

One challenge in determining the relative contributions of 7aig, 7riT, Tics, and Tics iS
that they are not directly related to the rates of transfer in the rate matrix. These timescales
describe the overall behavior of energy transport, which involves forward and reverse rates
of transfer mixed with entropic effects (the connectivity of the different domains within the
rate matrix). Yang and Fleming [157] have demonstrated a method that decomposes the
average trapping time into contributions from different physical processes. In this treatment,
a linear chain of compartments (o;), as shown in Figure 5.5, is constructed to reproduce the
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average timescale of capture. The compartments are linear combinations of domains that
form an orthonormal set. Excitation energy flows down the chain from the periphery of the
supercomplex (oy,,,.) to the final charge separation state RP2 (0(). The effective forward
transition time (7%, given in Equation (5.34)) describes the timescale of transfer from o;
to 0;_1 corrected for trajectories where excitation initially performs back transfer to higher
compartments in the chain prior to transferring from o; to o;_;. The effective transition times
describe the kinetic structure of the rate matrix in a form that allows for determining the
four timescales for energy capture. These timescales, however, do not account for the initial
distribution of excitation. A population-weighted effective transfer time (¢;_;. ;) weights
¢, . for the population of excitation that will flow through compartment 4, which takes
into account the initial excitation distribution (Equations (5.38) - (5.40)). For PSII with the
electron transfer scheme shown in Figure 5.2, 7ryt, Tics, and Ti.cs are described by timescales
of transfer (¢;_1.;) between the first 4 compartments along the chain. 74 is described by a
sum over the remaining timescales of transfer along the chain.

eff
l rl(—l

eff
I rO(—l

Figure 5.5: A diagram of the linear excitation energy cascade is shown where oy represents
RP2 in CyS;M,. The effective timescales of transfer between compartments (725,_.) is the

average time of transfer from compartment ¢ to ¢ — 1 averaging over all pathways starting at
compartment 7.

The experimental fluorescence decay curves plotted in Figure 5.4 (black lines) have initial
excitation evenly distributed among Chl-a molecules in the PSII supercomplexes. This is
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Compartments tMA - (ps) | tPeniPhery (1) Description
01 560 560 RP2 «— RP1 (Tincs)
12 11 11 RP1 «— RC (chs)
2«3 94 100 RC < Antenna (77¢1)
SOV 4 1) e (4)] 50 110 Diffusion in Antenna (7qig)

Table 5.2: The timescales of transfer for the effective linearization scheme of CySoM,
supercomplex.

an important initial condition to consider since spectroscopic probes of supercomplexes will
excite a wide spatial distribution of chlorophylls. We have calculated the population-weighted
effective transfer times for evenly distributed Chl-a excitation (t*4 ), shown in Table 5.2.
The contributions of different components to 7,z breaksdown as follows: 30% from 74, 60%
from 7r¢r, and 10% from 7icg. Given the balance between the diffusion and transfer-to-trap
contributions, when Chl-a molecules are evenly excited, light harvesting in CySsMy should
not be considered to occur in any of the previously suggested limits, though it is closer to
the transfer-to-trap limit than any other.

When a supercomplex resides within a membrane, a larger fraction of excitations will be
initialized in the periphery of the supercomplex as a result of energy transfer from adjacent
LHCII trimers or supercomplexes. This initial condition is quite different from those ex-
pected for measurements on isolated supercomplexes. Using our linearized kinetic model of
PSII supercomplexes, however, we can explore the timescales of trapping associated with ex-
citations entering from the edge of the supercomplex (27*""¥)  For peripheral excitations,
Taig and Trer each contribute approximately 50% of 7. Incorporating additional energy
transfer into and out of the domains contained in CySo:Ms, as a result of the additional pig-
ments bound in the membrane, will increase both 7g4;¢ and 7per. It is likely, however, that
Taie Will increase more as the effective antenna size increases, and the average timescale for

light harvesting will shift towards the diffusion limit.

5.5 Spatial aspects of light harvesting in C,S,M,

The overall efficiency of photoconversion depends on the energy transfer rates that arise
from the combined energetic and spatial organization of chlorophyll in PSII supercomplexes.
Our model shows no evidence of an energy funnel, in agreement with previous work on
PSII antenna and core complex [118, 104]. Studies of LHCII trimers have suggested that
a low energy cluster of Chl-a act as a favored exit site [129]. Using the structure of PSII
supercomplexes and considering the distances between chlorophyll, Caffarri and coworkers
[32] have extended this thought by proposing that the exit site of LHCII-s should experience
fast transport to a nearby pigment of CP43. A series of such rapid energy transfer steps
could form a favored pathway from the peripheral LHCII trimers to the RC. Such a pathway
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would increase the photochemical yield by allowing excitation energy to reach a reaction
center prior to loss by fluorescence or intersystem crossing. Using the domain model we
explore the appropriate description of the spatial distribution of energy flow through PSII
supercomplexes.

We tested for the presence of favored energy transfer pathways in each quadrant of PSII.
If a small number of such pathways exist, the photochemical yield should substantially
decrease when one of these energy pathways is disrupted by removing an essential domain.
We selected the two unique quadrants of CoSsMs as the subsystems of interest: the bottom
right quadrant (RC, CP43, CP26, LHCII-s) and the top right quadrant (RC, CP47, CP29,
CP24, LHCII-m), as shown in Figure 5.1a. We first calculated the photochemical yield of
both subsystems. Subsequently, we performed a series of calculations of the photochemical
yield for each subsystem in which one of the domains of the subsystem was removed. In
all calculations Chl-a’s were evenly excited on the LHCII monomer farthest from the RC.
There was only one case where removing a domain reduced the photochemical yield to less
than 85% of the photochemical yield of the intact subsystem. The one case corresponded to
removing the 17 chlorophyll domain shared between CP47 and CP29, which removes all but
one of the chlorophylls bound by CP47. This results in greatly suppressed photochemical
yield since, as can be seen in Figure 5.1b, the deletion of the large CP47 domain removes
all chlorophyll in the vicinity of the reaction center. The general robustness to domain
removal demonstrates that no single domain (excluding the 17 chlorophyll CP47 domain) is
essential for efficient energy transfer to the reaction center. Instead, there are many energy
transfer rates substantially faster than the timescale of loss (fluorescence and intersystem
crossing) and this results in a collection of pathways that are fast enough to maintain high
photochemical yield.

Next, we characterized how the timescale of light harvesting depends on a single spatial
dimension, the average distance of the chlorophyll composing a domain to the nearest RC
(drc). Figure 5.6 plots the average timescale for light harvesting (7y) for excitation initiated
in each domain against drc. The calculation of 7y for excitation initiated in a particular
domain is equivalent to calculating the mean first passage time from that domain to the
first radical pair state (RP1) [112]. The dots represent the results of one calculation. The
colored contours (with increasing density from blue to red) show the underlying distribution
extracted from calculations with 500 realizations of the site energies. The overall process
of light harvesting in PSII supercomplexes is insensitive to inhomogeneous realizations, as
demonstrated by the similar width of the distributions for a single realization and for 500
realizations. Further, 7pg for an excitation is linearly dependent on its distance to the nearest
RC, with a slope of approximately ten picoseconds per nanometer.

When a supercomplex is embedded in the grana membrane, it is surrounded by a dense
array of pigment-protein complexes. A reaction center embedded in this array might be
capable of efficiently capturing excitation energy initially absorbed far outside of the su-
percomplex it belongs to. Light harvesting is efficient anywhere that 7y is substantially
smaller than the ~2 ns timescale of excitation loss to unproductive pathways (fluorescence
and intersystem crossing). The linear dependence shown in Figure 5.6 cannot be directly
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extended to a membrane since the slope of the line will vary with the increased number
of pigments and the unassociated LHCII may experience slower transport into the super-
complex than proteins bound by the supercomplex experience within it. However, the large
disparity between the timescale of excitation loss (~2 ns) and the ~200 ps timescale of light
harvesting found at the periphery of CoS;Ms suggests that photosystem II reaction centers
can efficiently harvest light from antenna assemblies much larger than that of CyS;Ms.

300+
250+

200 ’ R
150 —. - ¥

Tix (ps)

4 6 8 10 12 14
Distance to RC (nm)

Figure 5.6: The timescale of light harvesting (71) for excitation initiated in each domain
is plotted against the average distance from that domain to the nearest reaction center.
The black dots denote the results from one inhomogeneous realization of the site energies.
The colored contours (red indicating more points, blue indicating less) show the underlying
distribution extracted from compartments calculated from 500 inhomogeneous realizations of
the site energies. The underlying distribution was calculated with 2D Gaussian smoothing.

5.6 Coarse-grained models of energy transfer in C,S,M,

5.6.1 The domain model is the most coarse-grained model that
reproduces the energy transfer dynamics in C,S;M,

One goal for this model was to determine the most coarse-grained treatment of energy
transfer that reproduced the exact dynamics as calculated by the modified
Redfield/generalized Forster treatment. We already showed that the domain model accu-
rately describes the dynamics of energy transfer. We sought to determine whether any of the
previously proposed coarse-grained models could also reproduce accurate energy transfer dy-
namics. There are three different coarse-grained treatments of the domain model of CyS;Ms
(Figure 5.7a-c) that correspond to kinetic limits that have been considered previously in the
literature: 1) the ERPE model [86] assumes fast equilibration within all pigments of PSII,
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2) the transfer-to-trap limited (TTL) model [146] assumes fast equilibration within the an-
tenna pigments but slow transfer from the antenna to the RC (and vice-versa), and 3) the
protein model [26, 31] assumes excitation equilibrates rapidly within a protein followed by
slower transfer between proteins. Each of these models was constructed by coarse graining
the domain model into compartments defined by regions of fast equilibration. The rates
between compartments were calculated using Equations (5.25) and (5.26). The electron
transfer rates used were those calculated using the domain model. As seen in Figure 5.7d,
none of these coarse-grained treatments quantitatively reproduced the population dynamics
of the initial charge separated state (RP1) for CoSsMy calculated with the domain model.
This result is not surprising, given the breakdown of timescales for 7i,,, described in Section
5.4. The most computationally feasible and most accurate model of energy transfer for PSII
supercomplexes is one in which excitation energy transfers between domains.
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Figure 5.7: A comparison between different coarse grain models of C3S5M; is shown both
as kinetic schemes and simulated RP1 population trace. (A)-(C) The timescales of transfer
(k=) for the various coarse-grain models are shown in units of ps. Numbers in black (red)
represent transfers that move excitation closer to (farther away from) the charge separated
states. (A)-(C) represent the protein model, transfer-to-trap limited model, and the trap
limited model, respectively. (D) The simulated curves for the RP1 population calculated
with (7. = 0.61 ps, 7 = 160 ps, and 73, = 520 ps) are shown in black (Domain), blue
(Protein), purple (transfer-to-trap limited), and red (trap limited). The initial excitation
was distributed evenly among Chl-a molecules.
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B8-B11 Domain | Protein | TTL | ERPE
7cs (DS) 0.64 21 | 22 | 028
Tre (ps) 160 140 | 91 | 1.0
Tue (pS) 520 260 | 190 | 33
RMSE (x1072) | 1.7 16 | 14 | 19

Table 5.3: The best fit electron transfer timescales for the Domain, Protein, Transfer-to-Trap
Limited, and ERPE models.

5.6.2 Quality of fit to fluorescence decays is not a proxy for accu-
racy of energy transfer models

Energy transfer models of PSII have typically been constructed by fitting kinetic models
to fluorescence decay curves. The quality of fit has been used as an indicator of how well
these kinetic models describe the underlying dynamics [57, 149]. However, it may be that
the fluorescence lifetime data is too coarse-grained to be able to distinguish between models
with many fitting parameters because it is the sum over the excitation populations of all
domains (Equation 5.29). Indeed, it has recently been shown that different kinetic models K
can fit the same fluorescence lifetime data [136, 146]. We fit the electron transfer parameters
for each of the coarse-grained models described in the previous section to the data in Figure
5.4. Fach of the three models is capable of simultaneously reproducing all four experimental
fluorescence decay curves. The time-constants that describe electron transfer for the best
simultaneous fit to bands B8-B11 for each model are shown in Table 5.3, and the root-mean
square error (RMSE) is reproduced in the last row. The electron transfer rates extracted
for each model vary significantly from the domain model results, simply because the energy
transfer rates describe substantially different dynamics. The quality of the fits (as reported
by the RMSE), however, is very similar to that produced by the domain model. Therefore,
a model with a good fit to fluorescence lifetime data does not necessarily describe the energy
transfer dynamics correctly. The electron transfer rates extracted from such a fit will not ac-
curately describe the kinetics of electron hole separation in reaction centers. More generally,
caution should be taken when making mechanistic claims based on fitting kinetic models to
fluorescence decay data.
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Chapter 6

Outlook: a structure-based energy
transfer model for the grana
membrane

6.1 How to extend domain model to grana membrane

In the previous Chapter, we showed that the domain model was the most coarse-grained
model that accurately describes energy transfer in PSII supercomplexes. Such a model has
already been developed for LHCII [104]. We would like to extend the domain models to the
grana membrane, which is composed of PSII supercomplexes and LHCIIs. The rates between
domains is given by generalized Forster theory (Equations 5.23 and 5.24). We assume that
the absorption and fluorescence lineshapes of the excitons in LHCII and PSIT and the exciton
and domain definitions do not change when the proteins are in the membrane. The latter
assumes that it is unlikely for there to be couplings between pigments in different LHCIIs and
PSIIs that exceed those within an exciton within an LHCII or PSII. To calculate the rates
of energy transfer between domains, the only additional information needed is the site basis
electronic couplings (H¢ in Equation 5.24), which are dependent on the relative orientations
and the distances between chlorophylls (Equation 5.27).

The spatial organization of LHCIIs and PSIIs in grana membranes is necessary for cal-
culating the energy transfer rates. The organization has been imaged using atomic force
microscopy and electron microscopy [69]. The locations of PSIIs can be identified through
the oxygen evolving complex, which protrudes from the plane of the membrane into the
lumen. PSIIs have been shown to sometimes form arrays that contain tens of PSII super-
complexes in well-defined lattices. LHCII lacks a protrusion, and the locations of LHCIIs
are much harder to determine, unless they are in a PSII array. Recently, two groups have
provided visual evidence that a rearrangement of LHCIIs and PSIIs is occurring during qE
[18, 64]. Obtaining the specific locations of chlorophylls in both PSIIs and LHCIIs both
in dark-acclimated and light-acclimated membranes requires a simulation of the energetic
interactions between LHCIIs and PSIIs in the grana membrane that can recapitulate the
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previously obtained imaging data.

Recently, Schneider and Geissler developed a Monte Carlo simulation of grana mem-
branes that could reproduce the previous imaging results and showed that the reason for
the occasional formation of arrays was due to the fact that the system is poised near phase
coexistence [131]. The model uses simple shapes for the PSIT CsS, supercomplex (rods)
and LHCII trimers (circles) and includes two coupled layers of a grana stack (i.e., the bot-
tom membrane of one grana disc with the top membrane of the grana disc below it). The
two input parameters for the model are the free LHCII to PSII supercomplex ratio and the
number density of PSII. Within this framework, energetic interactions between PSIIs and
LHCIIs within one membrane and between the two layers of the membrane can be varied to
give different membrane configurations. Figure 6.1 shows two results of the simulation with
different parameters and after equilibration (20,000,000 Monte Carlo steps). CP24 is not
included in the simulation, but energetic interactions are included to simulate the reversible
binding of LHCII-M to the PSII supercomplex (orange dots in Figure 6.1).

Figure 6.1: Two examples of grana membrane simulations generated using the Monte Carlo
model of Schneider and Geissler [131]. PSII supercomplexes (CyS2) are shown as rods and
LHCII trimers as circles. Both simulations were done assuming the same interactions between
two layers of the grana membrane (only the top layer is shown). Both images are taken after
20 million steps in the simulation. A) Membrane configuration when protein density is 70%,
the lateral energy of interaction of LHCIIs is 0, and the LHCII:PSII ratio is 6. B) Membrane
configuration when protein density is 75%, the lateral energy of interaction of LHCIIs is 1
kgT, and the LHCIIL:PSII ratio is 6.

We plan to use the membrane simulation to generate a model for energy transfer in grana
membranes. For the dark-acclimated case, the membrane configuration is dependent on the
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protein density and the LHCII:PSII ratio, as there are thought to be no intramembrane
LHCII to LHCII energetic interactions. The protein density and LHCIL:PSII ratio have
been measured in recent fluorescence lifetime measurements on dark-acclimated BBY and
thylakoid membrane preparations [27, 147]. The membrane energy transfer model will then
be a free parameter-less model, assuming that the electron transfer rates determined in
Section 5.3.3 also apply to the membrane. Assuming this model gives a good fit to the
fluorescence lifetime data, we can then increase the energetic interaction between LHCIIs to
generate membrane configurations that might occur during qE.

The calculation of the domain rate matrix for the membrane is computationally feasible
because the calculations that are most intensive can be used for any membrane configuration.
The generalized Forster energy transfer rates between domains in different LHCIIs and PSIIs
can be calculated using the locations of chlorophylls in the membrane simulations, assuming
that the free LHCII trimers are randomly oriented. The overlap integrals in equation 5.23
and the transformation matrices U in equation 5.24 can be calculated, tabulated, and used for
determining the domain rate matrix of any membrane configuration to decrease considerable
computational time. The site-basis electronic coupling H¢, however, must be calculated for
every unique membrane configuration.

6.2 Questions to be addressed using membrane model

As was mentioned at the beginning of this thesis in Section 1.1, we set out to understand
the principles of light harvesting in variable light conditions. In low light, this amounts to
understanding how the organization of proteins in the grana membrane gives rise to the high
quantum yield of charge separation. In high light, we are trying to figure out how the energy
transfer network in the membrane changes to safely dissipate excess excitation. The grana
membrane model is a detailed model that can be used to answer these questions.

6.2.1 Light harvesting

The membrane model will show how the physical picture of energy transfer in PSII
changes when the PSII supercomplex is surrounded by other PSIIs and LHCIIs. In PSII
supercomplexes excited at the periphery, a majority of the timescale for light harvesting was
in diffusion to sites that could transfer to the trap. In the membrane, the diffusion time will
likely increase, as there are then additional LHCIIs that can transfer into a PSII. In addition,
the distance dependence of the timescale for light harvesting, which was linear within a PSII
supercomplex, will plateau at some distance.

Knowledge of the diffusion timescale and the distance at which the timescale of light
harvesting plateaus will be useful in generating a reduced picture of light harvesting. Such a
reduced picture will be useful for interpreting the many types of fluorescence measurements
that are used to study photosynthesis [111]. Physical pictures that were put forth many years
ago include the ‘lake’ and ‘puddle’ models [17]. In these pictures, whether or not excitation
can transfer to another location in the membrane is the most important factor in accurately
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describing energy transfer in the membrane. In the ‘lake’ model, all of chlorophylls can
transfer to any other chlorophyll in the membrane. In the ‘puddle’ model, energy can be
transferred anywhere within a puddle of antenna and RCs but not between puddles. Based on
the work on the PSII supercomplex in the previous Chapter, the assumption that the location
of pigments relative to RCs is unimportant to describing energy transfer in membranes is
likely incorrect. Moreover, these models do not distinguish between kinetic connectivity
and excitation diffusion length. It is quite possible that a domain has a kinetic path to
any other domain in the membrane. However, before the excitation can get there, it might
be dissipated by fluorescence, intersystem crossing, or charge separation by a neighboring
reaction center. This elaboration suggests that it is unlikely that the ‘lake’ model is correct.
However, a modified ‘puddle’ model in which the dynamics of energy transfer within one
PSIT supercomplex and a few neighboring LHCIIs is enough to effectively describe energy
transfer in the membrane would be a useful simplification. Recently, van Amerongen and
coworkers have put forth a couple of such models based on fitting to fluorescence lifetime data
[26, 147]. Our structure-based model of energy transfer in membranes can systematically
determine whether simplified models are useful and which ones would be the best to use.

Lastly, as mentioned in the previous Section, PSII supercomplexes have been shown to
form ordered arrays in grana membranes. The role of such arrays in light harvesting remains
unclear. We can calculate the quantum yield of charge separation in the reaction center in
membrane configurations that have different amounts of array formation.

6.2.2 Mechanism of qE in plants and algae

Understanding the mechanism of qE requires us to understand how Figure 1.7 occurs in
the actual grana membrane. The membrane energy transfer model will allow us to describe
the energetic connectivity of the membrane before E turns on (left side of Figure 1.7). What
remains unknown is what the energetic connectivity of the membrane is as and when qE
turns on (right side of Figure 1.7). In addition, we do not know how the different components
of qE in either algae or plants work in concert to produce this change in the membrane.

The membrane model can be fit to fluorescence lifetime snapshots from algae and leaves.
The values of the parameters that give a good fit to the data will constrain the space of
possible membrane configurations when gk is on. Such an analysis could be applied to
snapshot data not only from wild-type algae and leaves but also from qE mutants. The
properties of the membrane that we can fit are

1. LHCII aggregation size. It has been suggested that there is a reorganization of the
membrane during qE [64]. The LHCII aggregation size can be varied based on the
energy of intra-membrane interactions between LHCIIs (Figure 6.1B). This parameter
is equivalent to the change in connectivity in Figure 1.7.

2. the location and number of quenchers, or quencher density.

3. quenching rate.
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As seen in Chapter 3, the average fluorescence lifetime of leaves with closed reaction centers
goes from 1.6 ns in the dark to 450 ps with qE on. What changes in the membrane are
needed to cause that change in lifetime? The quenching rate and quencher density are
tightly coupled parameters that will decrease the fluorescence lifetime. We would predict
that a higher quenching rate would mean that fewer quenchers are needed to get a particular
drop in fluorescence lifetime. But if the membrane is not energetically well connected, it may
be that density of quenchers is the primary way that the membrane can tune the amount of
excitation that results in qE.

It may be difficult to extend the membrane model to snapshot data from qE mutants,
because the organization of the membrane may be quite different than that in wild-type. For
example, the [ut2 mutant of plants has been shown to have less qE than wild-type, but the
lack of lutein prevents LHCII from properly folding [37]. In this case, the membrane model
can be used to model more coarse-grained data such as fluorescence yield. The membrane
model can determine how the chlorophyll fluorescence yield depends on the number /rates of
quenchers and the amount of LHCII aggregation. Until now, the wealth of fluorescence yield
data on qE mutants was difficult to interpret quantitatively. For instance, increasing the
expression level of the PsbS protein in plants can increase the extent of qE until it reaches
2x the level found in wild-type [100]. At that point qE plateaus with increasing PsbS. Is this
effect more likely to be due to an increase in the number or rates of quenchers? The answer
may be more accessible with the membrane model. More generally, we can characterize the
effect that the components required for qE (Section 1.5.1) have on the structure of the energy
transfer network.

Lastly, the membrane model can be used to test the physical plausibility of the proposed
mechanisms of qE quenching in plants and algae. The proposed mechanism for algae is
described in Chapter 2 and is based on the hypotheses put forth for the plant mechanism.
In plants, there are two main mechanistic hypotheses, which have been derived mainly from
in vitro measurements. The membrane model can be used to determine the feasibility of the
proposed mechanisms in vivo.

The first mechanism is founded on the fact that LHCII has the intrinsic ability to perform
quenching has been primarily supported by the Ruban and van Grondelle groups [126]. In
this hypothesis, the roles of PsbS and zeaxanthin are to induce the aggregation of LHCII.
Once aggregated, some LHCIIs will increase the proportion of time spent in a “dark” quench-
ing state [71]. In that state, it will dissipate excitations by transferring primarily by energy
transfer from a chlorophyll singlet state to a now-accessible lutein S; state, followed by
relaxation by internal conversion [125]. On the basis of the modeling of fluorescence and
pump-probe data of LHCII aggregates, Valkunas et al. suggested that there is one activated
quenching site with a timescale of quenching of 5.8 ps per 100 LHCII monomers in an LHCII
aggregate [143]. Kriiger et al., showed that LHCII remains in the “dark” state 30% of the
time under qE conditions [71]. The membrane model can be used to determine whether
either of these numbers can reproduce fluorescence measurements on intact leaves.

The second mechanism has been primarily supported by our group and the Walla group.
In this model, PsbS, zeaxanthin/lutein, and antenna proteins are required for the formation
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of a minimal qE complex [151, 158]. Once this complex forms in the membrane, chloro-
phyll/carotenoid interactions [21] allow the quenching of excitation by a charge-transfer
mechanism [55] in the minor light-harvesting complexes [2, 7] in which zeaxanthin or lutein
[6] is directly involved. A coarse-grained kinetic model that fit this data suggested that the
timescale for transfer from surrounding chlorophyll to the quenching site occurred on 20 ps
timescale [33]. The membrane model can determine whether this timescale is reasonable,
given the rates of transfer calculated.
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