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Introduction 
Everyday interactions often depend on thinking about space 
and time: collaborators need to know where events take 
place – and in what order – to, e.g., communicate driving 
directions, build pieces of furniture, or carry out strategic 
operations in military and sports settings (Núñez & 
Cooperrider, 2013). A simple set of driving directions may 
require a listener to interpret and reason about the spatial 
relations – such as next to and behind – and the temporal 
relations – such as after and during – that a speaker 
describes. The speaker may also use gestures to substitute, 
supplement, or disambiguate linguistic descriptions (Holle 
& Gunter, 2007; Perzanowski, Schultz, & Williams, 1998). 
Such rapid, rich, and productive interactions are transient 
and difficult to analyze behaviorally, and so they pose a 
challenge for experimenters. They are grounded in the 
physical world, and accordingly challenge computational 
models that cannot digest rich perceptual and environmental 
input in real time. Robotic systems are geared towards 
processing and acting upon the physical world – and they 
increasingly support human-robotic interaction (e.g., Fong 
et al., 2006; Kawamura et al., 2003; Kortenkamp et al., 
1999). But they, too, are uniquely challenged in maintaining 
productive interactive exchanges with human teammates, 
because they must be tolerant of human idiosyncrasies, 
preferences, limitations, and errors (Trafton et al., 2013). 

Because these challenges cut across broad interests in 
cognitive science – such as linguistics, artificial intelligence, 
robotics, and psychology – progress is unlikely without the 
engagement of multiple approaches, from psychological 
experimentation to the construction of autonomous, 
embodied systems. In recent years, progress towards 
understanding interactive spatiotemporal cognition has 
accelerated along parallel paths: there exist new behavioral 
and imaging methodologies to study event segmentation 
(e.g., Radvansky & Zacks, 2014), spatial inference (e.g., 
Knauff & Ragni, 2013), and gestural cognition (e.g., 
Novack et al., 2016); novel computational theories of 
understanding physical reasoning (e.g., Battaglia et al., 
2013) and mental simulation (e.g., Khemlani & Johnson-
Laird, 2013); cognitive architectures that support rich 
interactivity (Huffman & Laird, 2014; Trafton et al., 2013); 

and a wide variety of technological platforms on which to 
transform theory into embodied interaction.  

The goal of the workshop is to allow these parallel 
approaches to converge. Discussants will share recent data 
and theory, consider novel architectural approaches, and 
demonstrate burgeoning technological advances that 
advance the science of spatiotemporal inference. The 
workshop will promote interdisciplinary collaboration by 
focusing on three unifying themes.  

Spatiotemporal cognition and interaction 
The workshop will focus on three general themes that draw 
from and synthesize varying approaches and methodologies 
in the cognitive sciences. We summarize each theme below: 

The representation of time and space 
People represent space and time through a variety of 
cognitive and neural structures (e.g., Bonato et al., 2012; 
Gibbon & Church, 1990; Schaeken, 1996); and computer 
scientists and roboticists have proposed efficient methods of 
extrapolating spatial and temporal structure from the 
external environment (e.g., Tang, Fei-Fei, Koller, 2012). 
This set of talks will leverage recent advances in cognitive 
neuroscience, computational modeling, and artificial 
intelligence to make progress towards efficient, domain-
general representations of time and space. 

Embodied communication 
Gestures are often communicative (e.g., Hostetter, 2011) 
and can improve thinking across many tasks (e.g., Alibali et 
al., 2011; Bucciarelli et al., 2016; Chu & Kita, 2011; Ehrlich 
et al., 2006). In particular, gestures appear to be outward 
signs of mental simulations (Hegarty et al., 2005; Hostetter 
& Alibali, 2008, 2010). How do gestures help build, refine, 
or disambiguate mental representations? This set of talks 
builds upon the previous theme to understand how physical 
interactions depend on – and facilitate – the construction of 
representations of space and time. 

Architecture and inference 
Inferences about space and time occur in the context of 
building representations from environmental input and using 
them to act upon the world, e.g., by issuing motor 
commands to carry out particular gestures. Cognitive and 
robotic architectures allow researchers to build robust 
systems that connect psychological theories of 
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spatiotemporal representation and reasoning with 
interactions in the physical world. This set of talks brings 
together researchers whose goal is to build integrated 
architectures for spatiotemporal reasoning systems. 

Workshop structure 
The workshop will include three sets of twenty-five minute 
presentations (including Q&A) organized around three 
central themes: a) representing space and time; b) gestural 
and embodied communication; and c) architectures for 
inference and interaction. Each presentation will conclude 
with a panel discussion. Presentations will include 
overviews of theoretical and computational models, 
discussions of recent experimental phenomena, descriptions 
of novel technologies, and discussions of setting an agenda 
for future research. 

Organizers 
Sangeet Khemlani is a cognitive scientist (Ph.D., Princeton 
University) at the Naval Research Laboratory in 
Washington, DC. His research focuses on the development 
of a unified cognitive model of deductive, probabilistic, 
kinematic, and temporal reasoning. His recent work focuses 
on integrating theories of event segmentation of temporal 
inference (Khemlani et al., 2015). 

 

Greg Trafton is a cognitive scientist (Ph.D., Princeton 
University) at the Naval Research Laboratory in 
Washington, DC, who studies cognitive robotics and human 
robot interaction. His expertise is in building high fidelity 
computational cognitive models that highlight an aspect of 
human cognition and then putting those models on 
embodied platforms so that they take a person’s fallacies or 
weaknesses into account and use that information to either 
compensate or facilitate the person’s goals and actions. 

Target audience 
The workshop is targeted to a broad spectrum of researchers 
and practitioners in the cognitive sciences. Because it 
incorporates several different themes, from computational 
modeling, to gesture and embodied cognition, to high-level 
inference, it is appropriate to many disciplines within 
cognitive science, including psychologists, computer 
scientists, linguists, and roboticists. Furthermore, the 
workshop proposes a multidisciplinary approach towards 
understanding the nexus of interaction and spatiotemporal 
cognition. 
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