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Modeling Effects of Surface Properties and Probe Density for 
Nanoscale Biosensor Design: A Case Study of DNA 
Hybridization near Surfaces

Timothy Cholko,
Department of Chemistry, University of California, Riverside, Riverside, California 92507, United 
States;

Chia-en A. Chang
Department of Chemistry, University of California, Riverside, Riverside, California 92507, United 
States;

Abstract

Electrochemical biosensors have extremely robust applications while offering ease of preparation, 

miniaturization, and tunability. By adjusting the arrangement and properties of immobilized 

probes on the sensor surface to optimize target–probe association, one can design highly sensitive 

and efficient sensors. In electrochemical nucleic acid biosensors, a self-assembled monolayer 

(SAM) is widely used as a tunable surface with inserted DNA or RNA probes to detect target 

sequences. The effects of inhomogeneous probe distribution across surfaces are difficult to study 

experimentally due to inadequate resolution. Regions of high probe density may inhibit 

hybridization with targets, and the magnitude of the effect may vary depending on the 

hybridization mechanism on a given surface. Another fundamental question concerns diffusion 

and hybridization of DNA taking place on surfaces and whether it speeds up or hinders molecular 

recognition. We used all-atom Brownian dynamics simulations to help answer these questions by 

simulating the hybridization process of single-stranded DNA (ssDNA) targets with a ssDNA probe 

on polar, nonpolar, and anionic SAMs at three different probe surface densities. Moreover, we 

simulated three tightly packed probe clusters by modeling clusters with different interprobe 

spacing on two different surfaces. Our results indicate that hybridization efficiency depends 

strongly on finding a balance that allows attractive forces to steer target DNA toward probes 

without anchoring it to the surface. Furthermore, we found that the hybridization rate becomes 

severely hindered when interprobe spacing is less than or equal to the target DNA length, proving 

the need for a careful design to both enhance target–probe association and avoid steric hindrance. 

We developed a general kinetic model to predict hybridization times and found that it works 
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accurately for typical probe densities. These findings elucidate basic features of nanoscale 

biosensors, which can aid in rational design efforts and help explain trends in experimental 

hybridization rates at different probe densities.

Graphical Abstract

1. INTRODUCTION

Nanoscale electrochemical sensors have seen extensive use for detecting a range of 

important biomolecules including viral DNA,1,2 drug-resistant genes,3 and dangerous 

damage or mutations in genetic material.4 Among them, electrochemical nucleic acid 

biosensors containing a self-assembled monolayer (SAM) of functionalized alkanethiols on 

gold or other substrates have proven to be excellent designs for detection of biomarkers 

because of their tunability, ease of miniaturization, and greater accuracy than current 

techniques.5–8 In this work, we studied an electrochemical DNA biosensor, in which 

immobilized single-stranded DNA (ssDNA) inserted into a SAM acts as a probe for its 

complementary sequence. The SAM consists of an alkane chain with a thiol headgroup that 

bonds to a gold substrate and a functional tail group on the solvent-exposed end. The tail 

group largely controls the surface properties of the SAM and can be selected to suit a 

number of possible applications, including adsorption or repulsion of specific molecules 

such as proteins or ions,5,9,10 modeling biological surfaces,11–13 and immobilization of 

DNA for controlled assembly.14,15 The sensor works by detecting the formation of double-

stranded DNA from complementary single-stranded target and probe sequences—a process 

known as hybridization. Hybridization may occur through a bulk solvent diffusive encounter 

or through a surface-mediated mechanism.

Current techniques for characterizing the structure of SAMs, which plays a major role in 

determining the nature of DNA–SAM interactions, lack the resolution to describe nanoscale 

and subnanoscale features.16–18 Many unanswered questions remain about the organization 

of the DNA probes on SAMs and its effect on overall sensor function. For example, 

heterogeneity in the surface density of inserted DNA probes has been observed, and these 
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differences in density may have a substantial effect on molecular recognition between the 

target and probe. Moreover, the nature of hybridization is believed to be much more 

complicated at a surface than in bulk solution because of the unique thermodynamic 

environment of probes concentrated on a surface.19 Interaction between probes and the 

monolayer or between neighboring individual probes can affect their ability to hybridize 

with incoming target strands. Indeed, Qiao et al. found evidence that hybridization on 

surfaces is slowed compared to in solution20 and that repulsions between neighboring probes 

can hinder hybridization.21 Understanding the effect of all these factors on the behavior of 

DNA on various surfaces can help steer rational design of nucleic acid biosensors.

Surface plasmon resonance, atomic force microscopy, and electrochemical 

measurements17,22,23 have been used to study the behavior of DNA on SAMs, but all have 

the drawback of detecting only the hybridized double-stranded DNA and provide little to no 

information about the mechanism of hybridization. Computational modeling and simulation 

can be tremendously useful in this regard, especially for their ability to elucidate processes 

on spatial and temporal scales inaccessible to experimental techniques.24–28 Moreover, a 

computational approach allows for inexpensive study of many permutations of a system. 

This can play an explanatory role by systematically varying certain system properties or can 

be used to guide design toward optimal function. For example, simulation has been 

successfully used on its own and in conjunction with experimentation to elucidate SAM 

interactions with proteins,29,30 surface-bound receptors,31 biosensor dynamics,32 and 

protein–ligand interactions.33,34 One important question concerns the amount of two-

dimensional (2D) hybridization, that is, surface-mediated diffusion of target DNA along the 

SAM leading to hybridization, versus the amount of three-dimensional (3D) hybridization, 

in which hybridization occurs by diffusion of targets through the solvent directly to probes. 

This property is relevant in many fields; genotyping and gene expression profiling take 

advantage of DNA microarrays utilizing special surfaces,35,36 and catalysis may utilize 

surfaces with immobilized catalysts to enhance reaction rates.37 Such processes can be 

directly observed through simulations to provide essential missing knowledge of sensor 

function.

We performed all-atom Brownian dynamics simulations to answer open questions about 

nanoscale features of these biosensors that can aid rational design. In total, 16 simulations 

were performed (Table 1). Ten of the simulations modeled a single probe inserted into one of 

three different SAMs (Figure 1a), and each SAM was studied at three different probe 

densities. Additionally, six other simulations studied effects of high probe density, in which 

a cluster of five probes on one of two different SAMs was modeled with three different 

interprobe spacings (Figure 1b). We found that the hybridization rate was highly dependent 

on the electrostatic interaction between the target and surface; attractive forces can 

drastically expedite the search for a probe but can also strongly inhibit hybridization by 

hindering target desorption from surfaces. Moreover, we show that the rate of hybridization 

eventually saturates and becomes severely hindered as interprobe spacing decreases below a 

certain threshold. These results indicate that efficiency of hybridization is greatest when 

surface attraction is weak, allowing an increased target concentration to form near the sensor 

without targets becoming strongly adsorbed. Furthermore, probe crowding energetically and 

sterically inhibits the accessibility of probes to incoming targets, resulting in greatly slowed 
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hybridization kinetics on both a polar and hydrophobic surface. Finally, we develop a 

general model of hybridization kinetics that accurately matched simulations results on all 

surfaces but suffered slightly at low probe densities.

2. METHODS

2.1. Sensor and ssDNA Target Structure.

Simulations were performed with the updated version of the GeomBD2 Brownian dynamics 

simulation program,33 available on our group Web site: http://chemcha-gpu0.ucr.edu/

software/. All molecules in the simulations are rigid, containing no internal degrees of 

freedom. During simulations, one molecule is allowed to diffuse with full translational and 

rotational degrees of freedom, while another is held stationary. In the present case, the 24-

base ssDNA sequence 5′-CGTACTGACTGCTCACGAGGTAGC-3 (hereafter the “target”) 

diffused from a randomly selected position on a plane positioned 42.5 nm above the 

biosensor surface until it achieved hybridization. The biosensor consisted of a SAM with 

one or more inserted ssDNA probe(s) (hereafter the “sensor”). All portions of the sensor 

remained stationary during the simulations. The probe was the 29-base ssDNA sequence 5′- 

GCTACCTCGTGAGCAGTCAGTACGTTTTT-3′, where the first 24 bases were 

complementary to the target sequence. The probe extended approximately 10.0 nm above 

the SAM, which was a 100 × 100 nm square slab (Figure 1). The three SAM surfaces used 

were undecanethiol (hydrophobic), 11-mercapto-1-undecanol (polar), or 11-

mercaptoundecanoic acid (anionic) on a gold substrate. We refer to these as the CH3−, OH−, 

or COO−-SAM, respectively. On the COO−-SAM, all carboxylic acid tail groups were in the 

anionic COO− form to model the surface at pH 7.

The simulation space was constructed as follows. The sensor was placed in the bottom of a 

rectangular prism extending 50.0 nm in the z-dimension (perpendicular to the surface). A 

hard boundary was used at the top face of the prism, which, if passed, resulted in a target 

molecule being returned to its previous position and a new random component of force 

being generated. The side faces of the prism used periodic walls, which were placed such 

that the accessible SAM surface area yielded the desired probe surface density (Figure 1a). 

Target trajectories originated from a random point on a plane spanning the entire simulation 

space parallel to the SAM positioned 42.5 nm above it so that they began diffusion free from 

intermolecular potential. All simulations began at this height regardless of box size so that 

the only factor being varied was the probe surface density. The length and width of the SAM 

extended well beyond the periodic walls in all simulations, so no targets could move below 

the SAM nor come close to the edges.

2.2. Simulation Protocol.

Simulations include a stationary grid representation of the sensor’s volume, electric field, 

and the van der Waals-like 12–6 Lennard-Jones (LJ) potential. The grid spacing for all three 

grids was 0.05 nm. A screened Coulomb potential was used to model implicit monovalent 

salt concentrations of 0.50 and 0.35 M. The electric field and LJ grids extend 4.0 and 1.5 

nm, respectively, beyond all edges of the sensor. Atomic charges and LJ parameters for DNA 

were derived from the AMBER ff14SB force field.38 Atomic charges for the SAM 
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molecules were calculated using AMBER’s antechamber program39 with the AM1-BCC 

semiempirical charge method, and LJ parameters were taken from AMBER ff14SB. The 

AMBER force fields have been used successfully in several previous studies of nucleic acids 

and organic surfaces.40–42 During simulation, targets diffuse in implicit water solvent 

according to the overdamped Langevin equation

ri(t + Δt) = ri(t) −
Di

kBT
dU
dr Δt + 2DiΔtR

where Di is the translational or rotational diffusion coefficient, kB is Boltzmann’s constant, 

T is the temperature (298.15 K), dU
dr  is the potential energy gradient, Δt is a distance-

dependent variable time step between 0.1 and 1.0 ps, and R is a zero-mean, stationary 

Gaussian process.43 Translational and rotational diffusion coefficients are calculated from 

the Stokes–Einstein equation. Additional details on the simulation protocol are given in the 

Supporting Information (SI).

2.3. Definition of Hybridization Conditions.

When a target satisfied any one of three hybridization conditions, its trajectory was 

terminated, and its lifetime was saved to a log file before a new trajectory was started. The 

average lifetime, or average hybridization time (τsim), was recalculated after each new 

hybridizing trajectory. When the relative standard deviation of the last 100 τsim values was 

less than 0.01, a simulation was considered as converged. One hybridization condition 

required the centers of mass of the target and probe to come within 0.7 nm (Figure 2a). 

Another condition was designed to mimic native base pair formation between a target and 

probe by requiring a base on the target to come within 0.7 nm of its native Watson–Crick 

base-pairing partner on the probe. The 0.7 nm threshold ensures that this condition is only 

met if the hydrogen bonding atoms on each base are adjacent (Figure 2b). The third and final 

condition required end-to-end overlap of five or more bases on either end of the target and 

probe strands, satisfied when the first and fifth overlapping bases were both within 0.7 nm of 

the probe. (Figure 2c). All three conditions were selected to represent formation of a target–

probe complex that would likely lead to full hybridization based on results from prior 

coarse-grained DNA hybridization simulations.44,45

2.4. Classification of 2D and 3D Hybridization.

To label trajectories as 2D or 3D hybridizers, we used an in-house program to label each 

hybridization event based on the pathway of the DNA target just prior to associating with the 

probe. If targets were adsorbed to the SAM (<0.4 nm between atomic centers of any SAM 

atom and any DNA atom) in 1 or more of the 20 frames (~10 ns) prior to hybridization, they 

were considered 2D hybridizers. All others were labeled as 3D hybridizers.

3. RESULTS AND DISCUSSION

Two sets of simulations were performed. The set of single-probe simulations was done on 

three different SAM surfaces, the OH-SAM, CH3-SAM, and COO−-SAM. Each surface was 

simulated at three different probe densities. To achieve a specific probe density, the single 
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probe was placed in the center of a SAM, while the length and width of the simulation box 

were varied to encompass the necessary SAM surface area (Figure 1a). A set of multiprobe 

simulations was also performed, which contained a cluster of five probes on the CH3-SAM 

or COO−-SAM (Figure 1b). On each SAM, the clustered probes were simulated with three 

different interprobe spacings of 5.0, 10.0, or 15.0 nm to elucidate the effect of tight probe 

packing, which may hinder target–probe recognition. All were performed with implicit 0.50 

M monovalent salt concentrations except for one additional test with 0.35 M (Table 1). The 

additional simulation of the CH3-SAM with 0.002 nm−2 probe density was performed with a 

0.35 M salt concentration to understand the effects of ionic screening of electrostatic forces 

on the dynamics and hybridization rates.

3.1. Single-Probe Simulations with Varied Surface Properties and Probe Densities.

3.1.1. OH-SAM.—On the polar OH-SAM, target–SAM electrostatic interaction was 

slightly repulsive (Table 2). Target adsorption to the SAM was very short-lived, lasting 

roughly 22 μs, and was maintained primarily by close-range vdW attractions. This is similar 

to our previous study, which showed transient adsorption of DNA on OH-SAMs using 

molecular dynamics simulations.32 Moreover, hydrophilic SAMs in general are known to 

resist nonspecific DNA adsorption.46,47 Because of the weak adsorption, most of the 

hybridization happened through a 3D mechanism, and no clear relationship can be seen 

between the mechanism and probe density (Table 2). One may expect a greater fraction of 

3D hybridization as probe density increases, since there is less exposed surface per probe; 

however, this is not what we observed. We calculated the layer-wise distribution of targets 

(Figure S1 and Table S1) during the simulation to understand how the SAMs affect 

diffusion. This analysis shows a substantially increased concentration of targets near the 

SAM, 2.6-fold higher than would be expected if there were no target–SAM attractions 

(Figure 3a). The increased concentration near the surface coupled with the lack of 2D 

hybridization indicates that, overall, very weak vdW forces hold targets close to the SAM 

while allowing target DNA to diffuse freely just above it or two-dimensionally along its 

surface. The average hybridization time dropped sharply with increasing probe density, from 

about 70.3 to 22.7 μs.

3.1.2. CH3-SAM.—Behavior on the hydrophobic CH3-SAM was largely similar to that 

on the OH-SAM. Here, vdW forces dominate, which depend less on target sequence or 

contact angle than the electrostatic interactions present on hydrophilic surfaces. Indeed, 

previous studies have shown that DNA interacts strongly with hydrophobic surfaces through 

“face-down” adsorption of nucleobases on the surface and that it diffuses across such 

surfaces at a rate nearly the same as in bulk water.32,48 Although the rigid-body DNA 

molecules used in our study cannot adopt such conformations to maximize intermolecular 

contacts, we observed similar behavior. Only on this surface did the target DNA adopt a 

surface-adsorbed orientation parallel to the surface, which is partly responsible for the 

stronger electrostatics and vdW interactions. Figure 3b shows the distribution of measured 

contact angles between the DNA and SAM, with the CH3–SAM showing a relatively high 

fraction of angles <20°, indicating the DNA is “laying down” almost parallel to the surface. 

Analysis of target distribution shows a 4-fold increase in concentration 0–2.0 nm above the 

CH3-SAM but only a 1.5-fold increase in the range 2.0–4.0 nm above, reflecting the 
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dominance of short-ranged vdW forces (Figure 3a). Targets showed weak electrostatic 

attraction and greater vdW attraction on this surface than the OH-SAM, which resulted in a 

marginally higher fraction of 2D hybridization (Table 2). Notably, this higher 2D fraction 

corresponds with slightly faster hybridization times for the 0.001 and 0.002 nm−2 probe 

densities on this surface compared to the OH-SAM (Table 2), indicating that hybridization 

time was decreased by the high surface concentration of targets. This increased molecular 

association rate due to reduced search dimensionality has been demonstrated elsewhere both 

computationally29 and experimentally49 for other biomolecules so long as desorption from 

the surface is not impeded by attractive forces. Indeed, striking a balance between attractive 

forces that shuttle targets to a surface and subsequently to the probes, while allowing rapid 

2D diffusion and desorption from the surface, is the key factor if the goal is to expedite 

association kinetics. Our simulations of the same CH3–SAM system at a lower salt 

concentration of 0.35 M provide strong evidence for this point, which is discussed in a later 

subsection.

3.1.3. COO−-SAM.—The COO−-SAM is a negatively charged surface, as the carboxylic 

acid tail groups are in a deprotonated carboxylate form near pH 7. Since DNA carries a net 

negative charge of about −1 e per nucleotide, electrostatic repulsion between the SAM and 

incoming targets results in almost entirely 3D hybridization (Table 2). The repulsion is also 

evident in the target distribution, which shows that most probes resided in the range 2.0–4.0 

nm above the SAM. The range 0–2.0 nm above the SAM had a concentration equal to the 

bulk (Figure 3a). However, the high target concentration in the second layer indicates that 

there was still a greatly increased concentration near the surface, which effectively 

channeled targets to probes to the same degree as the other SAMs. Despite the discrepancy 

in the hybridization mechanism compared to the others, the average hybridization time was 

quite similar to that on the OH− and CH3-SAMs and exhibited the same increasing trend as 

probe density decreased (Table 2). The weak repulsion of 0.21 kcal/mol, or roughly 0.35 kT, 

which is within the range of thermofluctuation, did not significantly affect τsim. 

Hybridization time at the lowest probe density was faster than that on the other SAMs and, 

notably, had the greatest 3D hybridization fraction of the three densities simulated (Table 2).

3.2. Effect of Ionic Strength on DNA Hybridization.

Because DNA is a highly charged biomolecule, we examined the effect of ionic 

concentration on hybridization. We ran a second simulation on the CH3–SAM at the 0.002 

nm−2 probe density with the same settings except that the implicit ion concentration was 

lowered from 0.50 to 0.35 M. Because the electrostatic interactions are less screened, the 

target–SAM electrostatic attraction (ΔEelec) was strengthened from −0.35 kcal/mol (0.5 M) 

to −0.96 kcal/mol (0.35 M), and ΔEvdw was ~0.4 kcal/mol stronger with a 0.35 M ionic 

concentration (Table 2). These stronger attractions nearly doubled the target concentration in 

the range 0–2.0 nm above the SAM (Figure 3a). Interestingly, despite the high surface 

concentration of targets, the target–SAM interaction is still insufficient to attract the ssDNA 

to produce more 2D hybridization. As a result, the 2D hybridizing fraction increased 

negligibly (Table 2). Moreover, the stronger electrostatics induced more of the targets to 

adopt a side-on adsorption orientation, as opposed to end-on, which can be seen in the 

strikingly high fraction of DNA making a small contact angle with this surface (Figure 3b). 
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These orientations contribute to the increased strength of attraction anchoring targets to the 

SAM. This, coupled with the increased concentration of targets near SAM, resulted in longer 

times needed for the targets to overcome the energy barrier associated with leaving the 

surface and reorienting for hybridization, causing τsim to nearly double relative to the 0.50 

M simulation (Table 2). This highlights the importance of the balance between long-range 

attractive steering forces and the mobility of targets once they reach the surface. Steering 

target DNA toward probes is obviously helpful for fast kinetics, as shown in the 0.50 M 

single-probe simulations. However, the same forces responsible for steering may be 

disruptive. Adsorption of targets to a surface can increase their hybridization rate as long the 

desorption energy is not prohibitively high. Otherwise, the attractive forces originating from 

the sensor surface actually hinder the rate dramatically.

3.3. High-Probe-Density Multiprobe Simulations.

While a higher density of probes increases the chances of a target–probe encounter, there 

may be a density beyond which hybridization becomes sterically or energetically hindered 

by neighboring probes. To study hybridization at tightly packed probes, we ran multiprobe 

simulations that included a cluster of five probes on either the CH3− or COO−-SAM spaced 

5.0, 10.0, or 15.0 nm apart in simulation boxes of identical volume (Figure 1b). These were 

performed to test the effect of interprobe spacing on hybridization. The trend in 

hybridization time with decreasing separation shows that the hybridization rate has already 

saturated at interprobe spacings of 15.0 nm, and hybridization becomes hindered at 

interprobe spacings of 5.0 nm or less (Table 3). We saw no change in hybridization time 

between the 15.0 and 10.0 nm separation cases but observed a roughly 1.5-fold increase 

from 10.0 to 5.0 nm, indicating that hybridization is inhibited in such highly crowded probe 

environments. To understand the source of the inhibition, we counted the total number of 

trajectories that hybridized with each of the five different probes (labeled 1–5, Figure 1b), to 

elucidate how the neighboring probes affect one another’s availability for hybridization. The 

result shows an unequal distribution of hybridization events. Specifically, hybridization at 

the central probe is severely limited at the 10.0 and 5.0 nm spacings, and the effect is greater 

for the smaller spacing (Table 3). In that case, only about 2% of the hybridization happened 

at the central probe for both the CH3− and COO−-SAMs, while the outer probes experienced 

a much more equal share. This effect was less pronounced, but still substantial, at the 10.0 

nm spacing. The high negative charge of the DNA molecule makes it difficult for targets to 

adopt an energetically favorable orientation in the crowded probe environment. Steric 

limitations may begin to play a role here as well, especially when then target length is 

approximately equal to the probe spacing, as the target may adsorb to multiple probes at the 

same time. This was the case in our 5.0 nm spacing simulation and was partially responsible 

for the sharply increased hybridization time observed on both surfaces. Notably, the target 

and probe are both roughly 10 nm long, indicating that, more generally, tight probe 

clustering may become an obstacle as the spacing nears the length of the target DNA. The 

layer-wise distribution of targets in the multiprobe scenarios was virtually the same as in the 

single-probe scenarios. Overall, both the CH3− and COO−-SAM sensors showed inhibited 

hybridization when the probe spacing was equal to or smaller than the target DNA length. 

We should also note that the cluster of probes here differs from what would exist on a real 

biosensor surface in an important way: a real surface of the same probe density would 
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present essentially a periodic array of such clusters, in which virtually all the probes would 

be analogous to the central probe (probe 5, Figure 1b). Hence, the present simulations 

contain an unrealistic amount of space surrounding the cluster, and the hybridization times 

measured for these scenarios should only be compared relative to the other simulated 

clusters.

3.4. Phenomenological Model and Comparison with Simulation Results.

A model that relates hybridization time to a sensor’s basic properties can aid in the rational 

design of high-performance biosensors. Real-time hybridization kinetics can be measured 

experimentally,49 but it is impossible to determine the mechanism of hybridization, and the 

details of target interactions with surfaces and probes cannot be discerned. Here, we 

developed a model using a kinetic theory of particle association and the simulated 

percentage of 2D hybridization to predict the average hybridization time, τtheo. We adopt the 

theoretical framework for predicting the rate of collisions, α, between a diffusing molecule 

and a spherical target containing a small reactive patch. This sphere can also be imagined as 

a flat surface containing a small reactive hemispherical bump,50 where in the present case, 

the flat surface is the SAM and the hemispherical bump is the probe. In that case, α is the 

rate of collisions with the SAM

α = 4πD
∫a + b

∞ 1
r2eU(r)/kTdr (1)

where D is the 3D diffusion coefficient, a is the radius of the diffusing molecule, b is the 

radius of the surface or reactive patch of the surface, and r is the distance between them. U(r) 
is the potential energy between the two molecules. For diffusion from the bulk to the SAM, 

the driving force is the long-range Coulombic potential

U(r) = q1q2
4πϵ0ϵr (2)

After integration, eq 1 becomes

α = 4πDr U(r)
eU(r) − 1 (3)

Multiplying eq 3 by Avogadro’s number gives units of M−1 s−1. The distance r here is the 

sum of the relevant radii (a + b in eq 1). Since DNA has a rod-like geometry, the radius of 

the target DNA, rdna, is approximated as

rdna = s1

ln2s1
s2

(4)

where s1 and s2 are the major and minor semiaxes.51 In studies of molecular association with 

surface-bound receptors, it has been shown that short-range (vdW) forces that hold the 

diffusing molecules to the surface can result in molecular association rates as if the entire 
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surface were reactive. This is because an encounter with the secondary search target (probe) 

is very likely and happens rapidly compared to an encounter with the primary target (SAM 

surface).52 Adopting this idea, our model uses the radius of the SAM as b in eq 1, which is 

taken as the radius of a sphere having equal surface area. Our results show that this model 

works well for the present system (Table 2). As a comparison, if it is assumed that 

hybridization times will correspond to the rate of target DNA collision with the probe rather 

than with any portion of the surface, then the times are overestimated more than 2-fold in 

most cases (see the SI for additional details).

Some fraction of targets will encounter the probe while diffusing two-dimensionally. This 

fraction must then overcome an energy barrier associated with desorbing from the surface 

before hybridizing, and the time of this process is added to the time to diffuse from the bulk 

to the SAM. The barrier is determined primarily by the strength of short-range forces 

holding targets to the SAM (Table 2). Borrowing ideas from Kramers’ theory for diffusion 

across an energy barrier, in which there is an exponential dependence on barrier height E† 

and a dependence on the diffusion coefficient D along the reaction coordinate,47 we 

approximate the time to cross the barrier, τb,

τb = b2

D eE†/kT (5)

The term before the exponential gives the time needed to diffuse a distance b, which we take 

as 1.0 nm, since at this distance above the SAM, all short-range vdW forces are broken. We 

analyzed all hybridizing simulation trajectories and labeled each as either a 2D or 3D 

hybridization event according to a simple criterion related to the diffusional pathway taken 

by the target. While the hybridization time from 3D diffusion can be directly approximated 

using the collision rate α (eqs 1 and 3), the average hybridization time for surface-adsorbed 

DNA needs to consider the barrier height (eq 5) to account for the extra time spent desorbing 

from a surface. As a result, the overall τtheo for all trajectories is

τtheo = γ 1
αC + b2

D eE†/kT + (1 − γ) 1
αC (6)

where C is the target DNA concentration in mol/L, and γ is the fraction of trajectories that 

hybridized two-dimensionally. A fully detailed calculation is shown in the SI. In all but one 

case, the predicted hybridization times τtheo agree quite closely with simulations for probe 

densities of 0.001 and 0.002 nm−2; however, they are underestimated when the probe surface 

density is low (Figure 4). Eq 6 relies on the prior assumption that the time spent on or near 

the surface before achieving 2D hybridization is negligible. This assumption holds when 

probe density is high and most targets diffusing on the SAM rapidly undergo 2D 

hybridization, but it becomes less applicable as probe density decreases. Notably, at normal 

densities used in biosensors, typically >0.001 nm−2, the assumption holds reasonably well. 

On all surfaces, predictions have similar accuracy and suffer from much larger error at the 

lowest probe density of 0.0005 nm−2. Results from the 0.35 M CH3–SAM simulation 

demonstrate the importance of capturing surface interactions in models of hybridization. 

While the 0.5 M simulation at the 0.002 nm−2 density yielded τsim = 20.4 μs, the stronger 
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target–SAM attraction at 0.35 M resulted in τsim doubling to 40.1 μs. The model seems to 

have difficulty capturing such effects. The green points in Figure 4 correspond to the CH3–

SAM, which had the most attractive potential with the target DNA. They show that τsim was 

overestimated, estimated accurately, and then underestimated by the model as probe density 

decreased. The same trend can be seen for the anionic COO−-SAM, indicating that some of 

this error is due to the changing probe density. However, the fact that it is more pronounced 

on the CH3-SAM is an indication that the amount of surface interaction has still not been 

well measured. An improved method for estimating the amount of 2D hybridization could 

vastly improve such measurements. Additionally, target–probe interactions that form as 

targets desorb from a surface need to be characterized in detail to allow accurate estimation 

of the 2D hybridization time scale. Despite this, the model’s overall accuracy is still 

reasonable, which highlights the major influence that surface interactions play in the 

hybridization process. In summary, this model of hybridization works well under the 

assumption that the search for a probe is dominated by the 3D part, which is true under 

typical conditions. As probe density decreases, the model suffers from larger inaccuracy as 

2D search time becomes non-negligible. Additionally, accurately estimating the amount of 

2D hybridization and strength of surface interactions is essential for accurate predictions of 

hybridization rates, as 2D hybridization can take considerably longer than 3D hybridization.

4. CONCLUSIONS

High-performance biosensors require specific and efficient target–probe association, which 

depends highly on the surrounding surface properties, probe surface density, and the ionic 

strength of the solution. In this study, across three surfaces with anionic, polar, or 

hydrophobic nature, the rate of target DNA hybridization with the probes was largely 

unchanged at a 0.5 M monovalent salt concentration. However, upon decreasing the ionic 

strength of solution to levels where target DNA attraction to the sensor surface was 

significant, hybridization was markedly slowed as DNA desorption form the surface was 

impeded, which in turn inhibits hybridization with probes. On the polar and hydrophobic 

surfaces, a significant fraction of the hybridization took place two-dimensionally, through a 

surface-mediated mechanism. Simulation of three probe clusters with different interprobe 

spacings revealed that the hybridization rate eventually reverses as probe density increases, 

since incoming target DNA becomes sterically and energetically hindered from hybridizing 

with tightly packed probes. Shrinking the probe spacing from 10.0 to 5.0 nm resulted in a 

doubling of the average hybridization time, revealing that clusters of high probe density in 

biosensors can severely disrupt hybridization, especially when the spacing is equal to or less 

than the target DNA length.

We have developed a model DNA of hybridization rate and found that the key parameter is 

the fraction of surface-mediated hybridization, since this requires a significant energy barrier 

to be crossed prior to hybridization. The model accurately predicted hybridization times 

across all surfaces at typical probe densities but suffered slightly at low densities where 

certain assumptions fail to hold. The greatest hybridization efficiency requires striking a 

balance between attractive forces that enhance target DNA concentration near probes 

without inhibiting the process by anchoring DNA to the surface. Due to the generality of the 
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model, it can be applied to a variety of other natural or engineered systems to aid in rational 

design or to help explain experimentally measured reaction rates.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
GeomBD3 simulation space. (a) The SAM with an inserted ssDNA probe is surrounded by a 

cuboid simulation box with periodic walls at the sides and a hard boundary at the top. Three 

different sized boxes were used to simulate the different probe surface densities: 0.002 

(green), 0.001 (orange), and 0.0005 nm−2 (blue). The SAM extends past the walls enough to 

prohibit targets from hanging off any edges. (b) High-probe-density simulations used the 

same conditions as stated above but contained a cluster of five probes space either 5.0, 10.0, 

or 15.0 nm apart. The simulation box size was the same for all three cluster spacings.
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Figure 2. 
ssDNA probe (left strand, SAM not pictured) and ssDNA target (right strand) in the three 

possible hybridization conditions: (a) the centers of mass are less than 0.7 nm apart, (b) any 

two native Watson–Crick base-pairing partners (indicated by the black arrow), such as the 

thymine (blue) and adenine (green), are less than 0.7 nm apart, and (c) any end-to-end 

overlap of five or more bases.
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Figure 3. 
(a) Distribution of target ssDNA strands as a function of their distance above the SAM in the 

four different single-probe scenarios simulated at the 0.001 nm−2 probe density. The space 

was partitioned into equally sized slices with a height of 2.0 nm. A target was considered to 

reside in the closest slice to the SAM containing any of its atoms. The number of frames in 

which the target resided in a slice divided by the expected number of appearances in a slice 

(assuming totally random diffusion) is calculated for each replicate simulation. The final 

result is averaged over all replicates. This ratio (g(z)) is plotted on the y-axis. (b) 

Distributions of contact angles measured between surface-adsorbed ssDNA targets and the 

SAM for each different surface and for the two salt concentrations on the CH3-SAM. Angles 

were measured between the vector running from tip-to-tip of the DNA and the plane of the 

SAM (x–y-plane).
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Figure 4. 
Comparison of simulated (τsim) and predicted (τtheo) hybridization times for the single-

probe scenarios at 0.002 nm−2 (circles), 0.001 nm−2 (squares), and 0.0005 nm−2 (triangles) 

probe densities. Error bars are ±standard deviation of τsim to show that the value has 

converged after 500 replicate simulations are completed; some error bars are too small to be 

displayed.
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Table 1.

Summary of All Simulations
a

single-probe simulations probe density (nm−2) multiprobe simulations probe separation (nm)

OH-SAM 0.0005 --

0.001 --

0.002 --

CH3-SAM 0.0005 5.0

0.001 10.0

0.002 15.0

CH3-SAM (0.35 M) 0.002 --

COO−-SAM 0.0005 5.0

0.001 10.0

0.002 15.0

a
In total, 16 simulations were performed. In the single-probe simulations, three different SAMs were used, and each was simulated at three 

different probe surface densities. In the multiprobe simulations, two different SAMs with a cluster of five probes were used, and each was 
simulated with three different interprobe separations.
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