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Abstract

Some quantitative results in symplectic geometry

by

Oliver Edtmair

Doctor of Philosophy in Mathematics

University of California, Berkeley

Professor Michael Hutchings, Chair

This thesis explores quantitative invariants in symplectic geometry. The first chapter is based
on joint work with Julian Chaidez [11], where we construct the first examples of dynamically
convex domains that are not symplectomorphic to any convex domain. A key component of
this work is a quantitative convexity criterion involving the Ruelle invariant.

In the second chapter, based on the paper [30], we establish a sharp dynamical character-
ization of convex domains in R4 that admit a symplectic embedding into a given cylinder.
More specifically, we demonstrate that the cylindrical capacity of a convex domain matches
the minimum symplectic area of a disk-like global surface of section for the natural Reeb
flow on the boundary of the domain. This contributes to progress toward the strong Viterbo
conjecture regarding the equivalence of symplectic capacities on convex domains.

The third chapter comprises a joint paper with Michael Hutchings [31]. We show a quan-
titative C∞ closing lemma for area preserving surface diffeomorphisms. Our proof relies on
spectral invariants arising from periodic Floer homology. We also establish a new Weyl law
for these spectral invariants.
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Introduction

This thesis contains three papers written during my time as a graduate student at UC
Berkeley. A unifying theme throughout these works is the prominent role played by quanti-
tative invariants of symplectic and dynamical origin, such as the Ruelle invariant, symplectic
capacities, and spectral invariants.

The first chapter consists of a joint paper with Julian Chaidez [11], focusing on the
role of convexity in symplectic geometry. Understanding domains in Euclidean space up to
symplectomorphism is a fundamental question in symplectic geometry. The class of convex
domains is known to have numerous special symplectic and dynamical properties, and there
are fascinating open conjectures regarding the symplectic geometry of convex domains, such
as the Viterbo conjecture. However, from the perspective of symplectic geometry, convexity is
a mysterious assumption because it is not preserved by symplectomorphisms. In their seminal
paper [55], Hofer-Wysocki-Zehnder introduced the influential notion of dynamical convexity,
which is an intrinsic symplectic property. Although it is known that every convex domain is
dynamically convex, the question of whether dynamical convexity characterizes convexity up
to symplectomorphism has been a longstanding open problem. In our paper [11], we resolve
this question in the negative. We construct the first examples of dynamically convex domains
which are not symplectomorphic to any convex domain. Our proof relies on a quantitative
convexity criterion involving the Ruelle invariant, a classic invariant in dynamics.

The second chapter consists of the paper [30]. Ever since Gromov proved his celebrated
non-squeezing theorem, the symplectic embedding problem—i.e. the question of whether a
given symplectic manifold symplectically embeds into another—has attracted a significant
amount of attention. To systematically approach such questions, Ekeland and Hofer intro-
duced the notion of a symplectic capacity, which can be thought of as a measurement of
symplectic size. Two basic examples of symplectic capacities are the ball capacity, which
measures the largest size of a ball that can symplectically embed into a given symplectic
manifold, and the cylindrical capacity, which measures the smallest size of a cylinder into
which the symplectic manifold can embed. To this day, many more symplectic capacities
have been constructed using a wide range of different techniques, such as the calculus of
variations, Floer theory, pseudo-holomorphic curves, and microlocal sheaf theory. An im-
portant open conjecture about symplectic capacities, often referred to as the strong Viterbo
conjecture, states that all symplectic capacities agree on convex domains in Euclidean space.
The construction of many symplectic capacities is based on Hamiltonian dynamics. While
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there are many results asserting the equality of various dynamical capacities, very little is
known about the relationship between dynamical capacities and the ball and cylindrical ca-
pacities, whose definition is based on symplectic embeddings. In [30], we bridge the gap
between dynamics and the cylindrical capacity in dimension four. We provide a sharp dy-
namical characterization of convex domains that admit a symplectic embedding into a given
cylinder. This characterization involves global surfaces of section, an important notion in
dynamics, originating from the work of Poincaré, which plays a prominent role in modern
symplectic dynamics.

The third chapter consists of the joint paper with Michael Hutchings [31]. Pugh’s famous
C1 closing lemma states that a recurrent point of a differentiable dynamical system can be
turned into a periodic point by an arbitrarily small perturbation of the system. As the
name suggests, “small” refers to the C1 topology on the space of dynamical systems. It is
an important question whether analogous results hold in higher regularity—i.e. if the C1

topology is replaced by the Cr topology for r > 1. Breakthroughs on this question were
made by Irie [77] and Asaoka-Irie [7], who proved C∞ closing lemmas for three-dimensional
Reeb flows and Hamiltonian surface diffeomorphisms, respectively. In [31], we establish a C∞

closing lemma for arbitrary area preserving surface diffeomorphisms. A key novelty of our
work is that our closing lemma is quantitative. We provide an upper bound on the periods of
newly generated periodic orbits in terms of the size of the perturbation. Our mechanism for
detecting periodic orbits is based on spectral invariants arising from periodic Floer homology
(PFH), a version of Floer theory for area preserving surface maps, originally developed by
Hutchings and based on pseudoholomorphic curves and Seiberg-Witten gauge theory. As a
byproduct of our work, we prove a new Weyl law for PFH spectral invariants, which, roughly
speaking, states that PFH spectral invariants asymptotically recover symplectic volume.
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Chapter 1

3D convex contact forms and the
Ruelle invariant

1.1 Introduction

A contact manifold (Y, ξ) is an odd dimensional manifold equipped with a hyperplane field
ξ ⊂ TY , called the contact structure, that is the kernel of a 1-form α such that

ker(dα) ⊂ TY is rank 1 and α|ker(dα) > 0

A 1-form satisfying this condition is called a contact form on (Y, ξ). Every contact form
comes equipped with a natural Reeb vector field R, defined by

α(R) = 1 ιRdα = 0

Note that the Reeb vector-field preserves the 1-form α and the natural volume form α∧dαn−1,
where dim(Y ) = 2n−1. The dynamical properties of Reeb vector fields (e.g. the existence of
closed orbits and their properties) are the subject of immense interest in symplectic geometry
and dynamical systems.

Contact manifolds arise naturally as hypersurfaces in symplectic manifolds satisfying a
certain stability condition. In fact, Weinstein introduced contact manifolds in [103] inspired
by the following prototypical example of this phenomenon, due to Rabinowitz [89].

Example 1.1.1. We say that a domain X ⊂ R2n with smooth boundary Y is star-shaped if

0 ∈ int(X) and ∂r is transverse to Y

Let ω and Z denote the standard symplectic form and Liouville vector field on R2n. That is

ω =
n∑
i=1

dxi ∧ dyi Z =
1

2

∑
i

xi∂xi + yi∂yi =
1

2
r∂r (1.1.1)

Then the restriction λ|Y of the Liouville 1-form λ = ιZω is a contact form.
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Example 1.1.2. The standard contact structure ξ on S2n−1 ⊂ R2n is given by ξ = ker(λ|S2n−1).

Every contact form on the standard contact sphere arises as the pullback of λ via a map to
a star-shaped boundary Y . Indeed, if α = f · λ|S2n−1 for f > 0 is a contact form for ξ, then

α = ϕ∗λ where ϕ(θ) = (f(θ)1/2, θ) in radial coordinates (0,∞)r × S2n−1
θ

Moreover, every star-shaped boundary Y admits such a map from the sphere. Thus, from
the perspective of contact geometry, the study of star-shaped boundaries is equivalent to the
study of contact forms on the standard contact sphere.

1.1.1 Convexity

In this paper, we are primarily interested in studying contact forms arising as boundaries of
convex domains.

Definition 1.1.3. A contact form α on S2n−1 is convex if there is a convex star-shaped
domain X ⊂ R2n with boundary Y and a strict contactomorphism (S3, α) ≃ (Y, λ|Y ).

In contrast to the star-shaped case, not every contact form on S2n−1 is convex, and the Reeb
flows of convex contact forms possess many special dynamical properties, both proven and
conjectural.

In [102], Viterbo proposed a particularly remarkable systolic inequality for Reeb flows on
convex boundaries. To state it, let (Y, α) be a closed contact manifold with contact form of
dimension 2n− 1, and recall that the volume vol(Y, α) and systolic ratio sys(Y, α) are given
by

vol(Y, α) =

∫
Y

α ∧ dαn−1 and sys(Y, α) =
min{period T of an orbit}n

vol(Y, α)
(1.1.2)

Note that if Y is the boundary of a star-shaped domain X ⊂ R2n, then the contact volume
of (Y, λ|Y ) is related to the volume of X via vol(Y, λ|Y ) = n! vol(X). The weak Viterbo
conjecture that originally appeared in [102] can be stated as follows.

Conjecture 1.1.4. [102] Let α be a convex contact form on S2n−1. Then the systolic ratio
is bounded by 1.

sys(S2n−1, α) ≤ 1

There is also a strong Viterbo conjecture (c.f. [48]), stating that all normalized symplectic
capacities are equal on convex domains. For other special properties of convex domains,
see [55, 102].

Despite the plethora of distinctive properties that convex contact forms possess, a char-
acterization of convexity entirely in terms of contact geometry has remained elusive.

Problem 1.1.5. Give an intrinsic characterization of convexity that does not reference a
map to R2n.



CHAPTER 1. 3D CONVEX CONTACT FORMS AND THE RUELLE INVARIANT 5

1.1.2 Dynamical Convexity

In the seminal paper [55], Hofer-Wysocki-Zehnder provided a candidate answer to Problem
1.1.5.

Definition 1.1.6 (Def. 3.6, [55]). A contact form α on S3 is dynamically convex if the
Conley-Zehnder index CZ(γ) of any closed Reeb orbit γ is greater than or equal to 3.

The Conley-Zehnder index of a Reeb orbit plays the role of the Morse index in symplectic
field theory and other types of Floer homology (see §1.2.2 for a review). Thus, on a naive
level, dynamical convexity may be viewed as a type of “Floer-theoretic” convexity. If X is a
convex domain whose boundary Y has positive definite second fundamental form, then Y is
dynamically convex [55, Thm 3.7]. Note that this condition is open and dense among convex
boundaries.

In [55], Hofer-Wysocki-Zehnder proved that the Reeb flow of a dynamically convex con-
tact form admits a surface of section. In the decades since, dynamical convexity has been
used as a key hypothesis in many significant works on Reeb dynamics and other topics in
contact and symplectic geometry. See the papers of Hryniewicz [57], Zhou [104,105], Abreu-
Macarini [4, 5], Ginzburg-Gürel [44], Fraunfelder-Van Koert [38] and Hutchings-Nelson [70]
for just a few examples. However, the following question has remained stubbornly open
(c.f. [38, p. 5]).

Question 1.1.7. Is every dynamically convex contact form on S3 also convex?

The recent paper [2] of Abbondandolo-Bramham-Hryniewicz-Salomão (ABHS) has sug-
gested that the answer to Question 1.1.7 should be no. They construct dynamically convex
contact forms on S3 with systolic ratio close to 2. There is substantial evidence for the weak
Viterbo conjecture (cf. [12]), and so these contact forms are likely not convex. However, this
was not proven in [2].

Even more recently, Ginzburg-Macarini [43] addressed a version of Question 1.1.7 in
higher dimensions that incorporates the assumption of symmetry under the antipod map
S2n−1 → S2n−1. Their work did not address the general case of Question 1.1.7.

1.1.3 Main Result

The main purpose of this paper is to resolve Question 1.1.7.

Theorem 1.1.8. There exist dynamically convex contact forms α on S3 that are not convex.

Theorem 1.1.8 is an immediate application of Proposition 1.1.9 and 1.1.12, which we will
now describe.
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1.1.4 Ruelle Bound

For our first result, recall that any closed contact 3-manifold (Y, ξ) with contact form α that
satisfies c1(ξ) = 0 and H1(Y ;Z) = 0 has an associated Ruelle invariant [92]

Ru(Y, α) ∈ R

Roughly speaking, the Ruelle invariant is the integral over Y of a time-averaged rotation
number that measures the degree to which different Reeb trajectories twist counter-clockwise
around each other (see §1.2.4 for a detailed review). Our result is stated most elegantly using
the quantity

ru(Y, α) =
Ru(Y, α)

vol(Y, α)1/2

This Ruelle ratio is invariant under scaling of the contact form, unlike the Ruelle invariant
itself.

In recent work [69] motivated by embedded contact homology, Hutchings investigated the
Ruelle invariant of toric domains in C2. In that paper, the Ruelle invariant of the standard
ellipsoid E = E(a, b) ⊂ C2 with symplectic radii 0 < a ≤ b (see §1.3.1) was computed as

Ru(E) = a+ b (1.1.3)

The systolic ratio sys(E) and contact volume vol(∂E, λ|∂E) are well-known to be a/b and ab
respectively. Thus we have the following relation between the systolic and Ruelle ratios.

ru(E) = sys(E)1/2 + sys(E)−1/2 and thus 1 < ru(E) · sys(E)1/2 = sys(E) + 1 ≤ 2

Our first result may be viewed as a generalization of the estimate on the right to arbitrary
convex contact forms on S3.

Proposition 1.1.9 (Prop 1.3.1). There are constants C > c > 0 such that, for any convex
contact form α on S3, the following inequality holds.

c ≤ ru(S3, α) · sys(S3, α)1/2 ≤ C (1.1.4)

Note that a result of Viterbo [102, Thm 5.1] states that there exists a constant γ2 such that
sys(S3, α) ≤ γ2 for any convex contact form. Thus, Proposition 1.1.9 also implies that

Corollary 1.1.10. There is a constant c > 0 such that, for any convex contact form α on
S3, we have

c ≤ ru(S3, α) (1.1.5)

It is notable that, even for ellipsoids, the systolic ratio can be arbitrarily close to 0 and
the Ruelle ratio can be arbitrarily close to ∞. We have included a helpful visualization of
Proposition 1.1.9 in the sys− ru plane in Figure 1.1.
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Figure 1.1: A plot of the region of the sys− ru plane containing convex contact forms,
depicted in light red. The blue arc is the region occupied by ellipsoids, and the green lines
represent the sys = 1 bound and the sys = γ2 bound. The Viterbo conjecture states that
the region of convex domains with systolic ratio larger than 1 is empty, and so it is partially
shaded in this figure.

Let us explain the idea of the proof of Proposition 1.1.9. First, as explained above, the
result holds for ellipsoids. By applying John’s ellipsoid theorem [78], we can sandwich a
given convex domain X between an ellipsoid E and its scaling 4 ·E. After applying an affine
symplectomorphism to X and E, we may assume that E is standard. That is

E(a, b) ⊂ X ⊂ 4 · E(a, b)

Note that this symplectomorphism does not change the Ruelle invariant (see §1.3.1). Now
note that the minimum length of a closed orbit is monotonic under inclusion of convex
domains, since it coincides the the Ekeland-Hofer-Zehnder capacity in the convex setting
(cf. [15]). Applying this and the monotonicity of volume, we find that

ab

2
≤ vol(X) ≤ 28 · ab

2
and 2−8 · a

b
≤ sys(Y ) ≤ 28 · a

b
(1.1.6)

If the Ruelle invariant were also monotonic, then one could immediately acquire Proposition
1.1.9 from (1.1.6) and (1.1.3). Unfortunately, this is not evidently the case.

The resolution of this issue comes from a beautiful formula (Proposition 1.3.10) relating
the second fundmantal form and local rotation of the Reeb flow on a contact hypersurface
Y in R4. This is due originally to Ragazzo-Salomão [90], albeit in different language from
this paper. Using this relation (§1.3.2), we derive estimates for the Ruelle invariant in terms
of diameter, area and total mean curvature. By standard convexity theory (i.e. the theory
of mixed volumes), these quantities are monotonic under inclusion of convex domains. This
allows us to compare the Ruelle invariant of X to that of its sandwiching ellipsoids, and thus
prove the result.
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Remark 1.1.11 (Enhancing Prop 1.1.9). In future work, we plan to investigate optimal
constants c and C for Proposition 1.1.9, and to generalize the result to higher dimensions.

1.1.5 A Counterexample

In order to prove Theorem 1.1.8 using Proposition 1.1.9, we construct dynamically convex
contact forms that violate both sides of the estimate (1.1.4). This is the subject of our second
new result.

Proposition 1.1.12 (Prop 1.4.1). For every ε > 0, there exists a dynamically convex contact
form α on S3 satisfying

vol
(
S3, α

)
= 1 sys(S3, α) ≥ 1− ε Ru(S3, α) ≤ ε

and there exists a dynamically convex contact form β on S3 satisfying

vol
(
S3, β

)
= 1 sys(S3, β) ≥ 1− ε Ru(S3, β) ≥ ε−1

The construction of these examples follows the open book methods of Abbondandolo-
Bramham-Hryniewicz-Salomão in [2, 3]. Namely, we develop a detailed correspondence be-
tween the properties of a Hamiltonian disk map ϕ : D → D and the properties of a contact
form α on S3 constructed using ϕ via the open book construction (see Proposition 1.4.8).
This includes a new formula relating the Ruelle invariant of ϕ in the sense of [92] and the
Ruelle invariant of (S3, α). We then construct Hamiltonian disk maps ϕ with all of the
appropriate properties to produce dynamically convex contact forms on S3 satisfying the
conditions in Proposition 1.1.12.

Let us briefly outline the construction in the small Ruelle case, as the large Ruelle case
is similar. The special Hamiltonian map ϕ is acquired by composing two maps ϕH and ϕG.
The map ϕH is a counter-clockwise rotation by angle 2π(1 + 1/n) for large n. The map ϕG

is compactly supported on a disjoint union U of disks D, and rotates (most of) each disk D
clockwise about its center by angle slightly less than 4π. See Figure 1.2 for an illustration
of this map.

Applying Proposition 1.4.8, we can show that the volume and Ruelle invariant of (S3, α)
are (up to negligible error) proportional to the following quantities.

vol
(
S3, α

)
∼ π2 − 2

∑
D

area(D)2 Ru(S3, α) ∼ 2π − 2
∑
D

area(D)

By choosing U to fill most of D and choosing all of the disks in U to be very small, we
can make the Ruelle invariant very small relative to the volume. This process preserves the
minimal action of a closed orbit (up to a small error) and dynamical convexity, producing
the desired small Ruelle invariant example.
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Figure 1.2: The map ϕ = ϕG ◦ ϕH for n = 4. Here ϕH rotates D counter-clockwise by 90
degrees and ϕG twists each disk D by roughly 720 degrees clockwise.

Remark 1.1.13. Our examples do not coincide with the ABHS examples in [2]. However,
we believe that improvements of Proposition 1.1.12 may make our analysis applicable to
those examples.

Remark 1.1.14. In general, it is possible for the Ruelle invariant of a Reeb flow on S3 to be
negative. However, Proposition 1.1.9 implies (via the lower bound) that the Ruelle invariant
of a convex contact form is always positive. In fact, this is a much simpler property to prove
than Proposition 1.1.9 itself, using similar methods. However, we were not able to push the
construction in §1.4 to yield a dynamically convex contact form with non-positive Ruelle
invariant.

Outline

This concludes the introduction §1.1. The rest of the paper is organized as follows.

In §1.2, we cover basic preliminaries needed in later sections: the rotation number
(§1.2.1), the Conley-Zehnder index (§1.2.2), invariants of Reeb orbits (§1.2.3) and the Ruelle
invariant (§1.2.4).

In §1.3, we prove Proposition 1.1.9. We start by discussing the curvature-rotation for-
mula and some consequences (§1.3.2). We then derive a lower bound for a relevant curvature
integral (§1.3.3). We conclude by proving the main bound (§1.3.4).

In §1.4, we prove Proposition 1.1.12. We first discuss general preliminaries on Hamil-
tonian disk maps (§1.4.1), open books (§1.4.2) and radial Hamiltonians (§1.4.3). We then
construct a Hamiltonian flow on the disk (§1.4.4) before concluding with the main proof
(§1.4.5).

Acknowledgements

We are deeply indebted to Alberto Abbondandolo, Umberto Hryniewicz and Michael Hutch-
ings, who explained a number of the ideas and arguments in §1.2 to JC in various discussions
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1.2 Rotation Numbers And Ruelle Invariant

In this section, we review some preliminaries on rotation numbers, Conley-Zehnder indices
and the Ruelle invariant, which we will need in later parts of the paper.

Remark 1.2.1. The rotation number, also known as the homogeneous Maslov quasimor-
phism, and the Conley-Zehnder index were originally introduced by Gelfand-Lidskii [41]
albeit using different terminology. For a more contemporary perspective, see Salamon-
Zehnder [94].

1.2.1 Rotation Number

Consider the universal cover S̃p(2) of the symplectic group Sp(2). We will view a group
element Φ as a homotopy class of paths with fixed endpoints

Φ : [0, 1]→ Sp(2) with Φ(0) = Id

Recall that a quasimorphism q : G→ R from a group G to the real line is a map such that
there exists a C > 0 such that

|q(gh)− q(g)− q(h)| < C for all g, h ∈ G (1.2.1)

A quasimorphism is homogeneous if q(gk) = k · q(g) for any g ∈ G. Finally, two quasimor-
phisms q and q′ are called equivalent if the function |q− q′| on G is bounded. Note that any
quasimorphism is equivalent to a unique homogeneous one.

The universal cover of the symplectic group possesses a canonical homogeneous quasi-
morphism, due to the following result of Salamon-Ben Simon [93].

Theorem 1.2.2 ( [93], Thm 1). There exists a unique homogeneous quasimorphism

ρ : S̃p(2)→ R

that restricts to the following homomorphism ρ : Ũ(1)→ R on the universal cover of U(1).

ρ(γ) = L on the path γ : [0, 1]→ U(1) with γ(t) = exp(2πiLt) (1.2.2)

Definition 1.2.3. The rotation number ρ : S̃p(2) → R is the quasimorphism in Theorem
1.2.2.
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The rotation number is often characterized more explicitly in the literature as a lift of a
map to the circle. More precisely, it is characterized as the unique lift

σ̃ : S̃p(2)→ R of σ : Sp(2)→ S1 such that σ̃(Id) = 0 (1.2.3)

via the covering map R → S1 ⊂ C given by θ 7→ e2πiθ. Here σ is defined as follows. Let
Φ ∈ Sp(2) have real eigenvalues λ, λ−1 and let Ψ ∈ Sp(2) have complex (unit) eigenvalues
ζ, ζ with Im ζ > 0. Also fix an arbitrary v ∈ R2 \ 0, identified with an element of C in the
usual way. Then

σ(Φ) =

{
0 if λ > 0

1/2 if λ < 0
and σ(Ψ) =

{
ζ if ⟨iv,Φv⟩ > 0

ζ if ⟨iv,Φv⟩ < 0
(1.2.4)

Here iv denotes multiplication of v by i ∈ C, i.e. the rotation of v by 90 degrees counter-
clockwise. All of the elements of Sp(2) fall into one of the two categories above, and so σ is
determined everywhere by (1.2.4).

Lemma 1.2.4. The rotation number ρ : S̃p(2) → R is the lift of σ : Sp(2) → R/Z with
ρ(Id) = 0.

Proof. We verify the properties in Theorem 1.2.2. The lift σ̃ is a quasimorphism by Lemmas
1.2.6 and 1.2.7 below. Also note that since eigenvalues and the sign of ⟨iv,Φv⟩ are invariant
under conjugation, σ is as well.

To check that σ̃ is homogeneous, note that if Φ has real eigenvalues of sign s = ±1, then
σ(Φk) = 1

2
(1 − sk) = ks mod 1. On the otherhand, if Φ has complex unit eigenvalues ζ, ζ̄

for Re(ζ) > 0, then it is conjugate to a rotation exp(2πiθ) ∈ U(1) ⊂ Sp(2) on C ≃ R2 and
thus

σ(Φk) = σ(exp(2πikθ)) = kθ mod 1

Thus σ(Φk) = k · σ(Φ) mod 1 and the lift satisifes σ̃(Φk) = kσ̃(Φ). Finally, if γ : [0, 1] →
Sp(2) is given by γ(t) = exp(2πiLt) then

σ ◦ γ : [0, 1]→ R/Z is given by σ ◦ γ(t) = Lt mod 1 ∈ R/Z

This implies that the lift is t 7→ Lt, so that σ̃(γ) = L. This proves the needed criteria.

We will also need to utilize several inhomogeneous versions of the rotation number de-
pending on a choice of unit vector. These are defined a follows.

Definition 1.2.5. The rotation number ρs : S̃p(2)→ R relative to s ∈ S1 is the unique lift
of the map

σs : Sp(2)→ S1 Φ 7→ |Φs|−1 · Φs ∈ S1 ⊂ R2

via the covering map R → S1 ⊂ C given by θ 7→ e2πiθ · s such that ρs(Id) = 0. Here Φs
denotes the application of the matrix Φ ∈ Sp(2) to the unit vector s ∈ S1.
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The rotation numbers relative to s ∈ S1 and the lift of σ all have bounded difference
from one another. Precisely, we have the following lemma.

Lemma 1.2.6. The maps ρs : S̃p(2) → R and the lift σ̃ : S̃p(2) → R of σ have bounded
difference. More precisely, we have the following bounds.

|ρs − σ̃| ≤ 1 and |ρs − ρt| ≤ 1 for any pair s, t ∈ S1 (1.2.5)

Proof. First, assume that Φ : [0, 1] → Sp(2) is a path such that Φ(t) has no negative real
eigenvalues for any t ∈ [0, 1]. Then

σ ◦ Φ(t) ̸= 1/2 and σs ◦ Φ(t) ̸= −s ∈ S1 for any s ∈ S1 and t ∈ [0, 1]

It follows that the relevant lifts of σ ◦Φ and σs ◦Φ to maps [0, 1]→ R remain in the interval
(−1/2, 1/2) for all t. Thus

σ̃(Φ) ∈ (−1/2, 1/2) and ρs(Φ) ∈ (−1/2, 1/2)

This clearly implies (1.2.5) since Φ(t) does not have any negative eigenvalues. Since σ induces

an isomorphism π1(Sp(2))→ π1(S
1), we know that for any pair Φ,Φ′ ∈ S̃p(2) with the same

projection to Sp(2)
σ̃(Φ) = σ̃(Φ′) implies Φ = Φ′

In particular, the above analysis extends to any Φ with σ̃(Φ) ∈ (−1/2, 1/2). In the general
case, note that the path γ : [0, 1] → S1 given by γ(t) = exp(πi · kt) for an integer k ∈ Z
satisfies

σ̃(γ) = ρs(γ) = k/2 σ̃(Φγ) = σ̃(Φ) + σ̃(γ) ρs(Φγ) = ρs(Φ) + ρs(γ)

Any path Ψ can be decomposed (up to homotopy) as Φγ where γ is as above and Φ : [0, 1]→
Sp(2) is a path with σ̃(Φ) ∈ (−1/2, 1/2). This reduces to the special case.

This can be used to demonstrate that ρs is a quasimorphism. As noted in the proof of
Lemma 1.2.4, this implies that σ̃ is a quasimorphism as well.

Lemma 1.2.7. The map ρs : S̃p(2) → R is a quasimorphism for any s ∈ S1. In fact, we
have

|ρs(ΨΦ)− ρs(Ψ)− ρs(Φ)| ≤ 1 for any s ∈ S1 (1.2.6)

Proof. Let Φ : [0, 1] → Sp(2) and Ψ : [0, 1] → Sp(2) be two elements of S̃p(2) viewed as
paths in Sp(2). Consider the product ΨΦ in the universal cover of Sp(2), represented by the
path

Φ(2t) for t ∈ [0, 1/2] and Ψ(2t− 1)Φ(1) for t ∈ [1/2, 1]

By examining the path σs ◦ ΨΦ : [0, 1] → S1 and the lift to R, we deduce the following
property.

ρs(ΨΦ) = ρΦ(s)(Ψ) + ρs(Φ) (1.2.7)
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Here Φ(s) is shorthand for the unit vector Φ(1)s/|Φ(1)s|. Applying Lemma 1.2.6, we have

|ρs(ΨΦ)− ρs(Ψ)− ρs(Φ)| ≤ |ρΦ(s)(Ψ)− ρs(Ψ)| ≤ 1

This proves the quasimorphism property.

1.2.2 Conley-Zehnder Index

Let Sp⋆(2) ⊂ Sp(2) denote the subset of elements Φ ∈ Sp(2) such that Φ − Id is invertible,

and let S̃p⋆(2) be the inverse image of Sp⋆(2) under π : S̃p(2)→ Sp(2).

The Conley-Zehnder index is a natural integer invariant of paths in Sp⋆(2), denoted as
follows.

CZ : S̃p⋆(2)→ Z

This invariant was introduce in [41] (also see [94]). We will use the following formula as our
definition throughout this paper.

CZ(Φ) = ⌊ρ(Φ)⌋+ ⌈ρ(Φ)⌉ (1.2.8)

There are several inequivalent ways to extend the Conley-Zehnder index to the entire sym-
plectic group. We will follow [55, §3] and [2, §2.2], and use the following extension.

Convention 1.2.8. In this paper, the Conley-Zehnder index CZ : S̃p(2) → Z will be the
maximal lower semi-continuous extension of the ordinary Conley-Zehnder index.

The extension in Convention 1.2.8 can be bounded from below in terms of the rotation
number.

Lemma 1.2.9. Let Φ ∈ S̃p(2). Then

CZ(Φ) ≥ 2 · ⌈ρ(Φ)⌉ − 1 (1.2.9)

Proof. For Φ ∈ S̃p⋆(2), (1.2.9) is an immediate consequence of (1.2.8). In the other case,
note that the maximal lower semi-continuous extension is defined by the property that

CZ(Φ) = lim inf
Ψ→Φ

CZ(Ψ) for any Φ ̸∈ S̃p⋆(2)

Any Φ ̸∈ S̃p⋆(2) has eigenvalue 1, and so Lemma 1.2.4 implies that ρ(Φ) ∈ Z. Since ρ is
continuous, we find that

CZ(Φ) = lim inf
Ψ→Φ

⌊ρ(Ψ)⌋+ ⌈ρ(Ψ)⌉ ≥ ⌊ρ(Φ)− 1/2⌋+ ⌈ρ(Φ)− 1/2⌉ = 2 · ⌈ρ(Φ)⌉ − 1

This proves the lower bound in every case.
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1.2.3 Invariants Of Reeb Orbits

Let (Y, ξ) be a closed contact 3-manifold with c1(ξ) = 0 and let α be a contact 1-form on Y .

Under this hypothesis on the Chern class, ξ is isomorphic as a symplectic vector-bundle
to the trivial bundle R2. A trivialization τ of ξ is a bundle isomorphism

τ : ξ ≃ R2 denoted by τ(y) : ξy ≃ R2 satisfying τ(y)∗ω = dα|ξ

Two trivializations are homotopic if they are connected by a 1-parameter family of bundle
isomorphisms. Given a trivialization τ , we may associate a linearized Reeb flow

Φτ : R× Y → Sp(2) given by Φτ (T, y) = τ(ϕT (y)) ◦ dϕT (y) ◦ τ−1(y) (1.2.10)

Here ϕ : R × Y → Y is the Reeb flow, i.e. the flow generated by the Reeb vector field R,
and we use the notation ϕT (y) = ϕ(T, y). The linearized flow lifts uniquely to a map

Φ̃τ : R× Y → S̃p(2) with Φ̃τ |0×Y = Id ∈ S̃p(2)

We will refer to Φ̃τ as the lifted linearized Reeb flow. Explicitly, it maps (T, y) to the
homotopy class of the path Φτ (·, y)|[0,T ]. Note that this lift satisfies the cocyle property

Φ̃τ (S + T, y) = Φ̃τ (T, ϕS(y)) · Φ̃τ (S, y) (1.2.11)

Definition 1.2.10. Let γ : R/LZ → Y be a closed Reeb orbit of Y . The action of γ is
given by

A(γ) =

∫
γ∗α = L (1.2.12)

Likewise, the rotation number and Conley-Zehnder index of γ with respect to τ are given by

ρ(γ, τ) := ρ ◦ Φ̃τ (L, y) CZ(γ, τ) := CZ(Φ̃τ (L, y)) where y = γ(0) (1.2.13)

These invariants depend only on the homotopy class of τ , and if H1(Y ;Z) = 0 (e.g. if Y is
the 3-sphere) there is a unique trivialization up to homotopy. In this case, we let

ρ(γ) := ρ(γ, τ) and CZ(γ) := CZ(γ, τ) for any τ (1.2.14)

In §1.4, we will need the following easy observation, which follows immediately from
Lemma 1.2.9 and our way of defining CZ (see Convention 1.2.8).

Lemma 1.2.11. Let α be a contact form on S3 with ρ(γ) > 1 for every closed Reeb orbit.
Then α is dynamically convex.
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1.2.4 Ruelle Invariant

Let (Y, ξ) be a closed contact 3-manifold with c1(ξ) = 0 equipped with a contact form α and
a homotopy class of trivialization [τ ] of ξ. Here we discuss the Ruelle invariant

Ru(Y, α, [τ ]) ∈ R

associated to the data of Y, α and [τ ].

Remark 1.2.12. This invariant was originally introduced by Ruelle in [92] for area pre-
serving diffeomorphisms of surfaces and volume preserving flows on 3-manifolds. Variants
of this construction have also appeared under different names in other settings, e.g. as the
asymptotic Maslov index [17, p. 1423].

It will be helpful to describe a more general construction that subsumes that of the Ruelle
invariant. For this purpose, we also fix a continuous quasimorphism

q : S̃p(2)→ R

Pick a representative trivialization τ of [τ ] and let Φ̃τ : R×Y → S̃p(2) be the lifted linearized
Reeb flow. We can associate a time-averaged version of q over the space Y , as follows.

Proposition 1.2.13. The 1-parameter family of functions fT : Y → R given by the formula

fT (y) :=
q ◦ Φ̃τ (T, y)

T
(1.2.15)

converges in L1(Y ;R) and almost everywhere to a function f(α, q, τ) : Y → R with the
following properties.

(a) (Quasimorphism) If q and r are equivalent quasimorphisms, i.e. |q − r| is bounded,
then

f(α, q, τ) = f(α, r, τ)

(b) (Trivialization) If σ and τ are homotopic trivializations of ξ, then

f(α, q, σ) = f(α, q, τ)

(c) (Contact Form) The integral F (α) of f(α, q, τ) over Y is continuous in the C2-topology
on Ω1(Y ).

In order to prove the existence part of this result, we will need to use a verison of
Kingman’s subadditivity theorem appearing in [79].
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Theorem 1.2.14. Let Y be a measure space and let ϕ : R×Y → Y be a flow with invariant
measure µ. Let gT : Y → R for T ∈ R be a family of L1(Y, µ) functions such that, for some
constants C,D > 0, we have

gS+T ≤ gS + ϕ∗
SgT + C

∫
Y

gT · µ ≥ −D · T
∫
Y

(
sup

0≤S≤1
|gS|
)
· µ <∞

Then the maps gT
T

converge in L1(Y, µ) and pointwise almost everywhere as T →∞.

Remark 1.2.15. There is also a version of Theorem 1.2.14 in [79] for a discrete dynamical
system, i.e a map ϕ : Y → Y preserving µ. The statement is directly analogous to Theorem
1.2.14, but the last condition on the integrability of sup0≤S≤1 |gS| is unnecessary. We will
use this version in §1.4.1.

Remark 1.2.16. This statement is a slight variation of Theorem 4 in [79], which states
the result for general sub-additive processes. Our version follows from the discussion in §1.3
of [79] for the continuous parameter space R. Note that we also weaken sub-additivity by
allowing gT to be sub-additive with respect to T up to an overall constant factor.

Proof. (Proposition 1.2.13) We prove the existence of the limit and the properties (a)-(c)
separately.

Convergence. We apply Kingman’s ergodic theorem, Theorem 1.2.14. Fix a constant
C > 0 for the quasimorphism q satisfying (1.2.1). Let gT denote the function on Y given by

gT := TfT = q ◦ Φ̃τ (T,−)

Now we verify the properties in Theorem 1.2.14. First, due to the cocycle property (1.2.11)
we have

gS+T = q ◦ Φ̃τ (S + T,−) ≤ q ◦ Φ̃τ (S,−) + q ◦ Φ̃τ (T, ϕS(−)) + C = gS + ϕ∗
SgT + C (1.2.16)

We can analogously show that gS+T ≥ gS+ϕ
∗
SgT −C. In particular, if T > 0 is a sufficiently

large time with T = n+ S and S ∈ [0, 1], then∫
Y

gT · α ∧ dα ≥
n−1∑
k=0

∫
Y

ϕ∗
kg1 · α ∧ dα +

∫
Y

ϕ∗
ngS · α ∧ dα− CT ≥ −AT (1.2.17)

Here A is any number larger than C and larger than the quantity

−min

{∫
Y

gS · α ∧ dα : S ∈ [0, 1]

}
Finally, since q ◦ Φ̃τ is continuous on R× Y , it is clear that supT∈[0,1] |fT | is continuous and
bounded. In particular, it is integrable. Thus gT satisfies the criteria in Theorem 1.2.14, and
we may conclude that gT

T
converges in L1 and almost everywhere to a map

f(α, q, τ) ∈ L1(Y ;R)
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Quasimorphisms. Let q and r be equivalent quasimorphisms, and pick C > 0 such
that |q − r| < C everywhere. Then

∥q ◦ Φ̃τ

T
− r ◦ Φ̃τ

T
∥L1 ≤ C · vol(Y, α)

T

Taking the limit as T → ∞ shows that the limiting functions f(α, q, τ) and f(α, r, τ) are
equal.

Trivializations. Let σ and τ be two trivializations of ξ in the homotopy class [τ ]. Then
there is a transition map Ψ : Y → Sp(2) given by

Ψ(y) : R2 → R2 with Ψ(y) = τ(y) · σ(y)−1

The linearized flows of σ and τ are related via this transition map, by the following formula.

Φτ (T, y) = Ψ(ϕ(T, y)) · Φσ(T, y) ·Ψ−1(y)

Since σ and τ are homotopic, Ψ is homotopic to a constant map. In particular, Ψ lifts to
the universal cover of Sp(2). Thus we may write

Φ̃τ (T, y) = Ψ̃(ϕ(T, y)) · Φ̃σ(T, y) · Ψ̃−1(y)

Here Ψ̃ : Y → S̃p(2) is any lift of Ψ. The quasimorphism property of ρ now implies that

∥q ◦ Φ̃σ(T, y)

T
− q ◦ Φ̃τ (T, y)

T
∥L1 ≤ 2C + sup |q ◦ Ψ̃|+ sup |q ◦ Ψ̃−1|

T
· vol(Y, α)

Taking the limit as T →∞ shows that f(α, q, σ) = f(α, q, τ).

Contact Form. Fix a contact form α and an ε > 0. Since q is a quasimorphism, there
exists a C > 0 depending only on q such that

|ρ ◦ Φ̃τ (nT, y)−
n−1∑
k=0

ρ ◦ Φ̃τ (T, ϕ
k
T (y))| ≤ Cn for any n, T > 0

We can divide by nT and rewrite this estimate in terms of fT to see that

|fnT −
1

n

n−1∑
k=0

fT ◦ ϕkT | ≤
C

T
for any n, T > 0

We can then integrate over Y and take the limit as n→∞ to acquire

|F (α)−
∫
Y

fT · α ∧ dα| = lim
n→∞

|
∫
Y

(fnT − fT ) · α ∧ dα| (1.2.18)
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= lim
n→∞

|
∫
Y

(fnT −
1

n

n−1∑
k=0

fT ◦ ϕkT ) · α ∧ dα| ≤
C · vol(Y, α)

T

We use the fact that ϕT preserves α ∧ dα in moving from the first to the second line above.
Next, fix a different contact form β. Let Ψ̃τ be the lifted linearized flow for β, and let

gT : Y → R where gT (y) =
q ◦ Ψ̃τ (T,−)

T

Due to (1.2.18), we can fix a T > 0 such that, for all β sufficiently C0-close to α, we have

|F (α)−
∫
Y

fT · α ∧ dα| <
ε

3
and |F (β)−

∫
Y

gT · β ∧ dβ| <
2C vol(Y, α)

T
<
ε

3
(1.2.19)

Furthermore, we may bound the integrals of fT and gT as follows.

|
∫
Y

fT ·α∧ dα−
∫
Y

gT ·β ∧ dβ| ≤
∫
Y

|fT − gT | ·α∧ dα+ |
∫
Y

fT · (α∧ dα−β ∧ dβ)| (1.2.20)

≤ ∥fT − gT∥C0(Y ) · vol(Y, α) + ∥gT∥C0(Y ) · | vol(Y, α)− vol(Y, β)|

We can choose β sufficiently close to α in C2(Y ) so that Ψ̃τ is arbitrarily C0-close to Φ̃τ

on [0, T ]× Y . Since Y is compact, the image of Φ̃(T,−) is compact in S̃p(2) for fixed time

T . Thus, since q is continuous, gT = q ◦ Ψ̃τ (T,−) can also be made arbitrarily C0-close to

fT = q ◦ Φ̃τ (T,−). In particular, for β sufficiently C2-close to α we have

∥fT − gT∥C0(Y ) · vol(Y, α) + ∥gT∥C0(Y ) · | vol(Y, α)− vol(Y, β)| < ε

3
(1.2.21)

Together, (1.2.19), (1.2.20) and (1.2.21) imply that, for β sufficiently C2-close to α, we have
|F (α)− F (β)| < ε. This proves continuity.

This concludes the proof of the existence and properties of f(α, q, τ), and of Proposition
1.2.13.

Proposition 1.2.13 allows us to introduce the Ruelle invariant as an integral quantity, as
follows.

Definition 1.2.17 (Ruelle Invariant). The local rotation number rotτ of a closed contact
manifold (Y, α) equipped with a (homotopy class of) trivialization τ is the following limit in
L1.

rotτ : Y → R given by rotτ := lim
T→∞

ρ ◦ Φ̃τ (T,−)
T

(1.2.22)

Similarly, the Ruelle invariant Ru(Y, α, τ) is the integral of the local rotation number over
Y , i.e.

Ru(Y, α, τ) =

∫
Y

rotτ ·α ∧ dα = lim
T→∞

1

T

∫
Y

ρ ◦ Φ̃τ · α ∧ dα (1.2.23)
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We will require an alternative expression for the Ruelle invariant in order to derive esti-
mates later in the paper.

The Reeb flow ϕ on Y preserves the contact structure, and so lifts to a flow on the
total space of the contact structure ξ. Since this flow is fiberwise linear, it descends to the
(oriented) projectivization Pξ. A trivialization τ determines an identification Pξ ≃ Y ×R/Z,
and so a flow

Φ̄ : R× Y × R/Z→ Y × R/Z generated by a vector field R̄ on Y × R/Z (1.2.24)

Let θ : Y × R/Z→ R/Z denote the tautological projection.

Definition 1.2.18. The rotation density ϱτ : Y × R/Z→ R is the Lie derivative

ϱτ := LR̄(θ) (1.2.25)

Lemma 1.2.19. The Ruelle invariant Ru(Y, α, τ) is written using the rotation density ϱτ
as

Ru(Y, α, τ) = lim
T→∞

1

T

∫ T

0

( ∫
Y

Φ̄∗
tϱτ (−, s) · α ∧ dα

)
dt for any fixed s ∈ R/Z

Proof. By comparing Definition 1.2.5 with the formula (1.2.24), one may verify that

σs ◦ Φτ (T, y) and θ ◦ Φ̄(T, y, s)− s are equal in R/Z

Therefore, these formulas define a single map R× Y ×R/Z→ R/Z, admitting a unique lift
to a map F : R × Y × R/Z → R that vanishes on 0 × Y × R/Z. The first formula implies
that

F (T, y, s) = ρs ◦ Φ̃τ (T, y) (1.2.26)

On the other hand, let t be the R-variable of F and θ ◦ Φ̄. Then the t-derivative of F is

dF

dt
|T =

d

dt
(θ ◦ Φ̄)|T = Φ̄∗

T (LR̄(θ)) = Φ̄∗
Tϱτ

Integrating this identity and combining it with (1.2.26), we acquire the formula

ρs ◦ Φ̃τ (T, y) = F (T, y, s) =

∫ T

0

Φ̄∗
tϱτ (y, s) · dt (1.2.27)

Now, since ρs and ρ are equivalent by Lemma 1.2.6, we can apply Proposition 1.2.13(a) to
see that

Ru(Y, α, τ) = lim
T→∞

∫
Y

ρs ◦ Φ̃τ (T,−)
T

· α ∧ dα (1.2.28)

We then apply (1.2.27) and Fubini’s theorem to see that the righthand side is given by

lim
T→∞

1

T

∫
Y

( ∫ T

0

Φ̄∗
tϱτ (−, s)dt

)
α ∧ dα = lim

T→∞

1

T

∫ T

0

( ∫
Y

Φ̄∗
tϱτ (−, s) · α ∧ dα

)
dt (1.2.29)

This concludes the proof.
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1.3 Bounding The Ruelle Invariant

Let X ⊂ R4 be a convex, star-shaped domain with smooth contact boundary (Y, λ). In this
section, we derive the following estimate for the Ruelle ratio.

Proposition 1.3.1. There exist positive constants c and C independent of Y such that

c ≤ ru(Y, λ) · sys(Y, λ)1/2 ≤ C

The proof follows the outline discussed in the introduction.

We begin (§1.3.1) with a review of the geometry of standard ellipsoids E(a, b) in C4,
including a variant of John’s theorem (Corollary 1.3.6). We then present the key curvature-
rotation formula (§1.3.2) and use it to bound the Ruelle invariant between two curvature
integrals (Lemma 1.3.11). We then prove several bounds for one of these curvature integrals
in terms of diameter, area and total mean curvature (§1.3.3). We collect this analysis together
in the final proof (§1.3.4).

Notation 1.3.2. We will require the following notation throughout this section.

(a) g is the standard metric on R4 with connection∇, and dvolg =
1
2
ω2 is the corresponding

volume form. We also use ⟨u, v⟩ to denote the inner product of two vectors u, v ∈ R4.

(b) ν is the outward normal vector field to Y and ν∗ is the dual 1-form with respect to g.

(c) σ is the restriction of g to Y and dvolσ is the corresponding metric volume form.
Furthermore, area(Y ) denotes the surface area of X, i.e. the volume volσ(Y ) of Y with
respect to σ. Note that λ ∧ dλ and dvolσ are related (via the Liouville vector field Z
of R4) by

λ ∧ dλ = ιZ(
ω2

2
|Y ) = ιZ(dvolg |Y ) = ιZ(ν

∗ ∧ dvolσ) = ⟨Z, ν⟩ dvolσ (1.3.1)

(d) S is the second fundamental form of Y , i.e. the bilinear form given on any u,w ∈ TY
by

S(u,w) := ⟨∇uν, w⟩

(e) H is the mean curvature of Y . It is given by

H :=
1

3
traceS

Note that, in this section, we will slightly abuse notation and use λ to denote both the
Liouville form ιZω and the contact form on Y induced by restriction.
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1.3.1 Standard Ellipsoids

Recall that a standard ellipsoid E(a1, . . . , an) ⊂ Cn with parameters ai > 0 for i = 1, . . . , n
is defined as follows.

E(a1, . . . , an) :=
{
z = (zi) ∈ Cn :

∑
i

π|zi|2

ai
≤ 1
}

(1.3.2)

For example, E(a) ⊂ C is the disk of area a, and E(a, . . . , a) ⊂ Cn is the ball of radius
(a/π)1/2.

We beginn this section with a discussion of the Riemannian and symplectic geometry of
standard ellipsoids in C2. All of the relevant geometric quantities for this section can be
computed explicitly in this setting. Let us record the outcome of these calculations.

Lemma 1.3.3 (Ellipsoid Quantities). Let E = E(a, b) be a standard ellipsoid with 0 < a < b.
Then

(a) The diameter, surface area and volume of E are given by

diam(E) =
2

π1/2
· b1/2 area(∂E) =

4π1/2

3
· b

2a1/2 − b1/2a2

b− a
vol(E) =

ab

2

(b) The total mean curvature of ∂E (i.e. the integral of the mean curvature over ∂E) is
given by ∫

∂E

H · dvolσ =
2π

3
· (b+ a+

ab

b− a
· log(b/a))

(c) The minimum action of a closed orbit on ∂E and the systolic ratio of ∂E are given by

c(∂E) = a sys(∂E) =
a

b

(d) The Ruelle invariant of ∂E is given by

Ru(∂E) = a+ b

Proof. The Ruelle invariant is computed in [69, Lem 2.1 and 2.2], while the minimum period
of a closed orbit is computed in [47, §2.1]. The diameter is immediate from (1.3.2). Thus,
we will calculate the volume, surface area and total mean curvature.

First assume that E(a, b) = E(1, b) with b ≥ 1. Let zj = xj + iyj be the standard
coordinates on C2 ≃ R4. We will do all of our calculations in the following radial or toric
coordinates.

ri = |zi| θi = arg(zi) µi = πr2i
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The differential dµi and vector-field ∂µi are given by

dµi = 2πridri and ∂µi =
1

2πri
∂ri

In the (µ1, θ1, µ2, θ2)-coordinates, the standard metric g on C2 is given by∑
i

dr2i + r2i dθi =
∑
i

1

4πµi
dµ2

i +
µi
π
dθ2i

The ellipsoid E(1, b) can be described as the sub-level set F−1(−∞, 1] of the map

F : C2 → R F (z1, z2) := π|z1|2 +
π|z2|2

b
= µ1 +

µ2

b

The gradient vector-field ∇F of F with respect to g is given by

∇F = 2πr1∂r1 +
2πr2
b
∂r2 = 4π(µ1∂µ1 +

µ2

b
∂µ2)

Note that the normal vector-field ν = ∇F/|∇F | to ∂E(1, b) can be calculated via this
formula. Finally, the complement U of (C × 0) ∪ (0 × C) in E(1, b) admits the following
parametrization.

ϕ : (0,∞)× S1 × S1 → C4 ϕ(µ1, θ1, θ2) = (µ1, θ1, b(1− µ1), θ2)

Now we calculate the desired quantities for E(1, b). The metric volume form dvolg is
given by

dvolg = d(
1

2π
µ1) ∧ dθ1 ∧ d(

1

2π
µ2) ∧ dθ2

Therefore, the volume may be calculated as the integral

vol(E(1, b)) =

∫
E(1,b)

1

4π2
· dµ1 ∧ dθ1 ∧ dµ2 ∧ dθ2 =

∫ 1

0

∫ b(1−µ1)

0

dµ1 ∧ dµ2 =
b

2

The area form dvolσ on ∂E(1, b) is given by ιν dvolg, which is simply

dvolσ = ιν dvolg =
1

|∇F |
· ι∇F dvolg

=
1√

4π(µ1 + µ2/b)
· (4πµ1

4π2
· dθ1 ∧ dµ2 ∧ dθ2 +

4πµ2

4π2b
· dµ1 ∧ dθ1 ∧ dθ2)

The pullback of dvolσ via the map ϕ is given by

ϕ∗ dvolσ =
1

2π3/2
(µ1+

b(1− µ1)

b2
)−1/2 · (µ1 ·dθ1∧d(b(1−µ1))∧dθ2+

b

b
(1−µ1) ·dµ1∧dθ1∧dθ2)



CHAPTER 1. 3D CONVEX CONTACT FORMS AND THE RUELLE INVARIANT 23

=
b1/2

2π3/2
· (1 + (b− 1)µ1)

1/2 · dµ1 ∧ dθ1 ∧ dθ2

Computing the surface area as the integral of ϕ∗ dvolσ, we have

area(∂E(1, b)) =
b1/2

2π3/2
·
∫ 1

0

∫ 2π

0

∫ 2π

0

(1 + (b− 1)µ1)
1/2 · dθ1 ∧ dθ2 ∧ dµ1

=
b1/2

2π3/2
· 4π2 ·

∫ 1

0

(1 + (b− 1)µ1)
1/2dµ1 = (4πb)1/2 · 2

3(b− 1)
· (1 + (b− 1)µ1)

3/2|10

=
4π1/2

3
· b

2 − b1/2

b− 1

Finally, the mean curvature H is given by

H =
1

3|∇F |3
· (|∇F |2 · tr(HessF )− HessF (∇F,∇F )) =

4π(µ1 +
µ2
b2
) · 4π(1 + 1

b
)− 8π2(µ1 +

µ2
b3
)

3 · (4π)3/2 · (µ1 +
µ2
b2
)3/2

=

√
π

3
·
(1 + 2

b
) · µ1 + ( 2

b2
+ 1

b3
)µ2

(µ1 +
µ2
b2
)3/2

The pullback of H by ϕ is given by

ϕ∗H =

√
π

3
·
(1 + 2

b
) · µ1 + ( 2

b2
+ 1

b3
) · b(1− µ1)

(µ1 +
b(1−µ1)

b2
)3/2

=

√
π

3
·

2b+1
b2

+ b2−1
b2
µ1

(1 + (1− 1
b
)µ1)3/2

=
π1/2

3b1/2
· (2b+ 1) + (b2 − 1)µ1

(1 + (b− 1)µ1)3/2

Computing the mean curvature as the integral of ϕ∗(H · dvolσ), we have∫
∂E(1,b)

H dvolσ =
1

6π
·
∫ 1

0

∫ 2π

0

∫ 2π

0

(2b+ 1) + (b2 − 1)µ1

1 + (b− 1)µ1

· dθ1 ∧ dθ2 ∧ dµ1

=
2π

3
·
∫ 1

0

(2b+ 1) + (b2 − 1)µ1

1 + (b− 1)µ1

· dµ1 =
2π

3
(b+ 1 +

b

b− 1
· log(b))

To deduce the general case of the computation from this special case note that, if U is
any smooth domain, then

vol(λ · U) = λ4·vol(U) area(λ·U) = λ3·area(U)
∫
λ·∂U

H ·dvolσ = λ2·
∫
∂U

H ·dvolσ (1.3.3)

Any ellipsoid E(a, b) can be scale so to an ellipsoid with a = 1, since

λ · E(a, b) = E(λ2a, λ2b) and thus E(a, b) = a1/2 · E(1, b/a)

The general case now follows from the special case and the scaling properties (1.3.3).
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Any convex boundary in R2n can be sandwiched between a standard ellipsoid and a scaling
of that ellipsoid by a factor of 2n, after the application of an affine symplectomorphism. To
see this, first recall the following well-known result of John.

Theorem 1.3.4 (John Ellipsoid). [78] Let K ⊂ Rn be a convex domain. Then there exists
a unique ellipsoid E of maximal volume in K. Furthermore, if c ∈ X is the center of E then

E ⊂ K ⊂ c+ n(E − c)

Any ellipsoid E is carried to a standard ellipsoid E(a, b) by some affine symplectomorphism
T . Furthermore, note that we have the following elementary result, which can be demon-
strated using a Moser argument.

Lemma 1.3.5. Let ϕ : (Y, λ)→ (Y ′, λ′) be a diffeomorphism such that ϕ∗λ′ = λ+ df . Then
ϕ is isotopic to a strict contactomorphism.

Since R2n is contractible, T ∗λ = λ + df automatically on R2n. Thus, T carries any star-
shaped hypersurface Y = ∂X to a strictly contactomorphic T (Y ) by Lemma 1.3.5, and we
conclude the following result.

Corollary 1.3.6. Let X ⊂ R2n be a convex star-shaped domain with boundary Y . Then Y
is strictly contactomorphic to the boundary ∂K of a convex domain K with E(a1, . . . , an) ⊂
K ⊂ 4 · E(a1, . . . , an).

When a convex domain in R4 is squeezed between an ellipsoid and its scaling, we can
estimate many important geometric quantities of X in terms of the ellipsoid itself.

Lemma 1.3.7. Let X ⊂ R4 be a convex domain with smooth boundary Y such that

E(a, b) ⊂ X ⊂ c · E(a, b) for some b ≥ a > 0 and c ≥ 0 (1.3.4)

Then there is a constant C > 0 dependent only on c such that

b1/2 ≤ diam(X) ≤ C · b1/2 ba1/2 ≤ area(Y ) ≤ C · ba1/2 (1.3.5)

b ≤
∫
Y

H · dvolσ ≤ C · b ab

2
≤ vol(X) ≤ C · ab (1.3.6)

a ≤ c(X) ≤ C · a C−1 · a
b
≤ sys(Y ) ≤ C · a

b
(1.3.7)

Remark 1.3.8. The optimal constants in the estimates (1.3.5)-(1.3.7) are not important to
the arguments below. They could be explicitly computed in the following proof.
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Proof. First, note that c · E(a, b) is also a standard ellipsoid. More precisely, we know that

c · E(a, b) = E(c2 · a, c2 · b)

We now derive the desired estimates from Lemma 1.3.3 and the monotonicity of the relevant
quantities under inclusion of convex domains.

The diameter diam(X) and volume vol(X) are monotonic with respect to inclusion of
arbitrary open subsets, and so from Lemma 1.3.3(a) we acquire

b1/2 ≤ diam(X) ≤ 2c

π1/2
· b1/2 and

ab

2
≤ vol(X) ≤ c4

2
· ab

The surface area and total mean curvature are monotonic with respect to inclusion of convex
domains, since ∫

Y

H dvolσ = 4 · V2(X) and area(Y ) = 4 · V3(X)

Here Vi(X) is the ith cross-sectional measure [9, §19.3], which is monotonic with respect to
inclusions of convex domains by [9, p.138, Equation 13]. Furthermore, when 0 < a < b (and
in the limit as b→ a), one may verify that

ba1/2 ≤ b2a1/2 − b1/2a2

b− a
≤ 3

2
· ba1/2 and b ≤ b+ a+

ab

b− a
· log(b/a) ≤ 3b (1.3.8)

Thus, by applying the monotonicity property, (1.3.8) and Lemma 1.3.3(a)-(b), we have

4π1/2

3
· ba1/2 ≤ area(Y ) ≤ 4π1/2

3
c3 · (3

2
ba1/2) and

2π

3
· b ≤

∫
Y

H · dvolσ ≤
2π

3
c2 · 3b

Finally, the minimum orbit length c(X) coincides with the 1st Hofer-Zehnder capacity
cHZ1 (X) on convex domains, and is thus monotonic with respect to symplectic embeddings.
Thus by Lemma 1.3.3(a) and (c), we have

a ≤ c(X) ≤ c2 · a and c−4 · a
b
≤ c(X)2

2 vol(X)
= sys(Y ) ≤ c4 · a

b

This concludes the proof, after choosing C larger than the constants appearing above.

1.3.2 Curvature-Rotation Formula

Identify R4 with the quaternions H1 via

R4 ∋ (x1, y1, x2, y2) 7→ x1 + y1I + x2J + y2K ∈ H1
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This equips R4 with a triple of complex structures.

I : TR4 → TR4 J : TR4 → TR4 K : TR4 → TR4

The Reeb vector-field R of the contact form on a star-shaped hypersurface Y is parallel to
I applied to the normal vector-field ν to Y . Precisely, we have

R =
Iν

⟨Z, ν⟩
(1.3.9)

We can utilize these structures to formulate an explicit representative of the standard ho-
motopy class of trivialization τ : ξ ≃ R2 on the contact structure ξ on the boundary Y of
the convex star-shaped domain X (or more generally, on any star-shaped boundary).

Definition 1.3.9. The quaternion trivialization τ : ξ ≃ Y ×C is the symplectic trivialization
given by

τ : ξ
π−→ Q

q−1

−−→ Y × C

Here Q ⊂ TY is the symplectic sub-bundle span(Jν,Kν), π : ξ → Q is the projection map
from ξ to Q along the Reeb direction, and q : Y × C → Q is the bundle map given on
z = a+ ib by

qp(z) := z · Jνp = (a+ Ib) · Jνp = aJνp + bKνp (1.3.10)

The key property of the quaternion trivialization is the following relation of the rotation
density (see Definition 1.2.18) to extrinsic curvature, originally due to Ragazzo-Salomão
(c.f. [90]).

Proposition 1.3.10 (Curvature-Rotation). [12, Prop 4.7] Let τ be the quaternion trivial-
ization on the contact structure ξ of Y ⊂ R4. Then

ϱτ (y, s) =
1

2π · ⟨Zy, νy⟩
(S(Iνy, Iνy) + S(e2πis · Jνy, e2πis · Jνy)) (1.3.11)

Note that this result holds for any star-shaped boundary, not only convex ones.

As an easy consequence of (1.3.11), we have the following bound on the Ruelle invariant
of Y .

Lemma 1.3.11. The Ruelle invariant Ru(Y ) is bounded by the following curvature integrals.

1

2π
·
∫
Y

S(Iν, Iν) dvolσ ≤ Ru(Y ) ≤ 3

2π
·
∫
Y

H dvolσ (1.3.12)

Proof. By Lemma 1.2.19, we have the following integral formula for the Ruelle invariant.

Ru(Y ) = lim
T→∞

1

T

∫ T

0

(∫
Y

[Φ̄∗
tϱτ ](−, s) · λ ∧ dλ

)
dt (1.3.13)
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By the curvature-rotation formula in Proposition 1.3.10, we can write the integrand as

[Φ̄∗
tϱτ ](−, s) = Φ̄∗

t

( 1

2π · ⟨Z, ν⟩
(S(Iν, Iν) + S(e2πis · Jν, e2πis · Jν))

)
(1.3.14)

To bound the righthand side of (1.3.14), note that Iν, e2πis · Jν and e2πis · Kν form an
orthonormal basis of TY with respect to the restricted metric g|Y , so that

S(Iν, Iν) + S(e2πis · Jν, e2πis · Jν) + S(e2πis ·Kν, e2πis ·Kν) = trace(S) = 3H

Furthermore, since Y is convex, the second fundamental form S is positive semi-definite.
Therefore by (1.3.14), we have the following lower and upper bound.

Φ̄∗
t

(S(Iν, Iν)
⟨Z, ν⟩

)
≤ [Φ̄∗

tϱτ ](−, s) ≤ 3 · Φ̄∗
t

( H

⟨Z, ν⟩

)
(1.3.15)

It is key here that the lower and upper bounds in (1.3.15) are independent of s. To simplify
the two sides of (1.3.15), let F : Y ×S1 → R be any map pulled back from a map F : Y → R.
Since the flow Φ̄t on Y × S1 lifts the Reeb flow ϕt on Y , and ϕt preserves λ, we have

Φ̄∗
t

( F

⟨Z, ν⟩

)
· λ ∧ dλ = ϕ∗

t

( F

⟨Z, ν⟩

)
· λ ∧ dλ = ϕ∗

t

(
F · λ ∧ dλ
⟨Z, ν⟩

)
= ϕ∗

t

(
F · dvolσ

)
Since the integral of ϕ∗

t (F · dvolσ) over Y is independent of t, we have

1

T

∫ T

0

(∫
Y

Φ̄∗
t

( F

⟨Z, ν⟩

)
· λ ∧ dλ

)
dt =

1

T

∫ T

0

(∫
Y

F · dvolσ
)
dt =

∫
Y

F · dvolσ (1.3.16)

By plugging in the estimate (1.3.15) to the integral formula (1.3.13) and applying (1.3.16)
to the functions S(Iν, Iν) and H on Y , we acquire the desired bound (1.3.12).

1.3.3 Bounding Curvature Integrals

We now further simplify the lower bound of the Ruelle invariant in Lemma 1.3.11 by esti-
mating (from below) the integral ∫

Y

S(Iν, Iν) · dvolσ

using the geometric quantities (e.g. area and diameter) appearing in §1.3.1. This will help
us to leverage the sandwich estimates in Lemma 1.3.7 in the proof of the Ruelle invariant
bound in §1.3.4.

Recall that X ⊂ R4 denotes a convex domain with smooth boundary Y . Let ψ : R×Y →
Y be the flow by Iν. Let ST and HT denote the time-averaged versions of S(Iν, Iν) and H,
respectively.

ST :=
1

T

∫ T

0

S(Iν, Iν) ◦ ψtdt HT :=
1

T

∫ T

0

H ◦ ψtdt (1.3.17)
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We will also need to consider a time-averaged acceleration function AT on Y . Namely, let
γ : R→ Y be a trajectory of Iν with γ(0) = x. Then we define

AT :=
1

T

∫ T

0

|∇IνIν| ◦ ψtdt or equivalently AT (x) =
1

T

∫ T

0

|γ̈|dt (1.3.18)

The first ingredient to the bounds in this section is the following estimate relating these
three time-averaged functions.

Lemma 1.3.12. For any T > 0, the functions AT , HT and ST satisfy A2
T ≤ 3 · HT · ST

pointwise.

Proof. In fact, the non-time-averaged version of this estimate holds. We will now show that

|∇IνIν|2 ≤ 3H · S(Iν, Iν) (1.3.19)

To start, we need a formula for ∇IνIν in terms of the second fundamental form, as follows.

∇IνIν = ⟨ν,∇IνIν⟩ν + ⟨Iν,∇IνIν⟩Iν + ⟨Jν,∇IνIν⟩Jν + ⟨Kν,∇IνIν⟩Kν

= −⟨Iν,∇Iνν⟩ν − ⟨I2ν,∇Iνν⟩Iν − ⟨IJν,∇Iνν⟩Jν − ⟨IKν,∇Iνν⟩Kν
Applying the quaternionic relations I2 = −1, IJ = K and IK = −J , we can rewrite this as

−⟨Iν,∇Iνν⟩ν + ⟨ν,∇Iνν⟩Iν − ⟨Kν,∇Iνν⟩Jν + ⟨Jν,∇Iνν⟩Kν

Finally, applying the definition of the second fundamental form we find that

∇IνIν = −S(Iν, Iν)ν − S(Iν,Kν)Jν + S(Iν, Jν)Kν

To estimate the righthand side, we note that S(u, v)2 ≤ S(u, u)S(v, v) for any vectorfields u
and v by Cauchy-Schwarz, since S is positive semi-definite. Thus we have

|∇IνIν|2 ≤ S(Iν, Iν)2 + S(Iν, Iν)S(Jν, Jν) + S(Iν, Iν)S(Kν,Kν) = 3H · S(Iν, Iν)

This proves (1.3.19) and the desired estimate follows immediately by Cauchy-Schwarz.

A2
T =

( 1
T

∫ T

0

|∇IνIν| ◦ψtdt
)2 ≤ 3 · 1

T

∫
Y

H ◦ψtdt ·
1

T

∫
Y

S(Iν, Iν)◦ψtdt = 3HT ·ST (1.3.20)

This concludes the proof of the lemma.

As a consequence, we get the following estimate for the curvature integral of interest in
terms of area, total mean curvature and the time-averaged acceleration AT .

Lemma 1.3.13. Let Σ ⊂ Y be an open subset of Y and let T > 0. Then∫
Y

S(Iν, Iν) · dvolσ ≥
area(Σ)2

3 ·
∫
Y
H dvolσ

·minΣ(AT )
2 (1.3.21)
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Proof. We first note that Iν preserves the volume form dvolσ, since

LIν(dvolσ) = dιIν dvolσ = dιR(λ ∧ dλ) = d2λ = 0

Here R is the Reeb vector-field on Y , and the above equalities follow from (1.3.9) and (1.3.1).
Thus, time-averaging leaves the integral over Y unchanged.∫

Y

HT dvolσ =

∫
Y

H dvolσ and

∫
Y

ST dvolσ =

∫
Y

S(Iν, Iν) dvolσ

We can thus integrate the estimate A2
T ≤ 3HT · ST to see that

min(AT )
2 · area(Σ)2 ≤

(∫
Σ

AT · dvolσ
)2
≤
(√

3 ·
∫
Σ

H
1/2
T · S1/2

T · dvolσ
)2

≤ 3 ·
∫
Σ

HT · dvolσ ·
∫
Σ

ST · dvolσ ≤ 3 ·
∫
Y

H · dvolσ ·
∫
Y

S(Iν, Iν) · dvolσ

After some rearrangement, this is the desired estimate.

Every quantity on the righthand side of (1.3.21) can be controlled using the estimates in
Lemma 1.3.7, with the exception of the term involving the time-averaged acceleration AT .
However, we can bound AT in terms of diam(X)−1, using the following general fact about
curves of unit speed.

Lemma 1.3.14. Let γ : [0,∞) → Y be a curve with |γ̇| = 1 and let C satisfy 0 < C < 1.
Then

1

T

∫ T

0

|γ̈|dt ≥ C

diam(X)
for all T ≫ 0

Proof. Let T satisfy T > CT + 2 · diam(Y ). Then by Cauchy-Schwarz, we have

diam(X)

∫ T

0

|γ̈|dt ≥
∫ T

0

|γ| · |γ̈|dt ≥
∫ T

0

|⟨γ̈, γ⟩|dt ≥
∣∣∣ ∫ T

0

⟨γ̈, γ⟩dt
∣∣∣ (1.3.22)

On the other hand, by integration by parts we acquire∣∣∣ ∫ T

0

⟨γ̈, γ⟩dt
∣∣∣ ≥ ∣∣∣ ∫ T

0

|γ̇|2dt− ⟨γ, γ̇⟩|T0
∣∣∣ ≥ T − 2 diam(X) ≥ CT (1.3.23)

Combining the estimates (1.3.22) and (1.3.23) yields the claimed bound.

In particular, Lemma 1.3.14 implies that AT ≥ C ·diam(X)−1 for all C < 1 and sufficiently
large T . Combining this with Lemma 1.3.13 and taking C → 1, we acquire the following
corollary.
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Corollary 1.3.15. Let X ⊂ R4 be a convex star-shaped domain with boundary Y . Then∫
Y

S(Iν, Iν) dvolσ ≥
area(Y )2

3 · diam(X)2 ·
∫
Y
H dvolσ

(1.3.24)

At this point, we can already apply Lemma 1.3.7 to derive a uniform lower bound for
ru(Y ) · sys(Y )−1/2. However, this inequality does not have the desired exponent for sys. In
order to fix this, we must derive a different estimate similar to Corollary 1.3.15 when sys(Y )
is near 0. This is the objective of the rest of this part.

We will also need a less crude estimate on the time-averaged acceleration that uses the
geometry of vector-field Iν, but requires the hypothesis that X has small systolic ratio.

Lemma 1.3.16. Suppose that X satisfies E(a, b) ⊂ X ⊂ 4 · E(a, b) and let Σ ⊂ Y be the
open subset

Σ = Y ∩ C× int(E(b/2))

Then there is an ε > 0 and a C > 0 independent of a, b and X such that, if a/b < ε and
T = b1/2, then

AT ≥ C · a−1/2 on Σ and area(Σ) ≥ C · area(Y )

Proof. To bound AT , the strategy is to show that the projection of Iν to the 2nd C-factor
is bounded along Σ by (a/b)1/2. Thus, a length T = b1/2 trajectory γ of Iν stays within a
ball of diameter roughly a1/2, and a variation of Lemma 1.3.14 implies the desired bound.

To bound area(Σ), the strategy is (essentially) to use the monotonicity of area under the
inclusion E(a, b) ⊂ X to reduce to the case of an ellipsoid. We can then use the estimates
in Lemmas 1.3.3 and 1.3.7 to deduce the result.

Projection Bound. Let πj : R4 ≃ C2 → C denote the projections to each C-factor for
j = 1, 2. We begin by noting that there is an A > 0 independent of X, a and b such that

|π2 ◦ Iν(x)| = |π2 ◦ ν(x)| < A · (a/b)1/2 if x ∈ Y and π2(x) ∈ E(3b/4) (1.3.25)

To deduce (1.3.25), assume that x ∈ Y satisfies π2(x) ∈ E(3b/4) and that π2 ◦ ν(x) ̸= 0.
Let z ∈ 0× ∂E(b) be the unique vector such that π2(z − x) is a positive scaling of π2(ν(x)).
Note that z ∈ X since

0× E(b) ⊂ E(a, b) ⊂ X

Furthermore, since X is convex, we know that ⟨ν(x), w − x⟩ ≤ 0 for any w ∈ X. Therefore

0 ≥ ⟨ν(x), z − x⟩ = |π2 ◦ ν(x))| · |π2(z − x)|+ ⟨π1 ◦ ν(x), π1(z − x)⟩ (1.3.26)

Now note that since π2(x) ∈ E(3b/4) and π2(z) ∈ ∂E(b), we know that

|π2(z − x)| ≥
1− (3/4)1/2

π1/2
· b1/2
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Likewise, π1(X) ⊂ 4 ·E(a) so that |π1(z−x)| ≤ 4a1/2/π1/2. Finally, |π1 ◦ ν(x)| ≤ |ν(x)| = 1.
Thus, we can conclude that

|π2 ◦ ν(x)| ≤
|π1 ◦ ν(x)| · |π1(z − x)|

|π2(z − x)|
≤ 4

1− (3/4)1/2
· (a/b)1/2

Acceleration Bound. Now let T = b1/2 and let γ : [0, T ] → Y be a trajectory of Iν
with γ(0) ∈ Σ. Since π2(γ(0)) ∈ E(b/2), we know that there is an interval [0, S] ⊂ [0, T ]
where π2 ◦ γ([0, S]) ⊂ E(3b/4). Thus, by (1.3.25), we know that for t ∈ [0, S] we have

|π2(γ(t)− γ(0))| ≤
∫ t

0

|π2 ◦ Iν ◦ γ|dt ≤ A · (a/b)1/2 · t ≤ A · a1/2 (1.3.27)

By picking ε > 0 small enough so that a/b is small, we can ensure the following inequality.

Aa1/2 ≤ (
3b

4π
)1/2 − (

b

2π
)1/2 (1.3.28)

With this choice of ε, (1.3.27) and (1.3.28) imply that π2(γ(t)−γ(0)) ∈ E(3b/4) if 0 ≤ t ≤ T .
In fact, (1.3.27) implies that γ is inside of a ball, i.e.

γ(t) ∈ E(16a)× E(πA2 · a) + p ⊂ B · E(a, a) + p where p := 0× π2(γ(0))

Here B := (16+ πA2)1/2. The diameter of the ball B ·E(a, a) is 2B · (a/π)1/2. Therefore, by
applying (1.3.22) and (1.3.23) we see that

2Ba1/2

π1/2
·AT (x) =

diam(B · E(a, a))
T

·
∫ T

0

|γ̈|dt ≥ 1− 2 diam(B · E(a, a))
T

= 1− 4B

π1/2
· (a/b)1/2

We now choose C > 0 and ε > 0 independent of a, b and X, such that

AT (x) ≥ (
π1/2

2B
− 2 · (a/b)1/2) · a−1/2 ≥ Ca−1/2 if a/b ≤ ε

This proves the desired bound on time-averaged acceleration.

Area Bound. Let U denote the convex domain given by the intersection X ∩ (C ×
E(b/2)). Note that we have the following inclusion.

E(a/2, b/2) ⊂ E(a, b) ∩ (C× E(b/2)) ⊂ U

Furthermore, the boundary of U decomposes as follows.

∂U = Σ ∪ Σ′ where Σ′ := X ∩ (C× ∂E(b/2))

Since X ⊂ 4 · E(a, b), we have Σ′ ⊂ R where R is the hypersurface

R := 4 · E(a, b) ∩ (C× ∂E(b/2)) = E(31a/2)× ∂E(b/2)
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Combining the above facts and applying the monotonicity of surface area under inclusion of
convex domains, we find that

area(Σ) = area(∂U)− area(Σ′) ≥ area(∂E(a/2, b/2))− area(R)

By Lemma 1.3.7 and direct calculation, we compute the areas of ∂E(a/2, b/2) and R to be

area(∂E(a/2, b/2)) ≥ 2−3/2 · ba1/2 area(R) =
31a

2
· (2πb)1/2 = 31 · (π/2)1/2 · (a/b)1/2 · ba1/2

Now let B < 2−5/2 and choose ε > 0 small enough to that if a/b < ε then

2−3/2 − 31 · (π/2)1/2 · (a/b)1/2 > B

By applying this inequality and the upper bound for area in Lemma 1.3.7, we find that for
some C > 0 independent of X, a and b and an ε > 0 as above, we have

area(Σ) ≥ (2−3/2 − 31 · (π/2)1/2 · (a/b)1/2) · ba1/2 ≥ C · ba1/2 ≥ area(Y )

This yields the desired area bound and concludes the proof of the lemma.

By plugging the bounds for AT and area(Σ) from Lemma 1.3.16 into Lemma 1.3.13, we
acquire the following variation of Corollary 1.3.15.

Corollary 1.3.17. Let X be a convex domain with smooth boundary Y , such that E(a, b) ⊂
X ⊂ 4 · E(a, b). Then there exists a C > 0 and ε > 0 independent of X, a and b such that∫

Y

S(Iν, Iν) · dvolσ ≥ C · area(Y )2

a ·
∫
Y
H dvolσ

if a/b < ε

1.3.4 Proof Of Main Bound

We now combine the results of §1.3.1-1.3.3 to prove Proposition 1.3.1.

Proof. (Proposition 1.3.1) By Lemma 1.3.6, we may assume that X is sandwiched between
standard ellipsoid E(a, b) with 0 < a ≤ b and a scaling.

E(a, b) ⊂ X ⊂ 4 · E(a, b)

We begin by proving the lower bound, under this assumption. By Lemma 1.3.11, we have

Ru(Y ) ≥ 1

2π
·
∫
Y

S(Iν, Iν) dvolσ (1.3.29)
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By applying the lower bound in Corollary 1.3.15 and using the estimates for diameter, area,
total curvature, volume and systolic ratio in Lemma 1.3.7, we see that for constants B,C > 0,
we have∫
Y

S(Iν, Iν) · dvolσ ≥
area(Y )2

3 · diam(Y )2 ·
∫
Y
H dvolσ

≥ B · a ≥ C · vol(X)1/2 · sys(Y )1/2 (1.3.30)

On the other hand, suppose that a
b
≪ 1. Due to Lemma 1.3.7, this is equivalent to sys(Y )≪

1. By Corollary 1.3.17 and the estimates in Lemma 1.3.7, there are constants A,B,C > 0
with ∫

Y

S(Iν, Iν) dvolσ ≥ A · area(Y )2

a ·
∫
Y
H dvolσ

≥ B · b ≥ C · vol(X)1/2 · sys(Y )−1/2 (1.3.31)

By assembling the estimate (1.3.29) with the two estimates (1.3.30) and (1.3.31), we deduce
the following lower bound for some C > 0.

Ru(Y ) ≥ C · vol(X)1/2 · sys(Y )−1/2 (1.3.32)

After some rearrangement, this is the desired lower bound.

The second inequality is easier to show. By using the upper bound in Lemma 1.3.11 and
the estimate for the mean curvature in Lemma 1.3.7, we see that for some A,C > 0 we have

Ru(Y ) ≤
∫
Y

H dvolσ ≤ A · b ≤ C · vol(X)1/2 · sys(Y )−1/2 (1.3.33)

This implies the desired upper bound, and concludes the proof.

1.4 Non-Convex, Dynamically Convex Contact Forms

In this section, we use the methods of [2] to construct dynamically convex contact forms
with systolic ratio and volume close to 1, and arbitrarily small and arbitrarily large Ruelle
invariant.

Proposition 1.4.1. For every ε > 0, there exists a dynamically convex contact form α on
S3 satisfying

vol
(
S3, α

)
= 1 sys(S3, α) ≥ 1− ε Ru(S3, α) ≤ ε (1.4.1)

and there exists a dynamically convex contact form β on S3 satisfying

vol
(
S3, β

)
= 1 sys(S3, β) ≥ 1− ε Ru(S3, β) ≥ ε−1 (1.4.2)
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1.4.1 Hamiltonian Disk Maps

We begin with some notation and preliminaries on Hamiltonian maps of the disk that we
will need for the rest of the section.

Let D ⊂ R2 denote the unit disk in the plane with ordinary coordinates (x, y) and polar
coordinates (r, θ). We use λ and ω to denote the standard Liouville form and symplectic
form.

λ :=
1

2
r2dθ =

1

2
(xdy − ydx) and ω := rdr ∧ dθ = dx ∧ dy

Let ϕ : [0, 1]×D→ D be a the Hamiltonian flow (for t ∈ [0, 1]) generated by a time-dependent
Hamiltonian on D vanishing on the boundary, i.e.

H : R/Z× D→ R with H|R/Z×∂D = 0

We let XH denote the Hamiltonian vector field and adopt the convention that ιXH
ω = dH.

Since H is constant on the boundary ∂D, the Hamiltonian vector field XH is tangent to ∂D.
Thus ϕ is a well-defined flow on D. The differential of ϕ defines a map Φ : R × D → Sp(2)
with Φ|0×D = Id, which lifts uniquely to a map

Φ̃ : R× D→ S̃p(2) satisfying Φ̃(S + T, z) = Φ̃(T, ϕS(z))Φ̃(S, z) (1.4.3)

There are two key functions on D associated to the family of Hamiltonian diffeomorphisms
ϕ. First, there is the action and the associated Calabi invariant.

Definition 1.4.2. The action σϕ : D → R and Calabi invariant Cal(D, ϕ) ∈ R of ϕ are
defined by

σϕ =

∫ 1

0

ϕ∗
t (ιXH

λ+H) · dt and Cal(D, ϕ) =
∫
D
σ · ω (1.4.4)

The action measures the failure of ϕ to preserve λ, as captured by the following formula.

ϕ∗
1λ− λ = dσϕ (1.4.5)

Next, there is the rotation map and the associated Ruelle invariant. To discuss these
quantities, we use the following lemma.

Lemma 1.4.3. Let ϕ : [0, 1]× D→ D be the flow of a Hamiltonian H : R/Z× D→ D with
σϕ > 0. Then the sequences rn : D→ R and sn : D→ R given by

rn(z) :=
1

n
ρ ◦ Φ̃(n, z) and sn(z) :=

1

n

n−1∑
k=0

σϕ ◦ ϕk(z)

converge in L1(D) to rϕ and sϕ, respectively. The map s−1
k also converges to s−1

ϕ in L1(D).



CHAPTER 1. 3D CONVEX CONTACT FORMS AND THE RUELLE INVARIANT 35

Proof. We apply Kingman’s sub-additive ergodic theorem (see [79] and Remark 1.2.15) to
the map gn = rn + C for sufficiently large C > 0. Applying (1.4.3) and the quasimorphism
property of ρ, we find that

gm+n ≤ gm + gn ◦ ϕm

By Kingman’s ergodic theorem, this implies that gn
n
has a limit r∞ in L1(D). Since ∥gn−rn∥L1

is bounded, we acquire the same result for rn.

By Birkhoff’s ergodic theorem, sn converges to a limit s∞ ∈ L1(D). Note that for some
c > 0, we have

c−1 ≤ σϕ ≤ c and therefore c−1 ≤ sn ≤ c

Thus s∞ > 0 pointwise almost everywhere and s−1
∞ is well-defined almost everywhere. Since

|sn|−1 < c, we can apply the dominated convergence theorem to conclude that s−1
∞ is in-

tegrable and s−1
n → s−1

∞ in L1. A similar argument applies to rn/sn, which converges to
r∞/s∞.

Definition 1.4.4. The rotation rϕ : D → R and Ruelle invariant Ru(D, ϕ) ∈ R of ϕ are
defined by

rϕ := lim
n→∞

rn and Ru(D, ϕ) =
∫
D
rϕ · ω (1.4.6)

Remark 1.4.5. Our Ruelle invariant Ru(D, ϕ) of a symplectomorphism of the disk agrees
with the two-dimensional version of the invariant introduced by Ruelle in [92].

The action, rotation, Calabi invariant and Ruelle invariant depend only on the homotopy
class of ϕ relative to the endpoints, or equivalently the element in the universal cover of
Ham(D, ω).

We conclude this review with a discussion of periodic points and their invariants.

Definition 1.4.6. A periodic point p of ϕ : D→ D is a point such that ϕk(p) = p for some
k ≥ 1. The period L(p), action A(p) and rotation number ρ(p) of p are given, respectively,
by

L(p) := min{j > 0|ϕj(p) = p} A(p) =

L(p)−1∑
i=0

σϕ ◦ϕi(p) ρ(p) := ρ◦ Φ̃(L(p), p) (1.4.7)

Note that the rotation number can also be written as ρ(p) = L(p) · rϕ(p).

1.4.2 Open Books Of Disk Maps

We next review the construction of contact forms on S3 from symplectomorphisms of the
disk, using open books.

Construction 1.4.7. Let H : R/Z×D→ R be a Hamiltonian with flow ϕ : [0, 1]×D→ R
such that
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(i) Near ∂D, H is of the form H(t, r, θ) = B · π(1− r2) for some B > 0.

(ii) The action function σϕ of the Hamiltonian is positive everywhere.

We now construct the open book contact form α on S3 associated to (D, ϕ). We proceed by
producing two contact manifolds (U, α) and (V, β), then gluing them by a strict contacto-
morphism.

To construct U , we consider the contact form dt + λ on R × D. Due to the identity
dσϕ = ϕ∗

1λ− λ in (1.4.5), the map f defined by

f : R× D→ R× D f(t, z) = (t− σϕ(z), ϕ1(z))

is a strict contactomorphism. We form the following quotient space.

U = R× D/ ∼ defined by (t, z) ∼ f(t, z)

Since σϕ is strictly positive by assumption (ii) in Construction 1.4.7, this quotient is a smooth
manifold. The contact form dt+ λ descends to a contact form α on U because f is a strict
contactomorphism. Note that a fundamental domain of this quotient is given by

Ω = {(t, z)|0 ≤ t ≤ σϕ(z)}

We observe that the Reeb vector field is simply given by R = ∂t. Thus the disk 0× D ⊂ U
is a surface of section for the Reeb flow on U with first return map ϕ1.

To construct V , we choose a small ε > 0 and let

V := R/πZ× D(ε) β := (1− r2)dt+ B

2
r2dθ

Here D(ε) ⊂ C is the disk of radius ε, t is the R/πZ coordinate and (r, θ) are radial coordi-
nates on D(ε). There is a strict contactomorphism Ψ identifying subsets of U and V , given
by

Ψ : V \ (R/πZ× 0)→ U with Ψ(t, r, θ) := (
B

2
· θ,
√
1− r2, 2t−Bθ)

We now define Y = int(U)∪Ψ V as the gluing of the interior of U and V via Φ, and α as the
inherited contact form. Since ϕ is Hamiltonian isotopic to the identity, the resulting contact
manifold (Y, kerα) is contactomorphic to standard contact S3.

Proposition 1.4.8 (Open Book). Let H and ϕ be as in Construction 1.4.7. Then there
exists a contact form α on S3 with the following properties.

(a) (Surface Of Section) There is an embedding ι : D → S3 such that ι(D) is a surface of
section with return map ϕ1 and first return time σ, and such that ω = ι∗dα.
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(b) (Volume) The volume of (S3, α) is given by the Calabi invariant of (D, ϕ), i.e.

vol
(
S3, α

)
= Cal(D, ϕ)

(c) (Ruelle) The Ruelle invariant of (S3, α) is given by a shift of the Ruelle invariant of
(D, ϕ).

Ru(S3, α) = Ru(D, ϕ) + π

(d) (Binding) The binding b = ι(∂D) is a Reeb orbit of action π and rotation number
1 + 1/B.

(e) (Orbits) Every simple orbit γ ⊂ S3 \ b corresponds to a periodic point p of ϕ that
satisfies

lk(γ, b) = L(p) A(γ) = A(p) ρ(γ) = ρ(p) + L(p)

In order to relate various invariants associated to (S3, α) and its Reeb orbits to corre-
sponding structures for (D, ϕ), we need to introduce a certain trivialization of ξ over U .

Construction 1.4.9. Let (U, ξ|U) be as in Construction 1.4.7. We let τ denote the contin-
uous trivialization of ξ|U defined as follows. On the fundamental domain Ω, we let

τ : Ω→ Hom(ξ|U ,R2) given by τ(t, z) := exp(2πit/σϕ(z)) ◦ Φ(t/σϕ(z), z) ◦ ΠD
(1.4.8)

Here Φ : [0, 1]×D→ D is the differential dϕ of the flow ϕ : [0, 1]×D→ D and ΠD : ξ → TD
denotes projection to the (canonically trivial) tangent bundle TD of D. Note also that ◦
denotes composition of bundle maps.

To check that τ descends to a well-defined trivialization on U , we must check that it is
compatible with the quotient map f : R× D→ R× D. Indeed, we have

τ(σϕ(z), z) = Φ(1, z) ◦ ΠD = τ(0, ϕ1(z)) ◦ df(σϕ(z),z)

This precisely states that projection commutes with the isomorphism identifying tangent
spaces in the quotient, so τ descends from Ω to U .

Lemma 1.4.10. Let τ : ξ|U → R2 be the trivialization in Construction 1.4.9. Then

(a) The restriction τ |K of τ to any compact subset K ⊂ int(U) of the interior of U is the
restriction of a global trivialization of ξ on S3.

(b) The local rotation number rotτ : U → R of (U, α|U) with respect to τ agrees with the
restriction of the local rotation number rot : S3 → R of (S3, α) with respect to the global
trivialization.
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Proof. Let V = R/πZ × D(ε) and Ψ be as in Construction 1.4.7. For any δ < ε, we let
V (δ) ⊂ V and U(δ) ⊂ U denote

V (δ) := R/πZ× D(δ) ⊂ V and U(δ) := int(U) \ int(Ψ(V (δ)))

The sets U(δ) are an exhaustion of int(U) by compact, Reeb-invariant contact submanifolds.

To show (a), we assume that K = U(δ). The homotopy classes of trivializations T of ξ
over U(δ) are in bijection with H1(U(δ);Z) ≃ Z. A map to Z classifying elements of T is
given by

T → Z given by σ 7→ sl(γ, σ) (1.4.9)

Here sl(γ, σ) is the self-linking number (in the trivialization σ) of the following transverse
knot.

γ : R/2πZ→ U(δ) γ(θ) = Ψ(0, ε, θ) = (
Bθ

2
,
√
1− ε2,−Bθ)

The knot γ bounds a Seifert disk Σ = 0× D(ε) in V ⊂ S3. The line field ξ ∩ Σ has a single
positive elliptic singularity, so the self-linking number of the boundary γ with respect to the
global trivialization is sl(γ) = −1.

To compute sl(γ, τ), we push γ into Σ along a collar neighborhood to acquire a nowhere
zero section η : R/2πZ→ ξ and then compose with τ to acquire a map τ ◦η : R/2πZ→ R2\0.
Up to isotopy through nowhere zero sections, we can compute that

τ ◦ η(θ) = eiθ ∈ C = R2

On the other hand, the self-linking number can be computed as the negative of the winding
number of this map.

sl(γ, τ) = −wind(τ ◦ η) = −1

Since the map (1.4.9) classifies elements of T, this proves that on U(δ) the trivialization τ
agrees with the restriction of a global trivialization.

To show (b), note that since U(δ) is compact, we can choose a global trivialization of ξ
on S3

σ : ξ ≃ R2 such that σ|U(δ) = τ |U(δ)

By Proposition 1.2.13(c), rotσ = rot on S3 and so the local rotation numbers satisfy

rot |U(δ) = rotσ |U(δ) = rotτ |U(δ)

Since this holds for any δ, this shows (b) on all of int(U).

Remark 1.4.11. It is possible to define the trivialization τ of ξ|U in such a way that it
is not only homotopic but actually equal to the restriction of a global trivialization of the
contact structure on S3. We did not do this in order to avoid complicated formulas in the
definition of τ .
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The following lemma relates the rotation number of the lifted linearized Reeb flow Φ̃τ :
R×U → S̃p(2) on (U, α) to the rotation number of the lifted linearized flow Φ̃ : R×D→ S̃p(2)
of the Hamiltonian flow ϕ on D.

Lemma 1.4.12. Let ι : D→ U denote the inclusion of the disk 0× D ⊂ U . Let p ∈ D and
consider the Reeb trajectory γ : R → U satisfying γ(0) = ι(p). Let 0 = T0 < T1 < T2 < . . .
denote the non-negative times at which the trajectory γ intersects the disk ι(D). Then

ρ ◦ Φ̃τ (Tk, ι(p)) = ρ ◦ Φ̃(k, p) + k

for all non-negative integers k.

Proof. We abbreviate

pi = ϕi(p) yi = ι(pi) = γ(Ti) Li = Ti+1 − Ti = σϕ(pi)

Note that the lifted linearized Reeb flow with respect to τ at time Tk can be written as

Φ̃τ (Tk, y0) = Φ̃τ (Lk−1, yk−1)Φ̃τ (Lk−2, yk−2) . . . Φ̃τ (L0, y0) (1.4.10)

The linearized Reeb flow Φ̃τ (Li, yi) takes place along a trajectory connecting (0, pi) to
(σϕ(pi), pi) in the fundamental domain Ω. We may be directly compute from (1.4.8) that

Φτ (t, yi) = exp(2πit/σϕ(pi)) ◦ Φ(t/σϕ(z), pi) and so Φ̃τ (Li, yi) = Ξ̃ · Φ̃(1, pi) (1.4.11)

Here Ξ̃ is the unique lift of Id ∈ Sp(2) with ρ(Ξ̃) = 1. This is a central element of S̃p(2), so
combining (1.4.10) and (1.4.11) we have

Φ̃τ (Tk, y0) = Ξ̃k · Φ̃(1, ϕk−1(p)) · Φ̃(1, ϕk−2(p)) · · · Φ̃(1, p) = Ξ̃k · Φ̃(k, p)

Since ρ(Ξ̃ · Ψ̃) = 1 + ρ(Ψ̃) for any Ψ̃ ∈ S̃p(2), we can conclude that

ρ ◦ Φ̃τ (Tk, ι(p)) = ρ ◦ Φ̃(k, p) + k

Proof of Proposition 1.4.8. We prove each of the properties (a)-(e) separately.

Surface Of Section. Define the inclusion ι : D→ S3 as the following composition.

ι : D = 0× D→ R× D π−→ Y ≃ S3

The surface 0 × D is transverse to the Reeb vector field ∂t of R × D and intersects every
flowline R× z. Also, (R× z)∩Ω has action σϕ(z) and ends on (σϕ(z), z) ∼ (0, ϕ1(z)). Thus
ι(D) = π(0×D) is a surface of section with return time σϕ and monodromy ϕ1. Finally, note
that

ι∗(dα) = d(dt+ λ)|0×D = ω

This verifies all of the properties of ι : D→ Y ≃ S3 listed in (a).
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Calabi Invariant. This property follows from a simple calculation of the volume using
the fundamental domain Ω.

vol(Y, α) =

∫
Y

α ∧ dα =

∫
Ω

dt ∧ dλ =

∫
D
σϕ · ω = Cal(D, ϕ)

Ruelle Invariant. Let rot : S3 → R be the local rotation number of (S3, α). By Lemma
1.4.10, the restriction of rot to the (open) fundamental domain Ω ⊂ S3 coincides with rotτ .
Since S3 \ Ω is measure 0 in S3, we thus have

Ru(S3, α) =

∫
S3

rot ·α ∧ dα =

∫
Ω

rotτ ·dt ∧ ω =

∫
D
ι∗ rotτ ·σϕω (1.4.12)

Here ι∗ rotτ denotes the pullback of rotτ via the map ι : D→ S3 from (a). We have used the
fact that rotτ is constant along Reeb trajectories. This follows directly from the definition
of rotτ as a time average.

To apply this alternative formula for Ru(S3, α), let Tk denote the kth positive time that
the Reeb trajectory γ : [0,∞)→ S3 intersects the surface of section ι(D). Then

ι∗ rotτ = lim
k→∞

ρ ◦ Φ̃τ (Tk,−)
Tk

= lim
k→∞

ρ ◦ Φ̃(k,−) + k∑k−1
i=0 σϕ ◦ ϕi

=
rϕ + 1

sϕ

Here the second equality is a consequence of Lemma 1.4.12. The maps rϕ and sϕ are the
averaged rotation and action maps constructed in Lemma 1.4.3. By construction, these maps
are invariant under pullback by ϕ. Thus∫
D

rϕ + 1

sϕ
· σϕω =

1

n

n−1∑
k=0

∫
D
[ϕk]∗(

rϕ + 1

sϕ
· σϕω) =

∫
D

rϕ + 1

sϕ
· snω where sn =

1

n

n−1∑
k=0

σϕ ◦ ϕk

By Lemma 1.4.3, we know that sn → sϕ in L1(D). Thus, by combining the above formula
in the n→∞ limit with (1.4.12), we acquire the desired property.

Ru(S3, α) =

∫
D

rϕ + 1

sϕ
· σϕ · ω =

∫
D

rϕ + 1

sϕ
· sϕ · ω =

∫
D
(rϕ + 1) · ω = Ru(D, ϕ) + π

Binding. Let b = ι(∂D) be the binding which coincides with R/πZ× 0 in V . First note
that the Reeb vector field is given on (V, β) by the following formula.

Rβ = ∂t +
2

B
∂θ (1.4.13)

Thus b is a Reeb orbit. Since b bounds a symplectic disk ι(D) ⊂ S3 of area π, the action is
π. To compute ρ(b), note that there is a natural trivialization of ξ|V = ker(β) given by

ν : ξ|V ⊂ TV
π−→ TD(ε) = R2
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The Reeb flow ϕ : R×V → V and the linearized Reeb flow Φν : R×V → Sp(2) with respect
to ν can be calculated from (1.4.13), as follows.

ϕt(s, z) = (s+ t, e2it/B · z) Φν(t, s, z) = e2it/B

Thus the rotation number ρ(b, ν) of b in the trivialization ν is 1/B. Finally, to compute the
rotation number ρ(b) = ρ(b, τ) with respect to the global trivialization τ on ξ, we note that

ρ(b, τ)− ρ(b, ν) = µ(τ ◦ ν−1|b) = c1(ξ|ι(D), τ)− c1(ξ|ι(D), ν) = −c1(ξ|ι(D), ν)

Here µ : π1(Sp(2)) → Z is the Maslov index and c1(ξ|ι(D),−) is the relative Chern class of
ξ|ι(D) with respect to a given trivialization over ι(∂D), which vanishes for τ .

On the other hand, the trivialization ν is specified by the section of ξ|ι(D) given by pushing
ι(∂D) into ι(D) along a collar neighborhood. Thus, −c1(ξ|ι(D), ν) is precisely the self-linking
number sl(b) of b. This number can be calculated as a signed count of singularities of the
line field ξ ∩ ι(D), which has 1 elliptic singularity. Thus sl(b) = −1 and ρ(b) = 1 + 1/B.

Orbits. An embedded closed orbit γ : R/LZ→ Y of α that is disjoint from the binding
b is equivalent to a closed orbit of (U, α|U). The orbit γ intersects the surface of section ι(D)
transversely at n ≥ 1 times T0 = 0, T1, . . . , Tn = L. Let

pk ∈ D be such that ι(pk) = γ(Tk) ∩ ι(D)

Since ι(D) is a surface of section, we have pi+1 = ϕ(pi) and since γ is closed, pn = p0. Thus
p = p0 is a periodic point of period

L(p) = n = ι∗[D] · [γ] = lk(γ, b)

Next, note that on the interval [Ti, Ti+1], γ restricts to a map [Ti, Ti+1] → Ω given by
γ(t) = (t, ι(pi)), from which it follows that

A(γ) =
n−1∑
k=0

∫ Tk+1

Tk

γ∗(dt+ α) =
n−1∑
k=0

∫ σ(pk)

0

dt =
n−1∑
k=0

σ ◦ ϕk(p) = A(p)

Finally, due to Lemma 1.4.10 we may use the trivialization τ to compute the rotation number.
We have

ρ(γ) = ρ ◦ Φ̃τ (L, γ(0)) = ρ ◦ Φ̃(n, p) + n = ρ(p) + L(p)

Here the second equality uses Lemma 1.4.12. This completes the proof of (e), and the entire
proposition.

1.4.3 Radial Hamiltonians

A Hamiltonian H : R/Z×D→ R that is rotationally invariant will be called radial. In other
words, H is radial if it can be written as

H(t, r, θ) = h(t, r) for a map h : R/Z× [0, 1]→ R

We will require a few lemmas regarding radial Hamiltonians.
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Lemma 1.4.13. Let H : D → R be an autonomous, radial Hamiltonian with H = h ◦ r.
Then

σϕ(r, θ) = h(r)− 1

2
rh′(r) and rϕ(r, θ) = −

h′(r)

2πr
(1.4.14)

Proof. We calculate the Hamiltonian vector field XH and the action function σϕ as follows.

XH = −h
′

r
· ∂θ and and σϕ(r, θ) =

∫ 1

0

ϕ∗
t (−

rh′(r)

2
+ h(r)) · dt = h(r)− 1

2
rh′(r)

Here we use the fact that the Hamiltonian flow ϕ preserves any function of r. Next, we note
that the differential Φ : R× D→ D of the flow ϕ is given by

Φ(t, z)v = exp(
−h′

r
· it)v + it(rh′′ − h′)

r2
· exp(−h

′

r
· it)z · dr(v)

Note that if we use s = iz/|z|, then dr(v) = 0. Thus, if Φ̃ : R× D→ S̃p(2) denotes the lift
of Φ, and ρs denotes the rotation number relative to s (see Definition 1.2.5) then

Φ(t, z)s = exp(
−h′(r)
r
· it)s and thus ρs ◦ Φ̃(T, z) = T · −h

′(r)

2πr
(1.4.15)

Since ρs : S̃p(2) → R and ρ : S̃p(2) → R are equivalent quasimorphisms (Lemma 1.2.6), we
have

rϕ = lim
T→∞

ρ ◦ Φ̃(T,−)
T

= lim
T→∞

ρs ◦ Φ̃(T,−)
T

=
−h′ ◦ r
2πr

in L1(D)

This concludes the proof of the lemma.

More generally, a Hamiltonian H : R/Z × D → R is called radial around p ∈ D if H is
invariant under rotation around p, i.e. if H can be written as

H(t, x, y) = h(t, rp) for a map h : R/Z× [0, 1]→ R

Here rp : D→ R be the distance from p, i.e. rp(z) = |z − p|.

Lemma 1.4.14. Let H : D → R be an autonomous Hamiltonian that is radial around
p = (a, b) ∈ D, with H = h ◦ rp, in a neighborhood U of p. Then on U , we have

σϕ = h(rp)−
1

2
rph

′(rp) + up − ϕ∗
1up and rϕ = −

h′(rp)

2πrp
(1.4.16)

Here the map up : D→ R is given by up(x, y) = (bx− ay)/2.
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Proof. Let λp be the radial Liouville form on (D, ω) centered at p. That is, λp is given by

λp =
1

2
((x− a)dy − (y − b)dx) = λ+ dup

Let τ : D → R be the function decribed in (1.4.16). Then by Lemma 1.4.13, we know that
on U we have

dτ = (ϕ∗
1λp − λp) + (ϕ∗

1dup − up) = ϕ∗
1λ− λ = dσϕ

Thus it suffices to check that σϕ(p) = τ(p). Since rh′(p) = 0 and up(p) = up(ϕ1(p)) = 0, we
see that τ(p) = h(0) = H(p). On the other hand, XH(p) = 0, we see that

σϕ(p) =

∫ 1

0

ϕ∗
t (λ(XH) +H)dt =

∫ 1

0

h(0)dt = τ(p)

Thus σϕ(p) = τ(p). The formula for rϕ follows from identical arguments to Lemma 1.4.13.

1.4.4 Special Hamiltonian Maps

We next construct a special Hamiltonian flow ϕ on the disk, depending on a set of parameters,
and establish its basic properties with respect to action, rotation and periodic orbits. The
desired contact forms in Proposition 1.4.1 with small and large Ruelle invariant correspond
(via Proposition 1.4.8) to ϕ for suitable choices of parameters (see §1.4.5).

The special Hamiltonian flow ϕ is constructed as the product of a pair of simpler flows.

ϕ = ϕH • ϕG

Here ϕG : [0, 1]×D→ D and ϕH : [0, 1]×D→ D are autonomous flows generated by G and
H, and the product • occurs in the universal cover of the group Ham(D, ω) of Hamiltonian
diffeomorphisms of (D, ω). We denote the Hamiltonian generating ϕ by

H#G : R/Z× D→ R

Setup 1.4.15. We will require the following setup in the construction of ϕ. The setup and
notation established here will be used for the remainder of of §1.4.4.

(a) Fix an integer n ≥ 10 and let S(n, k) ⊂ D for 0 ≤ k ≤ n− 1 be the sector of points

S(n, k) := {reiθ ∈ D : 2πk/n < θ < 2π(k + 1)/n}

(b) Fix a finite union U ⊂ D of disjoint disks in D such that each of the component disks
D ⊂ U is contained in one of the sectors S(n, k) and such that for every D ⊂ U the
disk e2πi/n ·D is a component disk of U as well. We let

d(U) := max{diam(D) : D ⊂ U is a component disk}

That is, d(U) is the maximal diameter of a disk in U .
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(c) Fix a constant δ > 0 that is much smaller than the radius of each disk D, than the
distance between any two of the disks D and D′, and than the distance between D and
the boundary of any of the sectors S(n, k). For any subset S ⊂ D, we use the notation

N(S) := {z ∈ D||z − p| ≤ δ for some p ∈ S}

The neighborhoods N(∂D), N(D), N(U) and N(∂U) will be of particular importance.

(d) Fix a real number R ∈ R. For every s > δ sufficiently large compared to δ, there exists
a smooth, monotonic function gs : [0, s + δ] → R with support contained in [0, s + δ)
satisfying the following conditions.

gs(r) = π ·R · (s2 − r2) if r ≤ s− δ (1.4.17)

|g′s(r)| ≤ 2π · |R| · (s− δ) if s− δ ≤ r ≤ s+ δ (1.4.18)

Choose such a function gs for every s that arises as the radius of a component disk
D ⊂ U .

We now introduce the two Hamiltonians H and G in some detail. The construction of
H only depends on the integer n. The construction of G depends on U , δ, R and the choice
of gs.

Construction 1.4.16. We let H : D → R denote the radial Hamiltonian given by the
formula

H(r, θ) :=
π(n+ 1)

n
· (1− r2) (1.4.19)

The Hamiltonian vector field is XH = 2π(n+1)
n
· ∂θ and so the Hamiltonian flow is given by

ϕH : R× D→ D with ϕH(t, z) = exp(
2π(n+ 1)

n
· it) · z (1.4.20)

In particular, the time 1 flow is rotation by 2π
n

and preserves the collection U .

Construction 1.4.17. We let G : D → R denote a Hamiltonian that is invariant under
rotation by angle 2π/n and that vanishes away from N(U). That is

G(z) = G(e2πi/n · z) and G|D\N(U) = 0 (1.4.21)

Furthermore, let D be a component disk of U that is centered at p ∈ D and with radius s.
Then we assume that G is given by

G|N(D) = gs ◦ rp (1.4.22)

in the neighbourhood N(D) of the disk D. This fully specifies G on all of D.
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A crucial fact that we will use later without comment is that ϕG and ϕH commute as
elements of the universal cover of Ham(D, ω), i.e. ϕG • ϕH = ϕH • ϕG. The remainder of this
section is devoted to calculating properties of the action, rotation and periodic points of the
map ϕ.

Lemma 1.4.18 (Action of ϕ). The action map σϕ : D→ R and Calabi invariant Cal(D, ϕ)
satisfy

σϕ = π(1 +
1

n
) +R

∑
D⊂U

area(D) · χD +O(d(U)) on D \N(∂U) (1.4.23)

π/2 + min{0, R} · 2π/n ≤ σϕ ≤ 2π +max{0, R} · 2π/n on D (1.4.24)

Cal(D, ϕ) = π2(1 +
1

n
) +R

∑
D⊂U

area(D)2 +O(d(U)) +O(|R| · area(N(∂U))) (1.4.25)

Proof. Since ϕG and ϕH commute, we have σG ◦ ϕH1 = σG and therefore

σϕ = σG ◦ ϕH1 + σH = σG + σH

Thus we must compute the action map of G and H. First, we note that H is radial by
(1.4.19). Thus we apply Lemma 1.4.13 to see

σH = π(1 +
1

n
) on all of D (1.4.26)

Next we compute the action map of G. Let D be a component disk of U centered at p and
of radius s. We can apply Lemma 1.4.14 to see that

σG = gs(rp)−
1

2
rpg

′
s(rp) + (up − (ϕG1 )

∗up) = R area(D) +O(d(U)) on D \N(∂D)

Here we used expression (1.4.17) for gs. It follows from the definition of up in Lemma 1.4.14
and the fact that d(U) is an upper bound on the diameter of D that |up−(ϕG1 )∗up| is bounded
above by d(U). Since σG = 0 outside of N(D), we thus acquire the formula

σG = R
∑
D⊂U

area(D) · χD +O(d(U)) on D \N(∂U) (1.4.27)

Adding (1.4.26) and (1.4.27) yields the desired formula (1.4.23) and implies (1.4.24) away
from N(∂U). We can estimate on the neighbourhood N(∂D)

|σG| ≤ |gs(rp)−
1

2
rpg

′
s(rp)|+ |up − (ϕG1 )

∗up| ≤ 2|R|πs2 + |up − (ϕG1 )
∗up|

We observe that πs2 < π/n and |up − (ϕG1 )
∗up| < 1. Moreover, σG ≥ 0 if R ≥ 0 and σG ≤ 0

if R ≤ 0. Adding σG to the formula (1.4.26) for σH thus yields (1.4.24) on N(∂D). Finally,
since |σG| = O(|R|), the integral of σG over D agrees with the integral over D \N(∂U) up to
an O(|R| · area(N(∂U))) term. This proves (1.4.25).
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Lemma 1.4.19 (Rotation of ϕ). The rotation map rϕ : D → R and the Ruelle invariant
Ru(D, ϕ) satisfy

rϕ = (1 +
1

n
) +R

∑
D⊂U

χD on D \N(∂U) (1.4.28)

1 +
1

n
+min{0, R} ≤ rϕ ≤ 1 +

1

n
+max{0, R} on D (1.4.29)

Ru(D, ϕ) = π(1 +
1

n
) +R

∑
D⊂U

area(D) +O(R · area(N(∂U))) (1.4.30)

Proof. In the universal cover of Ham(D, ϕ), the time k flow ϕk of G#H can be factored in
terms of the time 1 flow ϕG : [0, 1]×D→ D of G and the time 1 flow ϕH : [0, 1]×D→ D of
H, as follows.

ϕk = (ϕH • ϕG)k = ϕH • ϕG • ϕH • · · · • ϕH • ϕG

This factorization is inherited by the lifted differential Φ̃ : R×D→ S̃p(2) of ϕ : R×D→ D
due to the cocycle property of Φ̃.

Φ̃(k, z) = Φ̃H(1, ϕG ◦ϕk−1(z)) • Φ̃G(1, ϕk−1(z)) • Φ̃H(1, ϕG ◦ϕk−2(z)) • · · · • Φ̃G(1, z) (1.4.31)

To apply this, we note that the differential ΦH : [0, 1] × D → Sp(2) of the flow of H is
given by

ΦH(t, z) = exp(2π(1 + 1/n) · it) for any z ∈ D (1.4.32)

Likewise, the differential ΦG : [0, 1]× D→ Sp(2) of the flow of G is given by the formula

ΦG(t, z) = exp(2π ·R · it) if z ∈ U \N(∂U) and ΦG(t, z) = Id if z ∈ D \N(D)
(1.4.33)

By combining (1.4.32) and (1.4.33) with the decomposition (1.4.31), we acquire the following
formula.

ρ ◦ Φ̃(k, z) = k ·
(
1 +

1

n
+R

∑
D⊂U

χD(z)
)

if z ∈ D \N(∂U) (1.4.34)

By dividing (1.4.34) by k and taking the limit as k → ∞, we acquire the first formula
(1.4.28).

Next, we examine the rotation number in the region N(∂D). Fix a component disk
D ⊂ U centered at p and a point z ∈ N(∂D). Let S ⊂ N(∂D) be a circle centered at p with
z ∈ S, and let u ∈ TzS be a unit tangent vector to S at z. Finally, let

Si = ϕi(S) zi = ϕi(z) wi = ϕG ◦ ϕi(z) ui = Φ(i, z)u vi = ΦG(1, ϕi(z))Φ(i, z)u

Note that these points and vectors satisfy zi ∈ Si, wi ∈ Si, ui ∈ TziSi and vi ∈ Twi
Si for each

i. By applying the decomposition (1.4.31) and the additivity property (1.2.7) of ρs, we see
that

ρu(Φ̃(k, z)) =
k−1∑
i=0

ρui(Φ̃
G(1, zi))) +

k−1∑
i=0

ρvi(Φ̃
H(1, wi)) (1.4.35)
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Since ϕH is just an orthogonal rotation, we can use (1.4.32) to immediately conclude that

ρvi(Φ̃
H(1, zi))) = 1 +

1

n
(1.4.36)

On the other hand, since ui is tangent to the circle Si, we may use the formula (1.4.15) to
see that

ρui(Φ̃
G(1, zi))) = −

g′s(rp(z))

2πrp(z)
(1.4.37)

Here gs is the function such that G|N(D) = gs ◦ rp. By our hypotheses, we know that

|g′s(rp(z))|
2πrp(z)

≤ |R| and sgn(−g
′
s(rp(z))

2πrp(z)
) = sgn(R)

By plugging in the formulas (1.4.35) and (1.4.36), we can estimate ρu ◦ Φ̃(k, z) as follows.

k · (1 + 1

n
+min{0, R}) ≤ ρu ◦ Φ̃(k, z) ≤ k · (1 + 1

n
+max{0, R})

We can therefore estimate rϕ. Since ρu and ρ are equivalent (Lemma 1.2.6) we find that

rϕ(z) = lim
k→∞

ρu ◦ Φ̃(k, z)
k

and thus 1 +
1

n
+min{0, R} ≤ rϕ(z) ≤ 1 +

1

n
+max{0, R}

Finally, the Ruelle invariant agrees with the integral of (1.4.28) over D \ N(∂U) up to an
O(|R| · area(N(∂U))) term. This proves (1.4.30).

Lemma 1.4.20 (Periodic Points of ϕ). Suppose that R > −2. Then the periodic points of
ϕ : D→ D satisfy

A(p) ≥ π and ρ(p) + L(p) > 1 (1.4.38)

Proof. First, consider the center c = 0 ∈ D, where ϕ = ϕH . This periodic point has period
L(c) = 1. Thus, due to Lemmas 1.4.18 and 1.4.19, the action and rotation number are given
by

A(c) = σϕ(c) = π(1 +
1

n
) ρ(c) = rϕ(c) = 1 +

1

n
Any other periodic point p of H has period L(p) ≥ n, since ϕ rotates the sector S(n, k) to
the section S(n, k + 1). Since n ≥ 10 and R > −2, we have σϕ ≥ π/10 (by Lemma 1.4.18).
The action of p is bounded below as follows.

A(p) =

L(p)−1∑
i=0

σϕ(ϕ
i(p)) ≥ π

10
· L(p) ≥ π

Likewise, we apply Lemma 1.4.19 to see that the rotation number of p is bounded as follows.

ρ(p) = L(p) · rϕ(p) ≥ L(p) · (1 + 1

n
+min{0, R}) > L(p) · (−1 + 1

n
) ≥ −L(p) + 1

In particular, the rotation number satisfies ρ(p) + L(p) > 1.
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1.4.5 Main Construction

We conclude this section by proving Proposition 1.4.1.

Proof. (Proposition 1.4.1) We construct the small Ruelle invariant and large Ruelle invariant
contact forms separately. The basic strategy in both cases is to construct the special Hamil-
tonian flow of §1.4.4 with a specific choice of parameters, apply the open book construction
of Proposition 1.4.8 to acquire a contact form and verify the desired properties by computing
the relevant invariants (e.g. period, index, Calabi invariant) of ϕ.

Small Ruelle Case. We begin by choosing the parameters n, U , δ and R from Setup
1.4.15. Fix a large positive real number κ. Choose an integer n > κ and a union U of disks
D that each satisfy

π − 1

κ
<
∑
D⊂U

area(D) < π area(D) <
1

κ
diam(D) <

1

κ

Choose δ > 0 so that area(N(∂U)) < 1
κ
and choose R := −2 + 1

κ
. These parameters define

a special Hamiltonian flow ϕ = ϕG ◦ ϕH . By direct calculation and Lemma 1.4.18, we know
that

G#H = π(1 +
1

n
) · (1− r2) near ∂D and σϕ > 0

Therefore, we can apply Construction 1.4.7 to ϕ to acquire a contact form α on S3.

We now show that (a scaling of) α has the desired properties. First, by Proposition
1.4.8(b) and Lemma 1.4.18, the volume of (S3, α) is given by the formula

Cal(D, ϕ) = π2(1 +
1

n
) +R

∑
D⊂U

area(D)2 +O(d(U)) +O(R · area(N(∂U))) = π2 +O(κ−1)

Next, by Proposition 1.4.8(c) and Lemma 1.4.19, the Ruelle invariant of (S3, α) is given by
the formula

Ru(D, ϕ) + π = π(2 +
1

n
) +R

∑
D⊂U

area(D) +O(R · area(N(∂U)) = O(κ−1)

Last, by Proposition 1.4.8(d) the binding b = ι(∂D) in S3 has action and rotation number
given by

A(b) = π ρ(b) = 1 +
1

1 + 1/n
> 1

Due to Proposition 1.4.8(e) and Lemma 1.4.20, every periodic orbit of (S3, α) other than b
satisfies

A(γ) ≥ π ρ(γ) > 1
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In particular, α is a dynamically convex contact form. Finally, rescale α by vol(S3, α)−1/2.
Then for any ε > 0, we may choose a κ sufficiently large so that

vol(S3, α) = 1 Ru(S3, α) = O(κ−1) < ε sys(S3, α) >
π2

π2 +O(κ−1)
> 1− ε

This is precisely the list of properties (1.4.1), and so we have constructed the desired small
Ruelle invariant contact form.

Large Ruelle Case. Again, we choose parameters n, U , δ and R from Setup 1.4.15.
Fix a large positive real number κ. Choose an integer n > κ and a union U of disks D that
each satisfy

π − 1

κ
<
∑
D⊂U

area(D) < π area(D) <
1

κ2
diam(D) <

1

κ

Choose δ > 0 such that area(N(∂U)) < 1
κ2

and set R = κ. These parameters define a special
Hamiltonian flow ψ = ψG ◦ ψH . By direct calculation and Lemma 1.4.18, we know that

G#H = π(1 +
1

n
) · (1− r2) near ∂D and σϕ > 0

Therefore, we can apply Construction 1.4.7 to ψ to acquire a contact form β on S3.

Now we show that (a scaling of) β has all of the desired properties. First, by Proposition
1.4.8(b) and Lemma 1.4.18, the volume of (S3, β) is given by the formula

Cal(D, ψ) = π2(1 +
1

n
) +R

∑
D⊂U

area(D)2 +O(d(U)) +O(R · area(N(∂U))) = π2 +O(κ−1)

Next, by Proposition 1.4.8(c) and Lemma 1.4.19, the Ruelle invariant of (S3, β) is given by
the formula

Ru(D, ϕ) + π = π(2 +
1

n
) +R

∑
D⊂U

area(D) +O(R · area(N(∂U)) = π · κ+O(1)

Last, by Proposition 1.4.8(d) the binding b = ι(∂D) in S3 has action and rotation number
given by

A(b) = π ρ(b) = 1 +
1

1 + 1/n
> 1

Due to Proposition 1.4.8(e) and Lemma 1.4.20, every periodic orbit of (S3, β) other than b
satisfies

A(γ) ≥ π ρ(γ) > 1

In particular, β is a dynamically convex contact form. Finally, rescale β by vol(S3, β)−1/2.
Then for any ε > 0, we may choose a κ sufficiently large so that

vol(S3, α) = 1 Ru(S3, α) = O(κ) > ε−1 sys(S3, α) >
π2

π2 +O(κ−1)
> 1− ε
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This is precisely the list of properties (1.4.2), and so we have constructed the desired large
Ruelle invariant contact form.
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Chapter 2

Disk-like surfaces of section and
symplectic capacities

2.1 Introduction

2.1.1 Symplectic capacities

A symplectic capacity is a function c that assigns numbers c(X,ω) ∈ [0,∞] to symplec-
tic manifolds (X,ω) of a certain dimension 2n. Symplectic capacities are required to be
monotonic under symplectic embeddings and behave linearly with respect to scalings of the
symplectic form. More precisely, one requires:

• (Monotonicity) If (X,ω) symplectically embeds into (X ′, ω′), then c(X,ω) ≤ c(X ′, ω′).

• (Conformality) For every r > 0, we have c(X, rω) = rc(X,ω).

We will be mainly concerned with symplectic capacities of domains in Euclidean space R2n =
Cn equipped with the standard symplectic form

ω0 :=
n∑
j=1

dxj ∧ dyj.

We define the ball B(a) and cylinder Z(a) of symplectic width a > 0 to be the sets

B(a) :=
{
z ∈ Cn | π|z|2 ≤ a

}
and Z(a) :=

{
z ∈ Cn | π|z1|2 ≤ a

}
.

A symplectic capacity is called normalized if it satisfies

• (Normalization) c(B(π)) = c(Z(π)) = π.

Two examples of normalized symplectic capacities which are easy to define are the Gromov

width cG and the cylindrical capacity cZ. We use the notation A
s
↪→ B to indicate that
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there exists a symplectic embedding of A into B, i.e. a smooth embedding preserving the
symplectic structure. Gromov width and cylindrical capacity are given by

cG(X) := sup{a | B(a)
s
↪→ X} and cZ(X) := inf{a | X s

↪→ Z(a)}.

Note, however, that it is highly non-trivial to show that cG and cZ are indeed normalized
capacities. In fact, this is equivalent to the celebrated Gromov non-squeezing theorem [46].
There is a whole collection of symplectic capacities whose definition involves Hamiltonian
dynamics. Examples of normalized capacities arising this way are the Hofer-Zehnder capac-
ity cHZ introduced in [56] and the Viterbo capacity cSH defined in [101] using symplectic
homology. Other capacities come in families parametrized by positive integers. Examples
are the Ekeland-Hofer capacities cEHk defined in [33] and [34] and the equivariant capacities
cCH
k constructed by Gutt and Hutchings in [47] from S1-equivariant symplectic homology.
The first capacities cEH1 and cCH

1 in these families are normalized. In dimension 4, there
exists a sequence of capacities cECH

k defined by Hutchings in [65] using embedded contact
homology. Again, the first capacity cECH

1 is normalized. For more information on symplectic
capacities, we refer the reader to Cieliebak-Hofer-Latschev-Schlenk [15] and the references
therein.

Recall that a contact form on an odd dimensional manifold is a nowhere vanishing 1-form
α such that the restriction of dα to the hyperplane field ξ := kerα is non-degenerate. A
contact form α induces a Reeb vector field R = Rα characterized by the equations

ιRα = 1 and ιRdα = 0.

Studying the dynamical properties of Reeb flows, such as the existence of periodic orbits,
is a topic of great interest in symplectic geometry. Contact forms naturally arise on the
boundaries of convex or, more generally, star-shaped domains X ⊂ R2n. We equip R2n with
the radial Liouville vector field Z0 and the associated Liouville 1-form λ0

Z0 =
n∑
j=1

(xj∂xj + yj∂yj) =
1

2
r∂r and λ0 =

1

2

n∑
j=1

(xjdyj − yjdxj). (2.1.1)

They are related to the symplectic form ω0 via dλ0 = ω0 and ιZ0ω0 = λ0. Consider a closed,
connected hypersurface Y ⊂ R2n. The restriction of λ0 to Y is a contact form if and only if
the Liouville vector field Z0 is transverse to Y . If Y has this property, we call it a star-shaped
hypersurface and the domain bounded by Y a star-shaped domain. Note that all star-shaped
hypersurfaces are contactomorphic to the sphere S2n−1 equipped with its standard contact
structure. Moreover, any contact form on S2n−1 defining the standard contact structure
is strictly contactomorphic to the restriction of λ0 to some star-shaped hypersurface. Thus
studying star-shaped hypersurfaces is equivalent to studying contact forms on S2n−1 defining
the standard contact structure.



CHAPTER 2. SURFACES OF SECTION AND SYMPLECTIC CAPACITIES 53

It was proved by Rabinowitz in [88] that there exists a periodic Reeb orbit on the bound-
ary of any star-shaped domain X ⊂ R2n. If γ is a periodic orbit on ∂X, we define its action
A(γ) to be

A(γ) :=

∫
γ

λ0.

The capacities cHZ, cSH, c
EH
k and cCH

k have the following important property: Their value
on a star-shaped domain X ⊂ R2n is equal to the action A(γ) of some (possibly multiply
covered) periodic orbit γ on ∂X. The capacities cECH

k have a similar property. Their values
can be represented as the sum of the actions of finitely many periodic orbits.

2.1.2 Viterbo’s conjecture

In [102], Viterbo stated the following fascinating conjecture concerning normalized symplec-
tic capacities.

Conjecture 2.1.1 (Viterbo conjecture). Let X ⊂ R2n be a convex domain. Then any
normalized symplectic capacity c satisfies the inequality

c(X) ≤ (n! vol(X))
1
n . (2.1.2)

Note that inequality (2.1.2) holds for the Gromov width cG. This is an easy consequence of
the fact that symplectomorphisms are volume preserving. For all other normalized capacities
introduced above, Conjecture 2.1.1 is open. It was proved by Artstein-Avidan-Karasev-
Ostrover [6] that Conjecture 2.1.1 implies Mahler’s conjecture, an old conjecture in convex
geometry. This is one of the reasons for the recent increase in interest in Viterbo’s conjecture.
There is a stronger version of Viterbo’s conjecture.

Conjecture 2.1.2 (Strong Viterbo conjecture). Let X ⊂ R2n be a convex domain. Then all
normalized symplectic capacities agree on X.

The strong Viterbo conjecture together with the above observation that Conjecture 2.1.1
holds for cG immediately implies that Conjecture 2.1.1 is true for all normalized symplectic
capacities. It is an easy consequence of the definitions that any normalized symplectic
capacity c satisfies cG ≤ c ≤ cZ. Thus Conjecture 2.1.2 is equivalent to saying that Gromov
width cG and cylindrical capacity cZ agree on convex domains. The convexity assumption
in Viterbo’s conjectures is essential. Even within the class of star-shaped domains there
exist domains X with arbitrarily small volume such that the cylindrical capacity satisfies
cZ(X) ≥ 1 (see Hermann’s paper [52]). We refer to Gutt-Hutchings-Ramos [48] for a recent
account on Viterbo’s conjectures.

2.1.3 Embeddings into cylinders

Except for the Gromov width cG and the cylindrical capacity cZ, the construction of most,
if not all, known normalized capacities is based on Hamiltonian dynamics. There has been
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a significant amount of work showing that many of these dynamical capacities agree. For
example, it follows from work of Ekeland, Hofer, Zehnder, Abbondandolo, Kang and Irie that
the values of the capacities cHZ, cSH, c

EH
1 and cCH

1 on a convex domain X ⊂ R2n all agree with
Amin(X), the minimal action A(γ) of a periodic orbit γ on ∂X. We refer to Theorem 1.12
in [48] for a summary. On the other hand, except for the obvious inequalities cG ≤ c ≤ cZ,
almost nothing is known about the relationship between the dynamical capacities and the
embedding capacities cG and cZ. The purpose of our work is to bridge the gap between
dynamics and symplectic embeddings.

While it is a well established strategy to use dynamics to obstruct symplectic embeddings,
in this paper we go in the opposite direction and use dynamical information to construct
symplectic embeddings. The dynamical information is given in terms of global surfaces of
section, an important concept in dynamics going back to Poincaré. Let α be a contact form
on a closed 3-manifold Y . We call an embedded surface (with boundary) Σ ⊂ Y a global
surface of section for the Reeb flow if the boundary ∂Σ is embedded and consists of closed,
simple Reeb orbits, the Reeb vector field R is transverse to the interior int(Σ), and every
trajectory not contained in ∂Σ meets int(Σ) infinitely often forward and backward in time.
Surfaces of section are an extremely useful tool in three dimensional Reeb dynamics. For
example, they have been used to show that every (non-degenerate) Reeb flow on a closed
contact 3-manifold must have either two or infinitely many periodic orbits (see [55], [23]
and [16]). In this paper, we will be concerned with disk-like global surfaces of section, i.e.
the case that Σ is diffeomorphic to the 2-dimensional closed disk. This implies that the
underlying contact manifold must be the 3-sphere S3 with its unique tight contact structure.
For more details on surfaces of section we refer to section 2.2.2.

Let us begin by stating the following general dynamical criterion guaranteeing the exis-
tence of symplectic embeddings into a cylinder.

Theorem 2.1.3. Let X ⊂ R4 be a star-shaped domain. Let Σ ⊂ ∂X be a ∂-strong (see Def-
inition 2.2.3) disk-like global surface of section of the natural Reeb flow on ∂X of symplectic
area

a :=

∫
Σ

ω0 = A(∂Σ).

Then there exists a symplectic embedding X
s
↪→ Z(a). In particular, we have cZ(X) ≤ a.

The boundary of a general star-shaped domain need not possess a disk-like global surface
of section (see van Koert’s paper [100]). In this case, Theorem 2.1.3 is vacuous. However,
Theorem 2.1.3 is particularly useful when applied to the important class of dynamically
convex domains because for such domains there are general existence theorems for disk-like
global surfaces of section due to Hofer-Wysocki-Zehnder [55], Hryniewicy-Salomão [60] and
Hryniewicz [57]. Ever since the notion of dynamical convexity was first introduced in [55], it
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has played a significant role in numerous papers on Reeb dynamics (see e.g. [57], [4], [5], [44],
[104], [70], just to name a few). We recall the definition of dynamical convexity from [55].

Definition 2.1.4 ( [55, Definition 1.2]). A contact form α on S3 defining the unique tight
contact structure is called dynamically convex if every periodic Reeb orbit γ of α has Conley-
Zehnder index CZ(γ) at least 3. A star-shaped domain X ⊂ R4 is called dynamically convex
if the restriction of the standard Liouville 1-form λ0 (see equation (2.1.1)) to the boundary
∂X is dynamically convex.

Remark 2.1.5. The Conley-Zehnder index CZ(γ) of a periodic Reeb orbit depends on the
choice (up to homotopy) of a symplectic trivialization of the contact structure along the
orbit. On S3 every contact structure admits a unique global trivialization up to homotopy.
This is the trivialization used in Definition 2.1.4. Let us also point out that usually the
Conley-Zehnder index is only defined for non-degenerate orbits. If γ is degenerate, then
CZ(γ) in Definition 2.1.4 refers to the lower semicontinuous extension of the Conley-Zehnder
index.

It is proved in [55] that every convex domain X ⊂ R4 whose boundary has positive defi-
nite second fundamental form is dynamically convex.

Let us introduce the following terminology.

Definition 2.1.6. A simple closed orbit of a tight Reeb flow on S3 is called a Hopf orbit if
it is unknotted and has self-linking number equal to −1 when viewed as a transverse knot.

The reason for this terminology is that the fibers of the Hopf fibration on S3 are unknot-
ted and have self-linking number −1. It is shown by Hofer-Wysocki-Zehnder [54] that the
boundary of every star-shaped domain carries at least one Hopf orbit. Given a star-shaped
X ⊂ R4, let us therefore define

AHopf(X) := inf {A(γ) | γ is Hopf orbit on ∂X} ∈ (0,∞). (2.1.3)

The significance of Hopf orbits to our discussion is the following. By work of Hryniewicz-
Salomão [60] and Hryniewicz [57], a simple periodic orbit of a dynamically convex Reeb flow
on S3 bounds a disk-like global surface of section if and only if it is a Hopf orbit.

Our main result provides a dynamical characterization of the cylindrical capacity of 4-
dimensional dynamically convex domains. It can be thought of as a generalization of the
Gromov non-squeezing theorem from the ball to arbitrary dynamically convex domains.

Theorem 2.1.7. Let X ⊂ R4 be a dynamically convex domain and let a > 0. Then there

exists a symplectic embedding X
s
↪→ Z(a) if and only if a ≥ AHopf(X). In particular, this

implies that
cZ(X) = AHopf(X).
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Moreover, the infimum in the definition of cZ(X) is attained, i.e. there exists an optimal
embedding of X into a smallest cylinder.

Let us point out that sharp symplectic embedding results such as Theorem 2.1.7 are
rather rare. Moreover, most known results concern highly symmetric toric domains with
integrable flows on their boundaries. In contrast to this, the Reeb dynamics of dynamically
convex domains can be extremely rich. It is also worth mentioning that while the cylindrical
capacity cZ is apriori rather elusive, the quantity AHopf can in principle be computed numer-
ically given an explicit domain.

Hryniewicz-Hutchings-Ramos show in [58] that AHopf(X) agrees with the first embedded
contact homology capacity cECH

1 (X) for all dynamically convex domains X ⊂ R4. We obtain
the following corollary.

Corollary 2.1.8. For all dynamically convex domains X ⊂ R4 we have

cZ(X) = cECH
1 (X).

2.1.4 The local strong Viterbo conjecture

Abbondandolo-Bramham-Hryniewicz-Salomão [3] proved that for all domains X ⊂ R4 whose
boundary ∂X is smooth and sufficiently close to the unit sphere with respect to the C3-
topology, the minimal action Amin(X) satisfies inequality (2.1.2). This result was generalized
to small perturbations of more general 3-dimensional Zoll Reeb flows by Benedetti-Kang [8]
and to arbitrary dimension by Abbondandolo-Benedetti in [1]. A consequence of these works
is that the capacities cHZ, cSH, c

EH
1 and cCH

1 satisfy Conjecture 2.1.1 in a C3-neighbourhood
of the round ball. Our second main result significantly strengthens this in the 4-dimensional
case. We prove the full strong Viterbo conjecture (Conjecture 2.1.2) near the ball.

Theorem 2.1.9. Let X ⊂ R4 be a convex domain. If ∂X is sufficiently close to the unit
sphere S3 ⊂ R4 with respect to the C3-topology, then all normalized symplectic capacities
agree on X.

2.1.5 Systoles and Hopf orbits

The following question was first raised by Hofer-Wysocki-Zehnder in [55].

Question 2.1.10. Let X ⊂ R4 be a (dynamically) convex domain. Must a systole of X, i.e.
a Reeb orbit on ∂X of least action, be a Hopf orbit and therefore bound a disk-like global
surface of section?

This question is particularly interesting in view of Theorem 2.1.7. An affirmative answer
would imply that Amin(X) = cZ(X) for all (dynamically) convex domains. This would force
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all normalized capacities which are bounded from below by Amin(X) to be equal to the cylin-
drical capacity. The number of known normalized capacities would be cut down to just two:
the Gromov width and the cylindrical capacity.

Equality of Amin and AHopf was proved by Hainz [49] (see also [50]) under certain curvature
assumptions.

Theorem 2.1.11 (Hainz). Let X ⊂ R4 be a strictly convex domain. Assume that the
principal curvatures a ≥ b ≥ c of the boundary ∂X satisfy the pointwise pinching condition
a ≤ b+ c. Then any periodic Reeb orbit γ on ∂X of Conley-Zehnder index 3 is a Hopf orbit.

It follows from Ekeland’s book [32] (see in particular Theorem 3 and Proposition 9 in
chapter V) that for convex domains X with strictly positively curved boundary a Reeb orbit
of minimal action has Conley-Zehnder index 3. Thus we have Amin(X) = AHopf(X) if X
satisfies the curvature assumptions in Theorem 2.1.11.

2.1.6 Overview of the proofs

Let us explain the main ideas. Consider the unit disk D ⊂ C equipped with the standard
symplectic form ω0 = dx ∧ dy. Let

H : R/Z× D→ R

be a 1-periodic Hamiltonian vanishing on the boundary ∂D. Consider time-energy extended
phase space

D̃ := Rs × (R/Z)t × D

equipped with the symplectic form

ω̃0 = ds ∧ dt+ ω0.

Let
Γ(H) := {(H(t, z), t, z) ∈ D̃ | (t, z) ∈ R/Z× D}

be the graph of H. This is a hypersurface in D̃ of codimension 1. Hence the symplectic form
ω̃0 induces a characteristic foliation on Γ(H). It is an easy computation (see Lemma 2.3.3)
that the vector field

R := XHt(z) + ∂t + ∂tH(z, t) · ∂s
is tangent to the characteristic foliation on Γ(H). Observe that the projection of the flow of
R to the disk D agrees with the Hamiltonian flow ϕtH on D induced by H. In particular, we
see that the image of the map

f : D→ Γ(H) z 7→ (H(0, z), 0, z)
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is a disk-like surface of section of the flow on Γ(H) and that the first return map is given by
ϕ1
H .

Main construction. Assume that the Hamiltonian H is strictly positive in the interior
int(D) of the disk and vanishes on the boundary ∂D. We abbreviate

D̃+ := R≥0 × R/Z× D and D̃0 := {0} × R/Z× D.

Consider the map

Φ : D̃+ → C2 Φ(s, t, z) :=

(
z ,

√
s

π
· e2πit

)
.

Note that the image of Φ is precisely the cylinder Z(π). We observe that Φ restricts to a
symplectomorphism

Φ : (D̃+ \ D̃0, ω̃0)→ (Z(π) \ (D× {0}), ω0).

The image Φ(Γ(H)) ⊂ C2 is a smooth hypersurface away from the circle ∂D × {0}. Under
suitable assumptions on the boundary behaviour of H, it is smooth everywhere. In order
to keep the introduction simple, let us ignore this issue for now. Let A(H) denote the do-

main bounded by Φ(Γ(H)). Since Φ restricts to a symplectomorphism on D̃+ \ D̃0, it maps
the characteristic foliation on Γ(H) to the characteristic foliation on ∂A(H). Thus Φ ◦ f
parametrizes a disk-like surface of section of the characteristic foliation on ∂A(H). The first
return map is given by ϕ1

H . Note that ∂A(H) need not be star-shaped or even of contact type.

Embeddings into the cylinder. Now suppose that X ⊂ C2 is a star-shaped domain and
that the boundary ∂X admits a disk-like surface of section Σ ⊂ ∂X. After scaling, we can
always assume that the symplectic area of Σ is equal to π. Suppose that g : D → Σ is a
parametrization of Σ such that g∗ω0 = ω0. Here ω0 denotes the standard symplectic form
on both C2 and C. Let ϕ ∈ Ham(D, ω0) be the first return map (see equation (2.2.4)). In

section 2.2.2, we explain how to lift ϕ to an element ϕ̃ ∈ H̃am(D, ω0) of the universal cover.
Such a lift depends on a choice of trivialization which, roughly speaking, is an identification
of ∂X \∂Σ with the solid torus. In section 2.2.2 we classify isotopy classes of such trivializa-

tions via an integer-valued function called degree. Let ϕ̃ denote the lift of ϕ with respect to
a trivialization of degree 0. Suppose that ϕ̃ can be generated by a 1-periodic Hamiltonian H
which vanishes on the boundary and is strictly positive in the interior. The above discussion
shows that ∂X and ∂A(H) admit disk-like surfaces of section whose first return maps agree.

In fact, one can show more: The lifts of the first return maps to H̃am(D, ω0) (with respect to
trivializations of degree 0) agree as well. We use a well-known result of Gromov and McDuff
(Theorem 2.3.9) to show that this in fact implies that the domains X and A(H) must be
symplectomorphic. By definition, A(H) is contained in the cylinder Z(π). Therefore, we
obtain an embedding of X into the cylinder Z(π). We make these arguments precise in
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Theorem 2.3.1. Unfortunately, we do not know whether the lift of the first return map of a
disk-like surface of section with respect to a trivialization of degree 0 can always be generated
by a Hamiltonian which vanishes on the boundary and is strictly positive in the interior. In
order to resolve this issue, let us observe that if H and G are Hamiltonians vanishing on
the boundary ∂D and strictly positive in the interior int(D), then the inequality H ≤ G
implies the inclusion A(H) ⊂ A(G). Roughly speaking, this says that we can increase the
Hamiltonian generating the first return map by making the domain bigger. More precisely,
in Proposition 2.3.2 we prove that any star-shaped domain with a disk-like surface of section
in its boundary can be symplectically embedded into a bigger star-shaped domain whose
boundary admits a disk-like surface of section of the same area and with the property that
the degree 0 lift of the first return map can be generated by a positive Hamiltonian. Theorem
2.1.3 is an easy consequence of Theorem 2.3.1 and Proposition 2.3.2.

Ball embeddings. Suppose that the degree 0 lift of the first return map of the surface of
section Σ ⊂ ∂X can be generated by a Hamiltonian H which satisfies the inequality

H(t, z) ≥ π(1− |z|2). (2.1.4)

Then the domain A(H) is squeezed between the ball B(π) and the cylinder Z(π), i.e.

B(π) ⊂ A(H) ⊂ Z(π).

Since X is symplectomorphic to A(H), this implies that cG(X) = cZ(X). The strategy of
the proof of Theorem 2.1.9 is to show that if ∂X is sufficiently close to the round sphere,
then the shortest Reeb orbit on ∂X must bound a disk-like surface of section with the
property that the degree 0 lift of the first return map can be generated by a Hamiltonian
satisfying (2.1.4). This is the subject of section 2.4 and makes use of generalized generating
functions as introduced in [3]. Let us sketch the main ideas in a special case. We assume
that g : D → Σ ⊂ ∂X parametrizes a surface of section whose boundary orbit ∂Σ has
minimal action among all closed Reeb orbits on ∂X. Moreover, assume that g∗ω0 = ω0.

Let ϕ̃ ∈ H̃am(D, ω0) be the degree 0 lift of the first return map ϕ to the universal cover.
The periodic orbits on ∂X different from the boundary orbit ∂Σ correspond to the periodic
points of ϕ. As explained in section 2.2.1, any fixed point p of ϕ has a well-defined action
σϕ̃(p) depending on the lift ϕ̃ to the universal cover. Lifts with respect to a trivialization of
degree 0 have the property that σϕ̃(p) is equal to the action of the corresponding closed Reeb
orbit on ∂X (see Lemma 2.2.5). Since ∂Σ is assumed to have minimal action, this implies
that

σϕ̃(p) ≥ A(∂Σ) = π (2.1.5)

for all fixed points p of ϕ. If ∂X is the unit sphere S3, then the degree 0 lift of the first return
map ϕ̃ is equal to the counter-clockwise rotation by angle 2π. Let us denote this rotation

by ρ̃ ∈ H̃am(D, ω0). If ∂X is sufficiently close to S3 with respect to the C3-topology, then

ϕ̃ is C1-close to ρ̃. This is proved in [3] and explained in section 2.5. In order to simplify
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the discussion, let us assume that ϕ̃ is actually equal to ρ̃ in a small neighbourhood of the
boundary ∂D. Therefore, we can regard

ψ := ρ̃−1 ◦ ϕ̃

as an element of Hamc(D, ω0), the group of Hamiltonian diffeomorphisms compactly sup-
ported in the interior int(D). It is C1-close to the identity and it follows from (2.1.5) that
the action σψ(p) is non-negative for all fixed points p. The following result is a special case
of Corollary 2.4.3 in section 2.4.

Proposition 2.1.12 (Special case of Corollary 2.4.3). Let ψ ∈ Hamc(D, ω0) be a Hamiltonian
diffeomorphism compactly supported in the interior int(D). Suppose that all fixed points of ψ
have non-negative action and that ψ is close to the identity with respect to the C1-topology.
Then ψ can be generated by a non-negative Hamiltonian H with support contained in int(D).

We apply Proposition 2.1.12 to the Hamiltonian diffeomorphism ψ = ρ̃−1 ◦ ϕ̃. Let G
denote the resulting Hamiltonian. We may assume that Gt vanishes for time t close to 0 or
1. Let us define the Hamiltonian K by the formula

K(t, z) := π(1− |z|2).

This Hamiltonian generates the rotation ρ̃. Now set

Ht := (K#G)t := Kt +Gt ◦ (ϕtK)−1.

This defines a 1-periodic Hamiltonian. Its time-1-flow represents ϕ̃. Since G is non-negative,
H satisfies inequality (2.1.4). As explained above, this implies that B(π) ⊂ A(H) ⊂ Z(π)
and hence cG(X) = cZ(X).

Existence of non-negative Hamiltonians. Let us sketch the proof of Proposition 2.1.12.
It follows the same basic idea as the proof of Corollary 2.4.3. The advantage of our simplified
setting here is that we can work with standard generating functions (see e.g. chapter 9
in [84]) and do not have to appeal to the generalized ones from [3]. Let ψ = (X, Y ) denote
the components of ψ. There exists a unique generating function W : D → R, compactly
supported in int(D), such that {

X − x = ∂2W (X, y)

Y − y = −∂1W (X, y)

The fixed points of ψ are precisely the critical points of W . Moreover, the action of a fixed
point is equal to the value of W at the fixed point. Since all fixed points are assumed to
have non-negative action, this implies that W takes non-negative values at all its critical
points. In particular, this implies that W is non-negative. For t ∈ [0, 1], let us define the
generating functionWt := t ·W . Let ψt denote the compactly supported symplectomorphism
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generated by Wt. This defines an arc in Hamc(D, ω0) from the identity to ψ. Let H be the
unique compactly supported Hamiltonian generating the arc ψt. Our goal is to show that
H is non-negative. A direct computation shows that H0, the Hamiltonian H at time 0, is
equal to W and in particular non-negative. The Hamiltonian H need not be autonomous.
However, the following is true. For every fixed t ∈ [0, 1], the set of critical points of Ht

is equal to the set of critical points of W . Moreover, W and Ht agree on this set. Hence
Ht takes non-negative values on its critical points. Therefore, the Hamiltonian H must be
non-negative.

Approximation results. In general, the first return map of a disk-like surface of section
need not be equal to the identity in any neighbourhood of ∂D. Nevertheless, it will be con-
venient to assume that the Reeb flow in a small neighbourhood of the boundary orbit ∂Σ
has a specific simple form. More precisely, we want to assume that the local first return
map of a small disk transverse to the orbit ∂Σ is smoothly conjugated to a rotation. The
main purpose of section 2.5 is to prove that we may approximate a given contact form with
contact forms having this property. This is slightly subtle because we need to keep track of
a certain number of higher order derivatives of the Reeb vector field in order to be able to
apply the results from section 2.4 to the first return map.

Organization. The rest of the paper is structured as follows:
In §2.2 we review some preliminary material on area preserving disk maps (§2.2.1) and

global surfaces of section (§2.2.2).
The main results of section 2.3, namely the embedding result Theorem 2.3.1 and Propo-

sition 2.3.2 on modifications of star-shaped domains, are stated in §2.3.1. The construction
of the domain A(H) is explained in §2.3.2. Proofs are given in §2.3.3 and §2.3.4. Note that
the reader only interested in Theorems 2.1.3 and 2.1.7 on the cylindrical embedding capacity
and not in the local version of the strong Viterbo conjecture (Theorem 2.1.9) may skip §2.4
and §2.5 and directly move on to §2.6, where we prove our main results.

The main results of §2.4 are Theorem 2.4.2 and Corollary 2.4.3 guaranteeing the exis-
tence of non-negative Hamiltonians generating certain Hamiltonian diffeomorphisms. They
are stated in §2.4.1. In §2.4.2 and §2.4.3 we review material from [3] on generalized gen-
erating functions. The only result that is not also explicitly explained in [3] is Proposition
2.4.10. The proofs of the main results of §2.4 are given in §2.4.4 and §2.4.5.

§2.5 is slightly technical in nature. The main result that is needed outside of this section
is Proposition 2.5.1 on certain approximations of contact forms.

In §2.6 we give proofs of the main results of our paper.

Acknowledgments. We are deeply indebted Umberto Hryniewicz, whose talk on [58] in-
spired this paper. We also thank Michael Hutchings for his suggestion to prove the strong
Viterbo conjecture near the round ball and Julian Chaidez for countless stimulating discus-
sions.
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2.2 Preliminaries

2.2.1 Area preserving maps of the disk

In this section, we recall some basic concepts and results concerning area preserving dif-
feomorphisms of the disk. Most of the material is taken from Abbondandolo-Bramham-
Hryniewicz-Salomão [3, sections 2.1 and 2.2]. Let ω be a smooth 2-form on the closed unit
disk D ⊂ C. We assume that ω is positive in the interior int(D). On the boundary, ω is al-
lowed to vanish. We let Diff+(D) denote the group of orientation preserving diffeomorphisms
of D. Let

π : D̃iff(D)→ Diff+(D) ϕ̃ 7→ ϕ

be the universal cover. We define Diff(D, ω) ⊂ Diff+(D) to be the subgroup of all diffeomor-

phisms preserving ω. Let D̃iff(D, ω) denote the preimage of Diff(D, ω) under the universal
covering map π. If ω is nowhere vanishing on the boundary ∂D, then this agrees with the
actual universal cover of Diff(D, ω). However, in general it need not agree with the universal

cover (see Remark 2.1 in [3]). Elements ϕ̃ ∈ D̃iff(D, ω) can be represented by arcs (ϕt)t∈[0,1]
in Diff+(D) which start at the identity and end at ϕ1 = π(ϕ̃) ∈ Diff(D, ω). Two such arcs

are equivalent in D̃iff(D, ω) if they are isotopic in Diff+(D) with fixed end points.

Consider a primitive λ of ω and an element ϕ̃ = [(ϕt)t∈[0,1]] ∈ D̃iff(D, ω). Then there
exists a unique smooth function σϕ̃,λ ∈ C∞(D,R) such that

ϕ∗λ− λ = dσϕ̃,λ (2.2.1)

and

σϕ̃,λ(z) =

∫
{t 7→ϕt(z)}

λ (2.2.2)

for all z ∈ ∂D (see [3, section 2.1]). We call σϕ̃,λ the action of ϕ̃ with respect to λ. We recall
the following basic result [3, Lemma 2.2].

Lemma 2.2.1. Let ϕ̃, ψ̃ ∈ D̃iff(D, ω). Let λ be a primitive of ω and let u be a smooth
real-valued function on D. Then:

1. σϕ̃,λ+du = σϕ̃,λ + u ◦ ϕ− u

2. σψ̃◦ϕ̃,λ = σψ̃,λ ◦ ϕ+ σϕ̃,λ

3. σϕ̃−1,λ = −σϕ̃,λ ◦ ϕ−1

In particular, item (1) in Lemma 2.2.1 implies that the value σϕ̃,λ(p) at a fixed point p of ϕ
is independent of the choice of primitive λ and we will occasionally denote this value by σϕ̃(p).
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The Calabi invariant Cal(ϕ̃) is defined to be the integral

Cal(ϕ̃) =

∫
D
σϕ̃,λ · ω.

It follows from item (1) in Lemma 2.2.1 that this is independent of the choice of primitive λ
and from item (2) that

Cal : D̃iff(D, ω)→ R

is a group homomorphism.

Let (ϕt)t∈[0,1] be an arc in Diff(D, ω). Let Xt be the vector field generating ϕt. Since
ϕt preserves ω, the interior product ιXtω is a closed 1-form. Since D is simply connected,
there exists a smooth function Ht on D, unique up to addition of a constant, such that
dHt = ιXtω. The vector field Xt is tangent to the boundary ∂D. This implies that dHt

vanishes on tangent vectors of ∂D. Thus Ht is constant on the boundary. We will always use
the normalization Ht|∂D = 0. This uniquely specifies Ht. Conversely, if we are given a family
of smooth functions Ht vanishing on the boundary, there exists a unique vector field XHt in
the interior int(D) satisfying ιXHt

ω = dHt. If ω does not vanish on ∂D, then XHt smoothly
extends to a vector field on the closed disk which is tangent to the boundary. Note that
this is not necessarily true if ω vanishes on the boundary. So while every arc in Diff(D, ω)
is generated by a family of Hamiltonians vanishing on the boundary ∂D, not every family of
such Hamiltonians generates an arc in Diff(D, ω). The following result [3, Proposition 2.6]

expresses the action of ϕ̃ = [(ϕt)t∈[0,1]] in terms the Hamiltonian Ht.

Lemma 2.2.2. Suppose that (ϕt)t∈[0,1] is an arc in Diff(D, ω) generated by a family of Hamil-

tonians Ht vanishing on the boundary ∂D. Let ϕ̃ ∈ D̃iff(D, ω) be the element represented by
the arc (ϕt)t∈[0,1]. Then

σϕ̃,λ(z) =

∫
{t7→ϕt(z)}

λ+

∫ 1

0

Ht(ϕt(z))dt

for all z ∈ D.

2.2.2 Global surfaces of section

Let Y 3 be a closed oriented 3-manifold equipped with a nowhere vanishing vector field R.
Let ϕt denote the flow generated by R. Let Σ ⊂ Y be an embedded compact surface, possibly
with boundary, which we also assume to be embedded. We call Σ a global surface of section
for the flow ϕt if the boundary ∂Σ consists of simple periodic orbits of ϕt, the vector field R
is transverse to int(Σ) and every trajectory of ϕt which is not contained in ∂Σ meets int(Σ)
infinitely often forward and backward in time. We will always orient surfaces of section such
that R is positively transverse to Σ, i.e. the orientation of R followed by the orientation of
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Σ agrees with the orientation of Y . Consider a boundary orbit γ of Σ. We call γ positive
if the orientation of γ given by R agrees with the boundary orientation of Σ and negative
otherwise. We define the first return time and first return map by

σ : int(Σ)→ R>0 σ(p) := inf{t > 0 | ϕt(p) ∈ Σ} (2.2.3)

and
ϕ : int(Σ)→ int(Σ) ϕ(p) := ϕσ(p)(p). (2.2.4)

Studying the dynamics of the flow ϕt is equivalent to studying the discrete dynamics of the
diffeomorphism ϕ. Let Σ′ be a second global surface of section with the same boundary orbits
as Σ, i.e. ∂Σ′ = ∂Σ. Then the respective first return maps ϕ and ϕ′ are smoothly conjugated.
To see this, we define a transfer map ψ : int(Σ) → int(Σ′) as follows. Let z0 ∈ int(Σ) and
let τ(z0) denote a real number such that ϕτ(z0)(z0) ∈ int(Σ′). Then there exists a unique
smooth extension of τ to a real-valued function on int(Σ) such that ϕτ(z)(z) ∈ int(Σ′) for all
z ∈ int(Σ). We define ψ(z) := ϕτ(z)(z). This is a diffeomorphism. The first return maps of
Σ and Σ′ are related via ϕ = ψ−1 ◦ ϕ′ ◦ ψ.
In general, the first return time σ and map ϕ need not smoothly extend to the boundary
∂Σ. In order to describe the boundary behaviour, we recall a blow-up construction due
to Fried [39]. Our exposition follows Florio-Hryniewicz [37]. We define the vector bundle
ξ := TY/⟨R⟩ on Y , where ⟨R⟩ is the subbundle of TY spanned by R. Moreover, we define
the circle bundle P+ξ := (ξ \ 0)/R+. The linearization of ϕt induces a lift dϕt of the flow ϕt

to ξ. This lift dϕt descends to the bundle P+ξ. Now consider a simple closed orbit γ of ϕt.
Then the torus Tγ := P+ξ|γ is invariant under the projective linearized flow dϕt. As a set, the
blow-up of Y at γ is equal to the disjoint union Y := (Y \γ)⊔Tγ. It carries the structure of a
compact smooth manifold with boundary Tγ. The natural projection π : Y → Y is smooth.
The pullback of the restriction of the vector field R to Y \γ is a smooth vector field R on the
interior of Y . It smoothly extends to all of Y (see e.g. [37, Lemma A.1]). The resulting flow

ϕ
t
on Y lifts the flow ϕt and its restriction to the boundary Tγ agrees with the projective

linearized flow dϕt. Consider a surface of section Σ ⊂ Y . Let Y be the simultaneous blow-up
of Y at all the boundary orbits of Σ. The surface Σ lifts to a properly embedded surface
Σ ⊂ Y with boundary ∂Σ contained in ∂Y . We recall the following definition from [37].

Definition 2.2.3. The global surface of section Σ is called ∂-strong if the lifted surface

Σ ⊂ Y is a global surface of section for the lifted flow ϕ
t
, i.e. if R is transverse to Σ and all

trajectories of ϕ
t
meet Σ infinitely often forward and backward in time.

Since Σ is a surface of section, R is clearly transverse to Σ in the interior of Y . Moreover,
all trajectories in the interior meet Σ forward and backward in time. Thus the condition for
being ∂-strong is equivalent to requiring that Σ∩Tγ is a surface of section for the projective
linearized flow dϕt on Tγ for all boundary orbits γ of Σ.

Lemma 2.2.4. Suppose that Σ ⊂ Y is a ∂-strong global surface of section. Then the first
return time extends to a smooth function σ : Σ→ R>0 and the first return map extends to a



CHAPTER 2. SURFACES OF SECTION AND SYMPLECTIC CAPACITIES 65

diffeomorphism ϕ : Σ→ Σ. If Σ′ is a second ∂-strong global surface of section with the same
boundary orbits, then any transfer map extends to a diffeomorphism ψ : Σ→ Σ′.

Proof. We simply observe that Σ being ∂-strong implies that the first return time and map
of the lifted surface Σ are also defined on the boundary ∂Σ and smooth. The same argument
applies to a transfer map ψ.

In this paper we will be mainly concerned with disk-like global surfaces of section, i.e. the
case that Σ is diffeomorphic to the closed unit disk D. The manifold Y is then necessarily
diffeomorphic to S3. Suppose that Σ is a ∂-strong disk-like global surface of section. It
will be useful to lift the first return map ϕ : Σ → Σ to an element ϕ̃ ∈ D̃iff(Σ) of the
universal cover of the space Diff+(Σ) of orientation preserving diffeomorphisms of Σ. Such
a lift depends on a choice of trivialization. Let π : Y → Y be the blow-up of Y at the
boundary orbit of Σ. A trivialization of Y is a diffeomorphism τ : R/Z× Σ→ Y such that
the composition

Σ ∼= 0× Σ ⊂ R/Z× Σ
τ→ Y

π→ Y

is simply the inclusion of Σ. Moreover, we require that ιτ∗Rdt > 0, where t denotes the
coordinate on R/Z. Since Diff+(Σ) is connected, the space of trivializations is non-empty.
Let T denote the set of isotopy classes of trivializations of Y . It is an affine space over
π1(Diff

+(Σ)) ∼= Z. We exhibit an explicit bijection deg : T → Z as follows. Let τ be a
trivialization and p ∈ ∂Σ a point in the boundary. Then the degree d of the map

S1 ∼= R/Z→ ∂Σ ∼= S1 t 7→ π(τ(t, p))

is independent of the choice of p and only depends on the isotopy class of τ . Here ∂Σ
is oriented as the boundary of Σ. We define the degree of τ to be deg(τ) := d. Given

a trivialization τ , there is a natural lift ϕ̃ of ϕ to D̃iff(Σ) constructed as follows. Let X
denote the unique (positive) rescaling of the pullback vector field τ ∗R on R/Z×Σ such that
ιXdt = 1. The flow of X yields an arc in Diff+(Σ) from the identity to ϕ. Clearly, the

element ϕ̃ ∈ D̃iff(Σ) represented by this arc only depends on the isotopy class of τ . Let us
explain the dependence of the lift on the choice of trivialization. Consider integers d and
e and let ϕ̃d and ϕ̃e denote the lifts of ϕ with respect to trivializations of degrees d and e,
respectively. Let ρ̃ ∈ D̃iff(Σ) be one full positive rotation of Σ. Then the lifts ϕ̃d and ϕ̃e are
related by the identity

ρ̃e−d ◦ ϕ̃e = ϕ̃d. (2.2.5)

Let us now specialize our discussion of global surfaces of section to Reeb flows. Let α be
a contact form on Y and let R be the induced Reeb vector field. We abbreviate ω := dα|Σ.
This is a closed 2-form on Σ. It vanishes on the boundary ∂Σ and is a positive area form
in the interior int(Σ). Note that by Stokes’ theorem Σ must possess at least one positive
boundary orbit. In particular, if Σ is a disk, then its boundary orbit must be positive. Let
λ denote the restriction of α to Σ. This defines a primitive of ω. The first return time σ and
map ϕ satisfy the identity

ϕ∗λ− λ = dσ. (2.2.6)
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This implies that ϕ preserves the area form ω. Similarly, one can show that a transfer map
ψ between two global surfaces of section Σ and Σ′ with the same boundary orbits is area
preserving.

Lemma 2.2.5. Suppose that Σ is a ∂-strong disk-like global surface of section and let ϕ̃ ∈
D̃iff(Σ, ω) denote the lift of the first return map ϕ with respect to a trivialization of degree
0. Then the action σϕ̃,λ agrees with the first return time σ.

Proof. We need to check that the first return time σ satisfies (2.2.1) and (2.2.2). The first

identity is true by (2.2.6). Let (ϕt)t∈[0,1] be any arc in Diff+(Σ) representing ϕ̃. Let z ∈ ∂Σ
be a point in the boundary and let γ : [0, 1]→ ∂Σ be the path defined by γ(t) := ϕt(z). Let

δ : [0, σ(z)] → Y be the trajectory of ϕ
t
starting at z ∈ ∂Σ ∼= ∂Σ. We can express σϕ̃,λ(z)

and σ(z) as

σϕ̃,λ(z) =

∫
γ

λ and σ(z) =

∫
δ

π∗α =

∫
τ−1◦δ

τ ∗π∗α.

In order to see that these two numbers agree, we regard γ as a path in R/Z × Σ via the
inclusion Σ ∼= 0×Σ ⊂ R/Z×Σ and form the concatenation ε := (τ−1 ◦ δ)#γ. This defines a
loop in R/Z×∂Σ which is homotopic to the loop R/Z×z. The restriction β := (τ ∗π∗α)|R/Z×∂Σ
is the pullback of the restriction of α to ∂Σ. Hence β is a closed 1-form. Since τ has degree
0, the loop R/Z× z is mapped to a contractible loop in ∂Σ by π ◦ τ . Thus the integral of β
over the loop R/Z× z vanishes. Since ε is homotopic to R/Z× z, we obtain

0 =

∫
ε

β =

∫
τ−1◦δ

τ ∗π∗α−
∫
γ

λ

where we have used that the restriction of β to 0 × ∂Σ is equal to λ. This concludes the
proof.

2.3 From disk-like surfaces of section to symplectic

embeddings

2.3.1 Embedding results

The following theorem says, roughly speaking, that if the boundary of a star-shaped domain
X ⊂ R4 admits a disk-like global surface of section of symplectic area a such that the lift
of the first return map with respect to a trivialization of degree 0 can be generated by a
positive Hamiltonian, then the domain X can be symplectically embedded into the cylinder
Z(a). The second part of the theorem states that if the lift of the first return map with
respect to a trivialization of degree 1 can still be generated by a positive Hamiltonian, then
the ball B(a) embeds into X.
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Theorem 2.3.1. Let X ⊂ R4 be a star-shaped domain. Let Σ ⊂ ∂X be a ∂-strong disk-like
global surface of section of the natural Reeb flow on ∂X. Assume that the local first return
map of a small disk transverse to the boundary orbit ∂Σ is smoothly conjugated to a rotation.
Set ω := ω0|Σ and let

a :=

∫
Σ

ω

be the symplectic area of the surface of section.

1. Let ϕ̃0 ∈ D̃iff(Σ, ω) be the lift of the first return map with respect to a trivialization of
degree 0. Suppose that there exists a Hamiltonian H : R/Z×Σ→ R with the following
properties:

a) H is strictly positive in the interior int(Σ) and vanishes on the boundary ∂Σ.

b) H is autonomous in some neighbourhood of ∂Σ.

c) The Hamiltonian vector field XHt defined by ιXHt
ω = dHt in the interior int(Σ)

smoothly extends to the closed disk Σ and is tangent to ∂Σ.

d) The arc (ϕtH)t∈[0,1] represents ϕ̃0.

Then X
s
↪→ Z(a).

2. Let ϕ̃1 ∈ D̃iff(Σ, ω) be the lift of the first return map with respect to a trivialization of
degree 1. Assume that there exists a Hamiltonian G : R/Z×Σ→ R satisfying properties

(a)-(c) above such that the arc (ϕtG)t∈[0,1] represents ϕ̃1. Then B(a)
s
↪→ X

s
↪→ Z(a).

Given a star-shaped domain X and a disk-like surface of section Σ ⊂ ∂X, we do not know
whether it is always possible to generate the lift ϕ̃0 by a Hamiltonian which vanishes on the
boundary ∂Σ and is positive in the interior. The following Proposition says that we may
always symplectically embed X into a bigger domain satisfying the hypotheses of Theorem
2.3.1.

Proposition 2.3.2. Let X ⊂ R4 be a star-shaped domain. Let Σ ⊂ ∂X be a ∂-strong disk-
like surface of section of the natural Reeb flow on ∂X. Then there exist a star-shaped domain
X ′ and a ∂-strong disk-like surface of section Σ′ of the natural Reeb flow on the boundary
∂X ′ such that Σ and Σ′ have the same symplectic areas, X symplectically embeds into X ′

and the tuple (X ′,Σ′) satisfies all hypotheses of the first assertion of Theorem 2.3.1.

2.3.2 Main construction

Given a 1-periodic Hamiltonian
H : R/Z× D→ R

which is positive in the interior int(D) and vanishes on the boundary ∂D, we construct a
domain

A(H) ⊂ C2.
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We show that the characteristic foliation on the boundary ∂A(H) possesses a disk-like surface
of section with first return map given by ϕ1

H .

Lemma 2.3.3. Let (M,ω) be a symplectic manifold. Let M̃ := Rs×(R/Z)t×M denote time-
energy extended phase space equipped with the symplectic form ω̃ := ds∧ dt+ ω. Consider a
periodic Hamiltonian

H : R/Z×M → R
and let

Γ(H) := {(H(t, p), t, p) | (t, p) ∈ R/Z×M} ⊂ M̃

denote its graph inside time-energy extended phase space M̃ . Then the characteristic foliation
on Γ(H) induced by the symplectic form ω̃ is spanned by the vector field

XHt(p) + ∂t + ∂tH(t, p) · ∂s.

Proof. We define the autonomous Hamiltonian H̃ on time-energy extended phase space by

H̃ : M̃ → R H̃(s, t, p) := H(t, p)− s.

The graph Γ(H) is given by the regular level set H̃−1(0). Thus the characteristic foliation on
Γ(H) is spanned by the restriction of the Hamiltonian vector field XH̃ to Γ(H). We compute

dH̃(s, t, p) = dHt(p) + ∂tH(t, p) · dt− ds = ιXHt+∂t+∂tH·∂s(ds ∧ dt+ ω)

and conclude that
XH̃ = XHt + ∂t + ∂tH · ∂s.

Construction 2.3.4. Consider C equipped with the standard symplectic form ω0 = dx∧dy.
Let

C̃ := Rs × (R/Z)t × C ω̃0 := ds ∧ dt+ ω0

denote time-energy extended phase space and abbreviate

C̃+ := R≥0 × R/Z× C and C̃0 := {0} × R/Z× C.

Consider the map

Φ : C̃+ → C2 Φ(s, t, z) :=

(
z ,

√
s

π
· e2πit

)
.

Φ restricts to a diffeomorphism between C̃+ \ C̃0 and C2 \ (C× 0). Moreover Φ∗ω0 = ω̃0. For
a > 0, let B2(a) ⊂ C denote the closed 2-dimensional disk of area a. Let

H : R/Z×B2(a)→ R

be a smooth function. Assume that:
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1. H is strictly positive in the interior int(B2(a)).

2. There exists a constant C > 0 such that in some neighbourhood of ∂B2(a) the function
H is given by

H(t, z) = C · (a− π|z|2). (2.3.1)

Let
Γ−(H) := {(s, t, z) ∈ C̃+ | z ∈ B2(a) and 0 ≤ s ≤ H(t, z)}

denote the subgraph of H. We define the subset A(a,H) ⊂ C2 by

A(a,H) := Φ(Γ−(H)).

Lemma 2.3.5 (Basic properties). The set A(a,H) ⊂ C2 defined in Construction 2.3.4
satisfies the following basic properties:

1. A(a,H) has smooth boundary and is diffeomorphic to the closed ball D4.

2. A(a,H) ⊂ Z(a)

3. If H(t, z) ≥ a− π|z|2, then B(a) ⊂ A(a,H).

4. The map
f : B2(a)→ ∂A(a,H) z 7→ Φ(H(0, z), 0, z)

is a parametrization of a disk-like surface of section of the characteristic foliation on
∂A(a,H). We have f ∗ω0 = ω0. Consider the lift ϕ̃0 of the first return map with respect

to a trivialization of degree 0. We regard ϕ̃0 as an element of D̃iff(B2(a), ω0) via the
parametrization f . It is represented by (ϕtH)t∈[0,1].

Remark 2.3.6. The parametrization f in item (4) of Lemma 2.3.5 is only smooth in the
interior int(D). At the boundary ∂D, the radial derivative ∂rf blows up. Since H has the
special form (2.3.1) and ϕtH is a rotation near the boundary, this does not cause problems.

Proof. Clearly, the boundary ∂A(a,H) is smooth away from the circle ∂B2(a)× {0}. Near
this circle, the Hamiltonian H has the special form (2.3.1). Thus ∂A(a,H) can be described
by the equation

C|z1|2 + |z2|2 =
Ca

π

near ∂B2(a) × {0}. The solution set of this equation is the boundary of an ellipsoid and
in particular smooth. Let G denote the Hamiltonian which is given by formula (2.3.1) on
the entire disk B2(a). The set A(a,G) is an ellipsoid and in particular diffeomorphic to the
closed ball D4. Clearly there exists a diffeomorphism

ψ : Γ−(H)→ Γ−(G)
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between the subgraphs of H and G. In fact, we can choose ψ to agree with the identity map
on all points (s, t, z) ∈ Γ−(H) such that z is close to the boundary ∂B2(a) or s is close to 0.
If ψ has these properties, then Φ ◦ ψ ◦ Φ−1 defines a diffeomorphism between A(a,H) and
A(a,G). Thus A(a,H) is diffeomorphic to D4. By construction, A(a,H) is contained in the
cylinder Z(a). If H(t, z) = a − π|z|2, then A(a,H) is the 4-dimensional ball B(a) of area
a. Since H ≤ G implies A(a,H) ⊂ A(a,G), assertion (3) is an immediate consequence. In
order to prove assertion (4), let us first observe that Lemma 2.3.3 implies that the map

g : B2(a)→ Γ(H) ⊂ C̃+ g(z) := (H(0, z), 0, z)

parametrizes a disk-like surface of section of the characteristic foliation on the graph Γ(H).
The first return map of this surface of section is given by ϕ1

H . The symplectomorphism Φ in
Construction 2.3.4 maps the characteristic foliation on the graph Γ(H) to the characteristic
foliation on ∂A(a,H). Thus the first return map of the surface of section parametrized by
f is equal to ϕ1

H as well. In order to show that (ϕtH)t∈[0,1] represents the correct lift, simply
observe that the composition of the trivialization

τ : R/Z×B2(a)→ Γ(H) τ(t, z) := (H(t, z), t, z)

of Γ(H) with Φ yields a trivialization of ∂A(a,H) of degree 0. This proves assertion (4).

2.3.3 Proof of Theorem 2.3.1

Throughout this section, we fix the setup of Theorem 2.3.1. We let X ⊂ (R4, ω0) denote a
star-shaped domain and Σ ⊂ ∂X a ∂-strong disk-like global surface of section of the natural
Reeb flow on ∂X induced by the restriction of the standard Liouville 1-form λ0 defined in
(2.1.1). We assume that the local first return map of a small disk transverse to the boundary
orbit ∂Σ is smoothly conjugated to a rotation. Let a > 0 denote the symplectic area of Σ.
Our strategy, roughly speaking, is to show that if the degree 0 lift ϕ̃0 of the first return map
can be generated by a Hamiltonian H which is positive in the interior int(Σ) and vanishes
on the boundary ∂Σ, then X is symplectomorphic to the domain A(a,H) constructed in
section 2.3.2. We construct a symplectomorphism between X and A(a,H) in two steps. In
Proposition 2.3.8 we show that there exists a diffeomorphism ψ : ∂A(a,H) → ∂X which
pulls back ω0|∂X to ω0|∂A(a,H). Then we use a result of Gromov and McDuff (Theorem 2.3.9)
to extend ψ to a symplectomorphism between A(a,H) and X. This is done in Corollary
2.3.10.

We begin with the following auxiliary lemma on the existence of a convenient parametriza-
tion of a tubular neighbourhood of the boundary orbit.

Lemma 2.3.7. Let ε > 0 be sufficiently small and let Dε ⊂ C denote the disk of radius ε.
There exist a ∂-strong disk-like global surface of section Σ′ ⊂ ∂X with the same boundary
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orbit as Σ and a parametrization F : R/Z × Dε → ∂X of a tubular neighbourhood of ∂Σ′

such that the following is true.

F−1(Σ′) = {(t, reiθ) ∈ R/Z× Dε | 0 ≤ r ≤ ε and θ = 0} (2.3.2)

and

F ∗λ0 =
1

2
r2 · dθ + (a− πbr2) · dt (2.3.3)

where b is a positive real number.

Proof. Consider a small disk D transverse to ∂Σ whose local first return map is smoothly
conjugated to a rotation. We may choose a parametrization f : Dε → D such that the
local first return map, regarded as a diffeomorphism of Dε via f , is a rotation of Dε. By an
equivariant version of Moser’s argument, after modifying the parametrization f we may in
addition assume that f ∗ω0 = ω0 where ω0 denotes the standard symplectic form on both R4

and Dε. The primitives f ∗λ0 and λ := 1
2
r2dθ of the area form ω0 on Dε differ by an exact

1-form, i.e. λ = f ∗λ0 + dα for a smooth function α on Dε. We may normalize α such that
α(0) = 0. We define

f ′ : Dε → ∂X f ′(z) := ϕα(z)(f(z))

where ϕt denotes the Reeb flow on ∂X. This parametrizes a small disk D′ transverse to ∂Σ.
A direct computation shows that f ′∗λ0 = f ∗λ0 + dα = λ and the local first return map is
still a rotation of Dε. Let ρ denote this rotation. Since ρ∗λ = λ, it follows from (2.2.6) that
the first return time of D′ is constant and equal to a, the action of the orbit ∂Σ. Let us
define the immersion

F : R× Dε → ∂X F (t, z) := ϕt(f ′(z)).

We have F ∗λ0 = dt + λ and F is invariant under the diffeomorphism ψ of R × Dε defined
by ψ(t, z) := (t − a, ρ(z)). Thus F descends to a strict contactomorphism between the
quotient (R × Dε)/ ∼ of (R × Dε, dt + λ) by the action of ψ and a tubular neighbourhood
of ∂Σ in ∂X. It is a direct computation to check that we may choose a diffeomorphism
τ : R/Z × Dε

∼= (R × Dε)/ ∼ such that the contact form dt + λ on (R × Dε)/ ∼ pulls
back to a contact form on R/Z × Dε of the form (2.3.3) for some real number b. By slight
abuse of notation, let F : R/Z×Dε → ∂X denote the resulting parametrization of a tubular
neighbourhood of ∂Σ. For appropriate choice of diffeomorphism τ , the preimage F−1(Σ) is
non-winding, i.e. isotopic to the annulus (2.3.2) in R × Dε. In fact, since Σ is a ∂-strong
surface of section, it is easy to see that we may replace Σ by an isotopic disk-like global
surface of section Σ′ with the same boundary orbit such that F−1(Σ′) is equal to the annulus
(2.3.2). It remains to show that the constant b must be positive. This is a consequence of
the fact that the boundary orbit ∂Σ′ is positive, i.e. the boundary orientation of Σ′ agrees
with the orientation induced by the Reeb vector field. Since the Reeb vector field of (2.3.3)
is simply given by 1

a
(∂t + 2πb∂θ), this means that b must be positive.

The surface of section Σ′ constructed in Lemma 2.3.7 still satisfies the assumptions of
Theorem 2.3.1 because we can simply use a transfer map ψ : Σ→ Σ′ transport the positive
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Hamiltonians H and G generating the lifts ϕ̃0 and ϕ̃1 of the first return map of Σ to obtain
positive Hamiltonians on Σ′. Thus we may replace Σ by Σ′ and assume in addition that
there exists a parametrization F of a tubular neighbourhood of ∂Σ satisfying (2.3.2) and
(2.3.3).
Our next step is to construct a special parametrization f : B2(a) → Σ such that f ∗ω = ω0

where ω0 denotes the standard symplectic form on B2(a). For reiθ near the boundary ∂B2(a)
we define

f(reiθ) = F

(
θ

2π
,

√
1

bπ
(a− πr2)

)
.

A direct computation involving (2.3.3) shows that this pulls back ω to ω0. Since both
(B2(a), ω0) and (Σ, a) have area a, we can use a Moser type argument to extend f to an
area preserving map f : (B2(a), ω0)→ (Σ, ω).

Consider the degree 0 lift ϕ̃0 of the first return map of Σ. Via the parametrization f we can
regard ϕ̃0 as an element of D̃iff(B2(a), ω0). It follows from (2.3.3) and a short computation

that ϕ̃0 is a rotation by angle 2π/b near the boundary ∂B2(a). By the assumptions in the
first assertion of Theorem 2.3.1, there exists a Hamiltonian H : R/Z × B2(a) → R which
vanishes on the boundary, is positive in the interior, is autonomous near the boundary and
generates ϕ̃0. We argue that we may in addition assume that

H(t, z) =
1

b
(a− π|z|2) for z sufficiently close to ∂B2(a). (2.3.4)

Since H is autonomous near the boundary, it is invariant under ϕ1
H , which is a rotation by

2π/b. If b is irrational, then this implies that H is invariant under arbitrary rotations and it
is not hard to see that H must in fact be given by (2.3.4). If b is rational, then H need not be
invariant under arbitrary rotations near the boundary. We show that we may replace H by a
Hamiltonian which is rotation invariant. There exists a symplectomorphism g of (B2(a), ω0)
supported in a small neighbourhood of ∂B2(a) which commutes with the rotation by angle
2π/b such that the level sets of H ◦ g near the boundary are circles centred at the centre of
B2(a). The time-1-map of H ◦ g is given by g−1 ◦ ϕ1

H ◦ g. Away from a neighbourhood of
∂B2(a) this agrees with ϕ1

H because g is equal to the identity. Near the boundary, ϕH is a
rotation by angle 2π/b and thus commutes with g. Hence g−1 ◦ ϕ1

H ◦ g agrees with ϕ1
H on all

of B2(a). Now simply replace H by H ◦ g. Then H is rotation invariant near the boundary
and again it follows that it must be given by (2.3.4).

Proposition 2.3.8. There exists a diffeomorphism ψ : ∂A(a,H)→ ∂X such that ψ∗(ω0|∂X) =
ω0|∂A(a,H).

Proof. After possibly shrinking ε, we may define

F ′ : R/Z× Dε → ∂A(a,H) F ′(t, z) :=

(√
a

π
− b|z|2 · e2πit , z

)
.
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It follows from (2.3.4) and the definition of A(a,H) that the image of F ′ is contained in
∂A(a,H) for ε sufficiently small. Moreover, we define

f ′ : B2(a)→ ∂A(a,H) f ′(z) :=

(
z,

√
H(0, z)

π

)
.

A direct computation shows that the following two diffeomorphisms between submanifolds
of ∂A(a,H) and ∂X agree on their overlap and pull back ω0|∂X to ω0|∂A(a,H):

F ◦ F ′−1 : im(F ′)→ im(F )

and
f ◦ f ′−1 : im(f ′)→ im(f)

On im(F ′)∪im(f ′) we may therefore define ψ to agree with F ◦F ′−1 and f ◦f ′−1, respectively.
Next, we explain how to extend to a diffeomorphism between ∂A(a,H) and ∂X. We pull
back the Reeb vector field R on ∂X via F ◦ F ′−1 to obtain a vector field R′ on im(F ′)
which is tangent to the characteristic foliation. We smoothly extend to a vector field on
∂A(a,H), still denoted by R′, which is everywhere tangent to the characteristic foliation.
The embedding f ′ parametrizes a surface of section of the flow generated by R′. By Lemma
2.3.5, the lift of the first return map with respect to a trivialization of degree 0 is represented
by (ϕtH)t∈[0,1], which also represents the degree 0 lift of the first return map of the surface of
section of ∂X parametrized by f . After replacing R′ by a positive scaling χ ·R′ for a suitable
smooth function χ : ∂A(a,H)→ R>0, we may assume that the first return times of the two
surfaces of section f and f ′ agree as well. This allows us to extend ψ to a diffeomorphism
ψ : ∂A(a,H)→ ∂X by requiring that ψ intertwines the flows on ∂A(a,H) and ∂X generated
by R′ and R, respectively. Set ω := ψ∗(ω0|∂X). We need to show that ω = ω0|∂A(a,H). By
construction of ψ, the pull-back of the characteristic foliation on ∂X via ψ is equal to the
characteristic foliation on A(a,H). Thus ω0 and ω induce the same characteristic foliations
on ∂A(a,H). Moreover, the restrictions of ω0 and ω to im(F ′) and im(f ′) agree. Cartan’s
formula implies

LR′ω0 = ιR′dω0 + dιR′ω0 = 0

where we use that ω0 is closed and R′ is contained in its kernel. Similarly, LR′ω = 0. Let
p ∈ ∂A(a,H)\im(F ′) and let v, w ∈ Tp∂A(a,H). Our goal is to show that ω0(v, w) = ω(v, w).
The trajectory of R′ through p intersects the surface of section im(f ′) after finite time.
Let p̃ be the first intersection point. We transport v and w via the flow of R′ to obtain
vectors ṽ, w̃ ∈ Tp̃∂A(a,H). Since LR′ω0 and LR′ω vanish, we have ω0(v, w) = ω0(ṽ, w̃) and
ω(v, w) = ω(ṽ, w̃). After replacing (p, v, w) by (p̃, ṽ, w̃), we can therefore assume w.l.o.g.
that p is contained in the surface of section im(f ′). In addition we may assume that v and
w are tangent to im(f ′). Indeed, replacing v and w by their projections onto Tp im(f ′) along
the characteristic foliation does not change ω0(v, w) and ω(v, w) because the kernels of ω0

and ω are tangent to the characteristic foliation. Now we simply use that the restrictions
ω0|im(f ′) and ω|im(f ′) agree by construction of ψ.
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We recall the following well-known theorem due to Gromov and McDuff (see Theorem
9.4.2 in [83]).

Theorem 2.3.9 (Gromov-McDuff). Let (M,ω) be a connected symplectic 4-manifold and
K ⊂M be a compact subset such that the following holds.

1. There is no symplectically embedded 2-sphere S ⊂ M with self-intersection number
S · S = −1.

2. There exists a symplectomorphism ψ : R4 \V →M \K, where V ⊂ R4 is a star-shaped
compact set.

Then (M,ω) is symplectomorphic to (R4, ω0). Moreover, for every open neighbourhood U ⊂
M of K, the symplectomorphism can be chosen equal to ψ−1 on M \ U .

Corollary 2.3.10. For j ∈ {1, 2}, let Aj ⊂ R4 be a compact submanifold diffeomorphic to
the closed disk D4. Assume that there exists a diffeomorphism ψ : ∂A1 → ∂A2 such that
ψ∗(ω0|∂A2) = ω0|∂A1. Then the boundary ∂A1 is of contact type if and only if ∂A2 is of
contact type. In this case, ψ extends to a symplectomorphism

ψ : (A1, ω0|A1)→ (A2, ω0|A2). (2.3.5)

Proof. By the uniqueness part of the coisotropic neighbourhood theorem in [45], there exist
open neighbourhoods Uj of ∂Aj such that ψ extends to a symplectomorphism

ψ : (U1, ω0|U1)→ (U2, ω0|U2).

Being of contact type is a property that only depends on a small neighbourhood of a hy-
persurface. Thus ∂A1 is if contact type if and only if ∂A2 is. Suppose now that this is the
case. After possibly shrinking U1, we can find a Liouville vector field Z1 defined on U1 and
transverse to ∂A1. Let λ1 denote the associated Liouville 1-form defined by λ1 = ιZ1ω0. Let

Z2 and λ2 denote the push-forwards via ψ. For j ∈ {1, 2} let (Âj, ωj) be the symplectic
completion of (Aj, ω0|Aj

) obtained by attaching a cylindrical end using the Liouville vector

field Zj. Let Ûj denote the union of Uj with the cylindrical end attached to Aj. Clearly, ψ
extends to a symplectomorphism

ψ : (Û1, ω1)→ (Û2, ω2).

The contact manifold (∂A1, kerλ1) is fillable. Hence it follows from Eliashberg’s paper [35]
that it is contactomorphic to S3 equipped with the standard tight contact structure. Thus
we can find a star-shaped domain V ⊂ R4 and a strict contactomorphism from (∂V, λ0)
to (∂A1, λ1), where λ0 denotes the standard Liouville 1-form on R4. There exists an open
neighbourhood U0 of R4 \ V such that this strict contactomorphism extends to a symplecto-
morphism

ϕ : (U0, ω0)→ (Û1, ω1).
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By Theorem 2.3.9, there exists a symplectomorphism

ϕ1 : (R4, ω0)→ (Â1, ω1)

which agrees with ϕ on the complement of V . Similarly, applying Theorem 2.3.9 to the
composition

ψ ◦ ϕ : (U0, ω0)→ (Û2, ω2)

we obtain a symplectomorphism

ϕ2 : (R4, ω0)→ (Â2, ω2)

agreeing with ψ ◦ ϕ on the complement of V . The composition ϕ2 ◦ ϕ−1
1 restricts to a

symplectomorphism (A1, ω0) → (A2, ω0) extending the given diffeomorphism ψ : ∂A1 →
∂A2.

Proof of Theorem 2.3.1. We prove the first assertion. By Proposition 2.3.8 and Corollary
2.3.10, X is symplectomorphic to A(a,H). By the second item of Lemma 2.3.5 we have

A(a,H) ⊂ Z(a). Thus X
s
↪→ Z(a).

We prove the second assertion. We define the Hamiltonian

K : R/Z×B2(a)→ R K(t, z) := a− π|z|2.

This Hamiltonian generates ρ̃, the full positive rotation of B2(a) by angle 2π. Our goal is

to show that we may assume that the Hamiltonian H : R/Z × B2(a) → R generating ϕ̃0

satisfies in addition K ≤ H. Then it follows from Proposition 2.3.8, Corollary 2.3.10 and
the third item in Lemma 2.3.5 that B(a)↪→X↪→Z(a). We regard the lift ϕ̃1 as an element

of D̃iff(B2(a), ω0) via the parametrization f . It follows from (2.2.5) that ϕ̃1 = ρ̃−1 ◦ ϕ̃0. In

particular, ϕ̃1 is a rotation by angle 2π(1/b − 1) near the boundary. By assumption, there

exists a Hamiltonian G : R/Z × B2(a) → R generating ϕ̃1 which is positive in the interior,
vanishes on the boundary and is autonomous near the boundary. It follows as in the case of
the Hamiltonian H generating ϕ̃0 that we can assume that G is given by

G(z, t) = (
1

b
− 1) · (a− π|z|2)

near the boundary. Define

Ht := (K#G)t = Kt +Gt ◦ (ϕtK)−1.

This defines a 1-periodic Hamiltonian generating ϕ̃0 which has the special form (2.3.4) near
∂B2(a) and is bounded below by Kt(z) = a− π|z|2.
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2.3.4 Proof of Proposition 2.3.2

We begin with some auxiliary lemmas. The first lemma concerns positive paths in the linear
symplectic group (see Lalonde-McDuff [81]). Let Sp(2n) denote the group of all linear
symplectomorphisms of R2n. Moreover, let J0 denote the matrix representing the standard
complex structure on R2n ∼= Cn. We recall that, for every path S : [0, 1] → R2n×2n of
symmetric matrices, the solution to the initial value problem

Φ̇(t) = J0S(t)Φ(t) and Φ(0) = id

is an arc Φ in Sp(2n) starting at the identity. Conversely, every such arc Φ arises this way
for a unique path S of symmetric matrices. A path Φ in Sp(2n) is called positive if S(t) is

positive definite for all t. Lemma 2.3.11 below characterizes the elements Φ̃ of the universal
cover S̃p(2) which can be represented by positive arcs. This characterization is given in
terms of the rotation number

ρ : S̃p(2)→ R.

We give two equivalent definitions of ρ. The first one involves eigenvalues of symplectic
matrices. We begin by defining a function ρ : Sp(2) → R/Z. The complex eigenvalues of a
matrix A ∈ Sp(2) are either given by λ, λ−1 for λ ∈ R \ {0} or by e±2πiθ for θ ∈ (0, 1/2). In
the former case, we define

ρ(A) :=

{
0 if λ > 0

1/2 if λ < 0

In the latter case, we fix an arbitrary vector v ∈ R2 \ {0} and define

ρ(A) :=

{
θ if ⟨J0v,Av⟩ > 0

−θ if ⟨J0v,Av⟩ < 0

The rotation number ρ is defined to be the unique lift of ρ to the universal cover S̃p(2)
satisfying ρ(id) = 0.
For our second definition of ρ, we fix v ∈ R2 \ {0} and define ρv : Sp(2) → R/Z to be the
auxiliary function characterized by

Av ∈ R>0 · e2πiρv(A) · v

We let ρv : S̃p(2)→ R denote the unique lift of ρv to the universal cover satisfying ρv(id) = 0
and define

ρ(Φ̃) := lim
k→∞

ρv(Φ̃
n)

n
.

We refer to [12, appendix A] for a proof that these two definitions of ρ coincide.

Lemma 2.3.11. Let Φ̃ ∈ S̃p(2). Then Φ̃ can be represented by a positive arc in Sp(2) if and

only if the rotation number ρ(Φ̃) is strictly positive.
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Proof. Suppose that Φ̃ is represented by a positive arc (Φ(t))t∈[0,1] in Sp(2) starting at the
identity. Let S(t) denote the path of positive definite matrices generating Φ(t). We may
choose ε > 0 such that ⟨z, S(t)z⟩ ≥ ε for all t ∈ [0, 1] and all unit vectors z ∈ R2. Fix
v ∈ R2 \ {0}. A direct computation shows that

d

dt
ρv(Φ(t)) =

⟨Φ(t)v, S(t)Φ(t)v⟩
|Φ(t)v|2

≥ ε.

It is immediate from our second definition of ρ that this implies that ρ(Φ̃) ≥ ε > 0.

Conversely, suppose that ρ(Φ̃) > 0. Our goal is to construct a positive arc in Sp(2) repre-

senting Φ̃. We claim that we may reduce ourselves to the case ρ(Φ̃) ∈ (0, 1). Indeed, for

τ ∈ R, let R̃τ ∈ S̃p(2) denote the element represented by the arc (eitτ )t∈[0,1] in U(1) ⊂ Sp(2).

Consider the function τ 7→ ρ((R̃τ )
−1 ◦ Φ̃). This function is continuous and it is clear from

our second definition of ρ that it is decreasing and that it diverges to −∞ as τ → +∞. Thus
we may pick τ > 0 such that ρ((R̃τ )

−1 ◦ Φ̃) ∈ (0, 1). Since R̃τ is represented by a positive arc

by definition, it suffices to show that the same is true for (R̃τ )
−1 ◦ Φ̃. Hence, after replacing

Φ̃ by (R̃τ )
−1 ◦ Φ̃, we may assume w.l.o.g. that ρ(Φ̃) ∈ (0, 1).

Let Φ ∈ Sp(2) denote the projection of Φ̃ to Sp(2). Since ρ(Φ̃) /∈ Z, the spectrum of Φ
does not contain positive real numbers. Thus Theorem 1.2 in [81] implies that there exists
a positive arc (Φ(t))t∈[0,1] in Sp(2) starting at the identity and ending at Φ(1) = Φ such
that Φ(t) does not have any positive real eigenvalues for any t > 0. Let [(Φ(t))t] denote
the element of the universal cover represented by the arc (Φ(t))t. Our goal is to show that

Φ̃ = [(Φ(t))t]. Since the projections of these to elements to Sp(2) agree, it is enough to show

that the rotation numbers ρ(Φ̃) and ρ([(Φ(t))t]) coincide. These rotation numbers must
agree in R/Z, so it is actually enough to show that ρ([(Φ(t))t]) ∈ (0, 1). Positivity of the
arc (Φ(t))t implies that ρ([(Φ(t))t]) > 0. This follows from the implication of Lemma 2.3.11
already proved above. Since the spectrum of Φ(t) does not contain positive real numbers
for any t > 0, we have ρ(Φ(t)) ̸= 0 for all t > 0. We deduce that ρ([(Φ(t))t]) < 1. This

concludes our proof that Φ̃ can be represented by a positive arc.

Lemma 2.3.12. Let X ⊂ R4 be a star-shaped domain and let Σ ⊂ ∂X be a ∂-strong disk-
like global surface of section. Let ε > 0 be sufficiently small and let Dε ⊂ C denote the disk
of radius ε. Then there exist a ∂-strong disk-like global surface of section Σ′ with the same
boundary orbit as Σ and a parametrization F : R/Z× Dε → ∂X of a tubular neighbourhood
of Σ such that the following is true:

F−1(Σ′) = {(t, reiθ) ∈ R/Z× Dε | 0 ≤ r ≤ ε and θ = 0} (2.3.6)

and

F ∗λ0 =
1

2
r2dθ +Hdt (2.3.7)

where H : R/Z × Dε → R is a Hamiltonian such that Ht(0) =
∫
∂Σ
λ0 and the differential

dHt(0) vanishes. Moreover, the Hessian ∇2Ht(0) is negative definite.
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Proof. Let a :=
∫
∂Σ
λ0 be the action of the orbit ∂Σ. Let ξ denote the contact structure

on ∂X. Let τ : ξ|∂Σ ∼= R2 be a symplectic trivialization of ξ|∂Σ with the property that
Σ does not wind with respect to τ . Via the trivialization τ , the linearized Reeb flow dϕt

along ∂Σ induces an arc Φ : [0, a]→ Sp(2) representing an element Φ̃ of the universal cover

S̃p(2). Since ∂Σ is a positive boundary orbit of Σ, the linearized Reeb flow along ∂Σ winds

non-negatively with respect to the surface of section Σ, i.e. ρ(Φ̃) ≥ 0. The fact that Σ is

∂-strong actually implies that ρ(Φ̃) is strictly positive. Hence it follows from Lemma 2.3.11

that Φ̃ is represented by a positive arc. We may therefore choose a loop (S(t))t∈R/aZ of
symmetric positive definite matrices generating an arc Ψ : [0, a] → Sp(2) which represents

Φ̃. After replacing τ by an isotopic trivialization, we can assume that the arc Ψ is induced
by the linearized Reeb flow. Using the trivialization τ , we can choose a parametrization
F : R/Z× Dε → ∂X of a tubular neighbourhood of ∂Σ such that

1. The pullback F ∗λ0 is given by a · dt on the circle R/Z× 0.

2. The pullback F ∗ω0 agrees with ω0 on the the circle R/Z × 0. Here ω0 denotes the
standard symplectic form on R4 and also the 2-form on R/Z×Dε whose restriction to
fibres t × Dε agrees with the standard symplectic form on Dε and which vanishes on
the vector field ∂t.

3. The linearized Reeb flow of F ∗λ0 along the orbit R/Z× 0 is given by the arc Ψ.

The remaining argument proceeds exactly as the proof of Lemma 5.2 in [59]. The result
is a modification of the parametrization F such that properties (1)-(3) above still hold and
such that F ∗λ0 is of the form (2.3.7) for some Hamiltonian H which satisfies Ht(0) = a and
dHt(0) = 0. It follows from the fact that the linearized flow Ψ is generated by symmetric
positive definite matrices and our sign conventions that ∇2Ht(0) is negative definite. Finally,
since Σ does not wind with respect to the parametrization F , we can achieve (2.3.6) by
isotoping Σ and possibly shrinking the tubular neighbourhood.

Lemma 2.3.13. Let D be a closed 2-dimensional disk. Let λ be a Liouville 1-form on D,
i.e. ω := dλ is a symplectic form and the Liouville vector field W characterized by ιWω = λ
is transverse to ∂D. Let I ⊂ R be a closed interval and endow I ×D with the contact form
dt+ λ. Here t denotes the coordinate on I. Set M := Rs × I ×D. We can regard M as the
symplectization of I ×D and equip it with the symplectic form ωM := d(es(dt+ λ)). We can
also regard M as time-energy extended phase space of D and endow it with the symplectic
form ω̃ := ds∧dt+ω. We abbreviate M+ := R≥0× I×D and M0 := 0× I×D. There exists
a symplectic embedding

G : (M+, ω̃)→ (M+, ωM)

which restricts to the identity on M0.

Proof. We assume w.l.o.g. that 0 is contained in the interior of I. We define the vector field
Y on M by

Y := ∂s −W − t · ∂t.
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Since W is outward pointing at ∂D and t · ∂t is outward pointing at ∂I, the flow of Y is
defined for all positive times. We define G to be the embedding which is uniquely determined
by requiring G(0, t, z) = (0, t, z) for all (t, z) ∈ I ×D and G∗Y = ∂s. Let us check that

G∗ωM = ω̃.

We compute

LY ωM = LY d(e
s(λ+ dt))

= d((LY e
s)(λ+ dt) + esLY (λ+ dt))

= d(es(λ+ dt− dιWλ− ιWdλ− dιt∂tdt))
= 0.

Clearly L∂sω̃ = 0 as well. Thus is suffices to check that G∗ωM and ω̃ agree on the set M0.
This is equivalent to showing that the pullbacks to M0 of G∗ωM and ω̃ and of ι∂sG

∗ωM and
ι∂sω̃ agree. Since the restriction of G to M0 is the identity, the pullback of G∗ωM to M0 is
equal to ω. This agrees with the pullback of ω̃. We compute

ι∂sG
∗ωM = ι∂sG

∗d(es(λ+ dt))

= G∗ιY e
s(ω + ds ∧ λ+ ds ∧ dt)

= G∗es(−λ+ λ+ dt+ tds)

= G∗es(dt+ tds).

The pullback of this form to M0 is simply dt. This agrees with the pullback of ιsω̃. This
establishes G∗ωM = ω̃

Proof of Proposition 2.3.2. Our first step is to construct a star-shaped domain X ′ ⊂ R4

which contains X, agrees with X outside a small neighbourhood of ∂Σ and has a ∂-strong
disk-like surface of section Σ′ ⊂ ∂X ′ of the same symplectic area as Σ such that the local first
return map of a small disk transverse to the boundary orbit ∂Σ′ is smoothly conjugated to a
rotation. We apply Lemma 2.3.12. After replacing Σ by a disk-like global surface of section
with the same boundary orbit, we may choose a parametrization F : R/Z × Dε → ∂X of a
tubular neighbourhood of ∂Σ satisfying (2.3.6) and (2.3.7). Consider time-energy extended
phase space Rs × (R/Z)t × Dε equipped with the symplectic form ω̃0 := ω0 + ds ∧ dt where
ω0 denotes the standard symplectic form on Dε. The pullback of ω̃0 via the parametrization

G : R/Z× Dε → R× R/Z× Dε G(t, z) := (Ht(z), t, z)

of the graph Γ(H) is given by ω0 + dH ∧ dt. It follows from (2.3.7) that this agrees with
F ∗ω0 where, by slight abuse of notation, ω0 also denotes the standard symplectic form on
R4. We set ψ := F ◦ G−1. This defines a diffeomorphism from Γ(H) to im(F ) satisfying
ψ∗ω0 = ω̃0|Γ(H). By the coisotropic neighbourhood theorem in [45], we may extend ψ to a
symplectomorphism defined on some open neighbourhood U of the graph Γ(H). Note that
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the push-forward of the vector field ∂s via ψ is transverse to ∂X and outward pointing. Let
H ′ be a C1-small perturbation of H supported in a small neighbourhood of R/Z × 0 with
the following properties:

1. H ′ ≥ H

2. Near R/Z× 0 the Hamiltonian H ′ is given by

H ′
t(z) = Ht(0)− b|z|2 (2.3.8)

for some positive constant b.

This is possible because the Hessian ∇2Ht(0) is negative definite. We define X ′ to be the
star-shaped domain which agrees with X outside im(ψ) and which satisfies

∂X ′ ∩ im(ψ) = ψ(Γ(H ′)).

The inequality H ′ ≥ H implies that X is contained on X ′. By (2.3.8), the orbit ∂Σ on ∂X
also is an orbit on ∂X ′. If follows from our construction of X ′ that there exists an embedding
F ′ : R/Z× Dε → ∂X ′ which agrees with F near R/Z× ∂Dε such that

F ′∗ω0 = ω0 + dH ′ ∧ dt.

We define Σ′ ⊂ ∂X ′ to agree with Σ outside im(F ′) and to be given by

{F ′(t, r) | 0 ≤ r ≤ ε and t ∈ R/Z}

inside im(F ′). This clearly defines a disk-like surface of section of the Reeb flow on ∂X ′.
Its symplectic area agrees with the symplectic area of Σ because ∂Σ′ = ∂Σ. It follows from
(2.3.8) that the local return map of the orbit ∂Σ′ is smoothly conjugated to a rotation.
Let us replace (X,Σ) by (X ′,Σ′). We may choose a smooth parametrization f : D→ Σ such
that near the boundary ∂D the pullback ω := f ∗ω0 is rotation invariant and the first return
map ϕ is a rotation. Let ϕ̃0 denote the lift of ϕ with respect to a degree 0 trivialization.
Note that by positivity of the constant b in (2.3.8), the rotation angle of ϕ̃0 near ∂D must

be strictly positive. Thus ϕ̃0 can be generated by a Hamiltonian H which vanishes on the
boundary and is autonomous and strictly positive in some neighbourhood of ∂D. We do
not know whether we can choose H to be strictly positive everywhere in the interior. Our
strategy is to construct a domain X ′ which contains X and agrees with X outside an open
neighbourhood of Σ such that the degree 0 lift of the first return map of the Reeb flow on ∂X ′

can be generated by a Hamiltonian H ′ which agrees with H near ∂D and is strictly positive
in the interior. Let K : R/Z × D → R be a non-negative Hamiltonian which is compactly

supported in the interior int(R/Z × D). The composition ϕ̃0 ◦ (ϕtK)t∈[0,1] ∈ D̃iff(D, ω) is
generated by the Hamiltonian

(H#K)t := Ht +K ◦ (ϕtH)−1. (2.3.9)
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If K is sufficiently large, then this Hamiltonian is strictly positive. The Hamiltonian H#K
need not be 1-periodic. This can be remedied as follows: First note that we can assume that
Ht is strictly positive in the interior for t in some open neighbourhood of 0 ∈ R/Z. Then
it suffices to consider K with the property that Kt vanishes for t near 0. In this situation
H#K smoothly extends to a 1-periodic Hamiltonian which is strictly positive in the interior
and autonomous and rotation invariant near the boundary. Our goal is to construct X ′ such
that the degree 0 lift of the first return map is given by ϕ̃0 ◦ (ϕtK)t∈[0,1].
Let D ⊂ int(D) be a closed disk centred at 0 and containing the support of K. After possibly
increasing the radius of D, we can assume that λ := f ∗λ0 is a Liouville 1-form on D whose
associated Liouville vector field is transverse to ∂D. Let ε > 0 be sufficiently small and let

F : [0, ε]×D → ∂X

be the unique embedding such that F (0, z) = f(z) and such that the pullback of the Reeb
vector field R on ∂X via F is given by ∂t where t is the coordinate on [0, ε]. This implies
that F ∗λ0 = λ + dt. Let M := R × [0, ε] ×D be the symplectization of ([0, ε] ×D,λ + dt)
equipped with the symplectic form ωM := d(es(λ + dt)). Using the radial Liouville vector
field Z0 on R4, we can extend F to a symplectic embedding F : (M,ωM)→ (R4, ω0) mapping
∂s to Z0. Our modification of X will be supported inside the image of F .
We apply Lemma 2.3.13 and obtain a symplectic embedding G : (M+, ω̃)→ (M+, ωM). Let
us reparametrize Kt such that it is compactly supported in the time interval (0, ε) and still
generates the same time-1-flow. Let Γ−(K) denote the subgraph of K, i.e. the set

Γ−(K) = {(s, t, z) ∈M+ | s ≤ Kt(z)}.

We define X ′ to be the union

X ′ := X ∪ F (G(Γ−(K))).

Σ is a disk-like global surface of section of the characteristic foliation on ∂X ′ and it follows
from Lemma 2.3.3 that the degree 0 lift of the first return map is given by ϕ̃′

0 = ϕ̃0◦(ϕtK)t∈[0,1].
By our construction of K, the first return map ϕ̃′

0 can be generated by a Hamiltonian
satisfying the hypotheses in Theorem 2.3.1.
The domain X ′ might not be star-shaped. We argue that X ′ must be symplectomorphic to
a star-shaped domain for appropriate choice of Hamiltonian K. Our strategy is to define a
contact form β on ∂X ′ such that dβ = ω0|X′ . This contact form must be tight and there
exists a star-shaped domain X ′′ ⊂ R4 such that (∂X ′, β) is strictly contactomorphic to
(∂X ′′, λ0|∂X′′). Corollary 2.3.10 then implies that X ′′ is symplectomorphic to X ′. On the
complement of the image of F :M → R4 we simply define β := λ0|∂X′ . We parametrize the
intersection im(F ) ∩ ∂X ′ via

F ′ : [0, ε]×D → im(F ) ∩ ∂X ′ (t, z) 7→ F (G(Kt(z), t, z)).

A direct computation shows that F ′∗ω0 = ω + dKt ∧ dt. Moreover, we have F ′∗λ0 = dt + λ
near the boundary of [0, ε] × D. Thus we may extend β to a smooth 1-form on all of ∂X ′
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be requiring that F ′∗β = dt + λ +Ktdt. The resulting 1-form clearly satisfies dβ = ω0|∂X′ .
It remains to check β is indeed a contact form on im(F ) ∩ ∂X ′ for appropriate choice of
K. This amounts to showing that F ′∗(β ∧ dβ) is a positive volume form on [0, ε] ×D. We
compute

F ′∗(β ∧ dβ) = dt ∧ ((1 +Kt)ω + λ ∧ dKt).

Thus it suffices to constructK such that (1+Kt)ω+λ∧dKt is a positive area form on D. The
first term clearly is a positive area form since Kt ≥ 0. LetW denote the Liouville vector field
on D induced by λ. We can guarantee that the second term is non-negative by choosing Kt

to be constant outside a small neighbourhood of ∂D and requiring that dKt(W ) ≤ 0 inside
that small neighbourhood. Clearly we still have the freedom to make (2.3.9) positive.

2.4 A positivity criterion for Hamiltonian

diffeomorphisms

The results of this section are inspired by the fixed point theorem stated in [3, Theorem 3].
In fact, our proofs rely on the generalized generating functions introduced in [3, sections 2.3
to 2.6].

2.4.1 Statement of the positivity criterion

The generalized generating function framework we use applies to area-preserving diffeomor-
phisms of the disk D which are radially monotone in the sense of the following definition.

Definition 2.4.1. A diffeomorphism ϕ ∈ Diff+(D) is called radially monotone if it fixes the
center 0 and if the image of the radial foliation of D under ϕ is transverse to the foliation of
D by circles centred at 0.

We state the main result of this section.

Theorem 2.4.2. Let ω be a smooth 2-form on D which is positive in the interior int(D).
Moreover, assume that ω is rotation invariant near the origin and the boundary ∂D. Let
ϕ̃ ∈ D̃iff(D, ω) and set ϕ := π(ϕ̃). Assume that:

1. ϕ fixes the origin and is radially monotone.

2. The restriction of ϕ to a small disk centred at the origin is a rotation.

3. The restriction of ϕ to a small annular neighbourhood of ∂D is a rotation.

4. The action σϕ̃(p) is positive for all fixed points p of ϕ.

Then there exists a Hamiltonian H : R/Z× D→ R with the following properties:

1. H is strictly positive in the interior int(D) and vanishes on the boundary ∂D.
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2. H is autonomous and rotation invariant in some neighbourhood of the origin and ∂D.

3. The Hamiltonian vector field XHt defined by ιXHt
ω = dHt in the interior int(D)

smoothly extends to the closed disk D and is tangent to ∂D.

4. The arc (ϕtH)t∈[0,1] represents ϕ̃.

In order to prove Theorem 2.1.9, we need to apply Theorem 2.4.2 to area-preserving
diffeomorphisms of the disk which are C1-close to the identity. Such diffeomorphisms need
not be radially monotone. However, they are smoothly conjugated to radially monotone
diffeomorphisms (see [3, Proposition 2.24]). We use this observation to deduce the following
corollary of Theorem 2.4.2.

Corollary 2.4.3. Let ω be a smooth 2-form on D which is positive in the interior int(D).
Let ϕ̃ ∈ D̃iff(D, ω) and set ϕ := π(ϕ̃). Assume that:

1. ϕ̃ is C1-close to the identity idD.

2. ϕ is smoothly conjugated to a rotation in some neighbourhood of the boundary ∂D.

3. The action σϕ̃(p) is positive for all fixed points p of ϕ.

Then there exists a Hamiltonian H : R/Z× D→ R with the following properties:

1. H is strictly positive in the interior int(D) and vanishes on the boundary ∂D.

2. H is autonomous in some neighbourhood of ∂D.

3. The Hamiltonian vector field XHt defined by ιXHt
ω = dHt in the interior int(D)

smoothly extends to the closed disk D and is tangent to ∂D.

4. The arc (ϕtH)t∈[0,1] represents ϕ̃.

2.4.2 Lifts to the strip

In order to represent area preserving diffeomorphisms of the disk D by generalized generating
functions, it will be convenient to lift them to the strip S := [0, 1] × R. This is carefully
explained in [3, section 2.3]. Here we summarize the relevant material. Consider the map

p : S → D (r, θ) 7→ r · eiθ.

The restriction of p to (0, 1]× R is a covering map to D \ {0}. The translation

T : S → S (r, θ) 7→ (r, θ + 2π)
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generates the group of deck transformations. Any orientation preserving diffeomorphism
ϕ ∈ Diff+(D) fixing the origin lifts to a diffeomorphism Φ ∈ Diff+(S) (see [3, Lemma 2.10]).
The lift Φ commutes with T , i.e.

T ◦ Φ = Φ ◦ T.
Any two lifts are related by composition with a deck transformation. A lift ϕ̃ ∈ D̃iff(D) of
ϕ to the universal cover uniquely specifies a lift Φ ∈ Diff+(S) as follows: Represent ϕ̃ by a
smooth arc (ϕt)t∈[0,1] in Diff+(D) starting at the identity. This arc uniquely lifts to an arc
(Φt)t∈[0,1] in Diff+(S) starting at the identity. Now simply set Φ := Φ1.

If the diffeomorphism ϕ ∈ Diff+(D) is radially monotone, then any lift Φ is monotone in
the sense of the following definition.

Definition 2.4.4. Let Φ ∈ Diff+(S) be a diffeomorphism and denote the components of Φ
by (R,Θ). We call Φ monotone if ∂1R(r, θ) > 0 for all (r, θ) ∈ S.

The following characterization of monotonicity will be useful in later sections.

Lemma 2.4.5. Let Φ ∈ Diff+(S) be a diffeomorphism preserving the boundary components
of S. Let Γ(Φ) ⊂ S × S denote the graph of Φ. Then Φ is monotone if and only if

π : Γ(Φ) ⊂ S × S → S (r, θ, R,Θ) 7→ (R, θ)

is a diffeomorphism.

Proof. Let Φ(r, θ) = (R(r, θ),Θ(r, θ)) denote the components of Φ. The map

(idS,Φ) : S → Γ(Φ) (r, θ) 7→ (r, θ, R(r, θ),Θ(r, θ))

is a parametrization of Γ(Φ). Clearly, π is a diffeomorphism if and only if the composition

π ◦ (idS,Φ) : S → S (r, θ) 7→ (R(r, θ), θ)

is a diffeomorphism. This is the case if and only if

R(·, θ) : [0, 1]→ [0, 1] (2.4.1)

is a diffeomorphism for every fixed θ ∈ R. By assumption Φ preserves the boundary compo-
nents of S. Thus R(0, θ) = 0 and R(1, θ) = 1 for every θ. Hence (2.4.1) is a diffeomorphism
if and only if ∂1R > 0, i.e. Φ is monotone.

Now suppose that D is equipped with a 2-form ω which is positive in the interior int(D).
Then

Ω := p∗ω

is a 2-form on S which is positive in the interior and invariant under the translation T , i.e.

T ∗Ω = Ω.

If ϕ ∈ Diff(D, ω) fixes the origin and preserves ω, then any lift Φ preserves Ω, i.e. Φ ∈
Diff(S,Ω).
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2.4.3 Generalized generating functions on the strip

Throughout this section, let Ω be a 2-form on the strip S which is positive in the interior
int(S) and preserved by T . Moreover, let Φ ∈ Diff(S,Ω) be a diffeomorphism which preserves
Ω and the boundary components of S and which commutes with T . We equip the product
S × S with the closed 2-form (−Ω) ⊕ Ω. The restriction of this 2-form to the interior of
S × S is a symplectic form. Consider a primitive 1-form α of (−Ω) ⊕ Ω whose restriction
to the diagonal ∆ ⊂ S × S vanishes. The graph Γ(Φ) is a Lagrangian submanifold of
(S×S, (−Ω)⊕Ω), i.e. the restriction of (−Ω)⊕Ω to Γ(Φ) vanishes. Therefore, the restriction
of the primitive α to Γ(Φ) is closed. Since S is simply connected, it is also exact, i.e. it can
be written as

α|Γ(Φ) = dWΦ,α (2.4.2)

for a functionWΦ,α : Γ(Φ)→ R, which is unique up to addition of a constant. We callWΦ,α a
generalized generating function for Φ with respect to α (c.f. [84, Definition 9.3.8]). In Lemma
2.4.6 below, we specify a preferred normalization of WΦ,α which we will use throughout this
paper. For z ∈ {1} × R ⊂ ∂S, let γz denote the path

γz : [0, 1]→ ∂S × ∂S γz(t) := (z, (1− t)z + tΦ(z)).

Lemma 2.4.6. There exists a unique smooth function WΦ,α : Γ(Φ)→ R satisfying

dWΦ,α = α|Γ(Φ) (2.4.3)

and

WΦ,α(z,Φ(z)) =

∫
γz

α for all z ∈ {1} × R. (2.4.4)

Proof. Set z0 := (1, 0). Clearly, there exists a unique function WΦ,α satisfying (2.4.3) such
that (2.4.4) holds for z0. We need to check that this function WΦ,α satisfies (2.4.4) for all
z ∈ {1} × R. Fix z ∈ {1} × R. We define two paths δ and ε by

δ : [0, 1]→ ∂S × ∂S δ(t) = ((1− t)z0 + tz,Φ((1− t)z0 + tz))

and
ε : [0, 1]→ ∂S × ∂S ε(t) = ((1− t)z0 + tz, (1− t)z0 + tz).

The path δ is contained in Γ(Φ) and goes from (z0,Φ(z0)) to (z,Φ(z)). The path ε connects
(z0, z0) to (z, z) and is contained in ∆. The concatenations γz0#δ and ε#γz are homotopic
inside ∂S×∂S with fixed end points. Since the restriction of (−Ω)⊕Ω to ∂S×∂S vanishes,
the restriction of α to this subspace is closed. Thus∫

γz0#δ

α =

∫
ε#γz

α.
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Using (2.4.3) and the fact that WΦ,α satisfies (2.4.4) for z0, the left hand side evaluates to∫
γz0#δ

α =

∫
γz0

α+

∫
δ

α = WΦ,α(z0,Φ(z0))+WΦ,α(z,Φ(z))−WΦ,α(z0,Φ(z0)) = WΦ,α(z,Φ(z)).

Since the restriction of α to the diagonal ∆ vanishes, the right hand side is given by∫
ε#γz

α =

∫
ε

α +

∫
γz

α =

∫
γz

α.

This concludes our proof that (2.4.4) holds for all z ∈ {1} × R.

Let β be a second primitive 1-form of (−Ω)⊕Ω whose restriction to ∆ vanishes. Then the
difference α−β is exact, i.e. there exists a smooth function u on S×S such that α−β = du.
Since the restrictions of α and β to the diagonal ∆ vanish, the function u must be constant
on ∆. Let us normalize u such that u|∆ = 0. The following lemma relates the generalized
generating functions of Φ with respect to α and β.

Lemma 2.4.7. Let WΦ,α and WΦ,β be the generalized generating functions of Φ with respect
to α and β. Then

WΦ,α = WΦ,β + u|Γ(Φ).

In particular, since u vanishes on the diagonal ∆, the value of a generalized generating
function at a fixed point of Φ is independent of the choice of primitive 1-form.

Proof. We set W := WΦ,β + u|Γ(Φ). We need to check that this function satisfies (2.4.3) and
(2.4.4). In order to show (2.4.3), we compute

dW = dWΦ,β + du|Γ(Φ) = β|Γ(Φ) + (α− β)|Γ(Φ) = α|Γ(Φ).

Let z ∈ {1} × R. We have

W (z,Φ(z)) = WΦ,β(z,Φ(z)) + u(z,Φ(z)) =

∫
γz

β +

∫
γz

du =

∫
γz

α.

Here the second equality uses that u vanishes on the diagonal ∆. This shows (2.4.4).

There are two primitives of (−Ω)⊕Ω whose associated generalized generating functions
are of particular importance to our discussion. The first such primitive is given by (−Λ)⊕Λ
where Λ is a primitive of the area form Ω on S. It will be useful to regard the associ-
ated generalized generating function WΦ,(−Λ)⊕Λ as a function on S via the parametrization
(idS,Φ) : S → Γ(Φ) of the graph Γ(Φ). We define

ΣΦ,Λ := WΦ,(−Λ)⊕Λ ◦ (idS,Φ)
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and call it the action of Φ with respect to Λ. The characterizing equations (2.4.3) and (2.4.4)
for the generalized generating function WΦ,(−Λ)⊕Λ can be expressed in terms of the action
ΣΦ,Λ as

Φ∗Λ− Λ = dΣΦ,Λ (2.4.5)

and

ΣΦ,Λ(1, θ) =

∫
δθ

Λ for all θ ∈ R (2.4.6)

where δθ denotes the path

δθ : [0, 1]→ ∂S δθ(t) := (1− t) · (1, θ) + t · Φ(1, θ).

The following basic properties of the action ΣΦ,Λ will be useful later on.

Lemma 2.4.8. 1. Let (Φt)t∈[0,1] be an arc in Diff(S,Ω) starting at the identity. Let

H : [0, 1]× S → R

be a Hamiltonian generating this arc. If we normalize H by Ht(1, θ) = 0, then the
action ΣΦ,Λ may be computed via

ΣΦ,Λ(z) =

∫
{t7→Φt(z)}

Λ +

∫ 1

0

Ht(Φt(z))dt.

2. Suppose that Λ = p∗λ is the pull-back of a primitive λ of ω and that Φ is the lift of a
diffeomorphism ϕ̃ ∈ D̃iff(D, ω) fixing the origin. Then ΣΦ,Λ = σϕ̃,λ ◦ p.

Proof. Statement (1) is the analog of [3, Proposition 2.6], which deals with area-preserving
diffeomorphisms of the disk D. The proof given in [3] carries over to the case of the strip
almost verbatim and we will not repeat it here.

We prove (2). We compute

d(σϕ̃,λ ◦ p) = p∗dσϕ̃,λ = p∗(ϕ∗λ− λ) = Φ∗p∗λ− p∗λ = Φ∗Λ− Λ.

Here the third equality uses the identity p ◦ Φ = ϕ ◦ p. Let (ϕt)t∈[0,1] be an arc in Diff+(D)
representing ϕ̃. Then

σϕ̃,λ ◦ p(1, θ) =
∫
t7→ϕt(p(1,θ))

λ =

∫
p◦δθ

λ =

∫
δθ

p∗λ =

∫
δθ

Λ = ΣΦ,Λ(1, θ).

Here the second equality uses that the restriction of λ to ∂D is closed and that t 7→ ϕt(p(1, θ))
and p◦δθ are homotopic in ∂D with fixed end points. This shows that σϕ̃,λ ◦p satisfies (2.4.5)
and (2.4.6). Thus σϕ̃,λ ◦ p = ΣΦ,Λ.



CHAPTER 2. SURFACES OF SECTION AND SYMPLECTIC CAPACITIES 88

Let us define a second special primitive of (−Ω)⊕ Ω. We write

Ω = F (r, θ) · dr ∧ dθ

where F is a smooth function on S which is positive in the interior and invariant under T .
Next, we define functions A and B on S by

A(r, θ) :=

∫ r

0

F (s, θ)ds and B(r, θ) :=

∫ θ

0

F (r, ϑ)dϑ.

We let (r, θ, R,Θ) denote coordinates on S × S and define

Ξ := (A(R, θ)− A(r, θ)) · dθ + (B(R, θ)−B(R,Θ)) · dR.

A direct computation shows that dΞ = (−Ω)⊕Ω and that the restriction of Ξ to the diagonal
∆ ⊂ S×S vanishes. The resulting generalized generating functionWΦ,Ξ is particularly useful
if the diffeomorphism Φ ∈ Diff(S,Ω) is monotone in the sense of Definition 2.4.4. From now
on, let us assume that this is the case. Consider the projection

π∆ : Γ(Φ)→ S (r, θ, R,Θ) 7→ (R, θ). (2.4.7)

By Lemma 2.4.5, π∆ is a diffeomorphism. It will be convenient to view WΦ,Ξ as a function
on S via the diffeomorphism π∆. We abbreviate

W := WΦ,Ξ ◦ π−1
∆ .

Equation (2.4.3) can be rewritten in terms of W as{
∂1W (R, θ) = B(R, θ)−B(R,Θ)

∂2W (R, θ) = A(R, θ)− A(r, θ)
for all (r, θ, R,Θ) ∈ Γ(Φ). (2.4.8)

The normalization (2.4.4) simply becomes

W |{1}×R = 0 (2.4.9)

because the restriction of the primitive Ξ to ({1}×R)× ({1}×R) vanishes. We summarize
the relevant properties of W in the following Proposition (see Proposition 2.15, Lemma 2.16
and Proposition 2.17 in [3]).

Proposition 2.4.9. Suppose that Φ ∈ Diff(S,Ω) is monotone and commutes with T . Then
there exists a unique generating function W : S → R satisfying equations (2.4.8) and the
normalization (2.4.9). The function W is invariant under T and is constant on the boundary
components of S. The interior critical points of W are precisely the interior fixed points of
Φ. We have W (p) = ΣΦ,Λ(p) for all fixed points p of Φ and any primitive Λ of Ω. If the
restriction of Λ to {0} × R vanishes, then W agrees with ΣΦ,Λ on {0} × R.
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Proof. Existence and uniqueness of W follow from Proposition 2.15 in [3]. Moreover, this
proposition asserts that W is invariant under T and constant on the boundary components
of S and that the interior critical points of W are precisely the interior fixed points of W .
The remaining assertions are proved in [3, Lemma 2.16 and Proposition 2.17] in the special

case that Φ is the lift of a diffeomorphism ϕ̃ ∈ D̃iff(D, ω) and Λ = p∗λ for a primitive λ of ω.
Since the statements in Proposition 2.4.9 are slightly more general, we provide independent
proofs. It is a direct consequence of Lemma 2.4.7 that W (p) = ΣΦ,Λ(p) for all fixed points p
of Φ. Suppose that the restriction of Λ to {0}×R vanishes. This implies that the restriction
of (−Λ) ⊕ Λ to ({0} × R)2 vanishes. Similarly, the restriction of the primitive Ξ to this
subspace vanishes. It is a direct consequence of (2.4.3) that the generating functions WΦ,Ξ

and WΦ,(−Λ)⊕Λ are both constant on Γ(Φ)∩ ({0}×R)2. Let u be the unique smooth function
on S×S whose restriction to the diagonal ∆ vanishes and which satisfies Ξ = (−Λ)⊕Λ+du.
Since both Ξ and (−Λ) ⊕ Λ restrict to zero on ({0} × R)2, the function u vanishes on this
set. By Lemma 2.4.7, this implies that WΦ,Ξ and WΦ,(−Λ)⊕Λ agree on Γ(Φ)∩ ({0}×R)2. We
conclude that W and ΣΦ,Λ agree and are constant on {0} × R.

In order to avoid technicalities involving the behaviour of Φ and W near ∂S, let us now
assume in addition that Ω is translation invariant in some small neighbourhood of ∂S. In
other words, F (r, θ) does not depend on θ for r sufficiently close to 0 or 1. Moreover, we will
restrict our attention to diffeomorphisms Φ whose restrictions to neighbourhoods of the two
boundary components of S are translations. More precisely, we will assume that there exist
constants θ0 and θ1 such that for j ∈ {0, 1}

Φ(r, θ) = (r, θ + θj) if r is sufficiently close to j. (2.4.10)

Since the following result is not explicitly stated in [3], we provide a proof.

Proposition 2.4.10. There exists a bijective correspondence between the set of all diffeo-
morphisms Φ ∈ Diff(S,Ω) which are monotone, commute with T and satisfy (2.4.10) and
the set of all smooth functions W : S → R satisfying

1. 0 < A(r, θ)− ∂2W (r, θ) < A(1, θ) for all (r, θ) ∈ int(S)

2. ∂12W (r, θ) < F (r, θ) for all (r, θ) ∈ int(S)

3. W ◦ T = W

4. There exist constants c1, c2 and c3 such that{
W (r, θ) = c1 + c2 ·

∫ r
0
F (s, θ)ds if r is sufficiently close to 0

W (r, θ) = c3 ·
∫ 1

r
F (s, θ)ds if r is sufficiently close to 1.

Φ and W correspond to each other under this bijection if and only if equations (2.4.8) hold.
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Proof. Let Φ ∈ Diff(S,Ω) be a diffeomorphism which is monotone, commutes with T and
satisfies (2.4.10). Let W be the associated generating function satisfying (2.4.8) and the
normalization (2.4.9). We verify that W satisfies properties (1)-(4). Property (3) actually is
a consequence of Proposition 2.4.9. It follows from (2.4.10) that any point (r, θ, R,Θ) ∈ Γ(Φ)
sufficiently close to the boundary satisfies r = R. Thus equation (2.4.8) implies that

∂2W (R, θ) = A(R, θ)− A(r, θ) = 0

near ∂S. Hence W is independent of θ in a neighbourhood of the boundary. Near ∂S we
also have

B(r, θ) = θ · F (r).

Here we use that F (r, θ) = F (r) does not depend on θ near ∂S. Thus (2.4.8) yields

∂1W (R, θ) = B(R, θ)−B(R,Θ) = (θ −Θ) · F (R).

Using (2.4.10) we obtain
∂1W (R, θ) = −θj · F (R)

for R close to j ∈ {0, 1}. Property (4) is an immediate consequence. Next we check property
(1). Rearranging the second equation in (2.4.8) gives

A(R, θ)− ∂2W (R, θ) = A(r, θ).

Now we simply use that A(0, θ) = 0 and that A(r, θ) is strictly monotonic in r for fixed θ.
It remains to verify (2). By Lemma 2.4.5, monotonicity of Φ implies that the projection π∆
defined in equation (2.4.7) is a diffeomorphism. Let us now parametrize Γ(Φ) by the inverse
of this diffeomorphism

π−1
∆ : S → Γ(Φ) ⊂ S × S (R, θ) 7→


r(R, θ)
θ
R

Θ(R, θ)

 .

For j ∈ {1, 2} let πj : S × S → S be the projection onto the j-th factor. The restriction of
πj to Γ(Φ) is a diffeomorphism onto S. This shows that

(R, θ) 7→ (r(R, θ), θ) and (R, θ) 7→ (R,Θ(R, θ))

are both diffeomorphisms of S. In fact, these diffeomorphisms are orientation preserving.
Thus the linearizations(

∂1r(R, θ) ∂2r(R, θ)
0 1

)
and

(
1 0

∂1Θ(R, θ) ∂2Θ(R, θ)

)
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both have positive determinant. This implies ∂1r(R, θ) > 0 and ∂2Θ(R, θ) > 0. Let us view
both sides of the first equation in (2.4.8) as functions of R and θ. Then differentiating with
respect to θ yields

∂12W (R, θ) = F (R, θ)− F (R,Θ(R, θ)) · ∂2Θ(R, θ).

In the interior of S, both F (R,Θ) and ∂2Θ are strictly positive. Thus

∂12W (R, θ) < F (R, θ)

proving (2).

Let us now prove the converse direction of Proposition 2.4.10. We start with a generating
functionW satisfying properties (1)-(4). Let us first show that we may solve equations (2.4.8)
for r and Θ and obtain a smooth map

int(S) ∋ (R, θ) 7→ (r(R, θ),Θ(R, θ)) ∈ int(S).

The function B(R, ·) is a diffeomorphism of R for fixed R ∈ (0, 1). Thus we may apply the
implicit function theorem and solve the first equation in (2.4.8) for Θ(R, θ) in the interior
int(S). For fixed θ, the function A(·, θ) is a diffeomorphism from (0, 1) onto (0, A(1, θ)). By
property (1), ∂2W (R, θ) is contained in the image of A(R, θ)−A(·, θ). Again we invoke the
implicit funciton theorem to solve the second equation in (2.4.8) for r(R, θ). The map

ι : int(S)→ S × S (R, θ) 7→


r(R, θ)
θ
R

Θ(R, θ)

 (2.4.11)

parametrizes a smooth submanifold of S × S. We show that this submanifold is in fact the
graph of a diffeomorphism of int(S). Differentiating the first equation in (2.4.8) with respect
to θ and the second equation with respect to R yields:{

∂12W (R, θ) = F (R, θ)− F (R,Θ(R, θ)) · ∂2Θ(R, θ)

∂12W (R, θ) = F (R, θ)− F (r(R, θ), θ) · ∂1r(R, θ)

Using property (2), we conclude that ∂1r > 0 and ∂2Θ > 0. Hence the composition πj ◦ ι
is a diffeomorphism onto its image for j ∈ {1, 2}. We show that this image actually is all
of int(S). By property (4), we have ∂2W = 0 near ∂S. Thus the second equation in (2.4.8)
implies that r(R, θ) = R for R near 0 or 1. This shows that r(·, θ) is a diffeomorphism of
(0, 1) for fixed θ. Therefore the image of π1 ◦ ι is int(S). The function ∂1W is bounded. For
fixed R ∈ (0, 1), the function B(R, ·) is an orientation preserving diffeomorphism of R. Thus
the first equation in (2.4.8) implies that limθ→±∞ Θ(R, θ) = ±∞. Hence the image of π2 ◦ ι
is int(S). This shows that the image of ι is the graph of a diffeomorphism Φ ∈ Diff(int(S)).
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Equations (2.4.8) imply that the pull-back of Ξ via ι is closed. Therefore Φ preserves Ω.
Property (4) implies that in a neighbourhood of ∂S equations (2.4.8) become:{

c · F (R) = (θ −Θ) · F (R)
0 = A(R, θ)− A(r, θ)

We conclude that Φ satisfies (2.4.10) near ∂S. Therefore Φ smoothly extends to the closed
strip and we have Φ ∈ Diff(S,Ω). In order to check that Φ commutes with T , first note that
A(R, θ) is invariant under T and that B(R, θ + 2π) = B(R, θ) + B(R, 2π). In combination
with invariance ofW under T , this implies that r(R, θ) is invariant under T and that Θ(R, θ+
2π) = Θ(R, θ) + 2π. Hence the image of ι is invariant under the diagonal action of T on
S × S, which implies that Φ commutes with T . The composition of π∆ ◦ ι is equal to idS.
Thus π∆ is a diffeomorphism, which is equivalent to monotonicity of Φ by Lemma 2.4.5.

2.4.4 Proof of the positivity criterion for radially monotone
diffeomorphisms

Proof of Theorem 2.4.2. Let Φ ∈ Diff(S,Ω) be the lift of ϕ̃ to the strip. Φ is monotone and
commutes with T . Since ϕ is a rotation near the origin and the boundary, Φ is a translation
near the two boundary components of S, i.e. Φ satisfies (2.4.10). It follows from rotation
invariance of ω near 0 and ∂D that Ω is translation invariant near ∂S. Let W be the unique
generating function satisfying properties (1)-(4) in Proposition 2.4.10. For t ∈ [0, 1], we
define Wt := t ·W . The functions Wt satisfy conditions (1)-(4) for all t. Indeed, the set of
functions satisfying conditions (1)-(4) is convex and both W and the zero function satisfy
these conditions. Proposition 2.4.10 therefore yields an isotopy Φt ∈ Diff(S,Ω) starting at
the identity and ending at Φ. Let H : [0, 1]× S → R be the unique Hamiltonian generating
Φt which is normalized by Ht(1, θ) = 0. Since Φt commutes with T for all t, the Hamiltonian
Ht is invariant under T . Near the boundary components of S, the isotopy Φt is a transla-
tion at constant speed. Hence H is autonomous and translation invariant near the boundary.

Our goal is to show that the restriction of H to the complement of the boundary com-
ponent {1} ×R is strictly positive. Our strategy is the following: If we can show that Ht is
strictly positive on all its interior critical points and on the boundary component {0} × R,
then it follows that Ht must be strictly positive on the complement of {1}×R. We begin by
showing that for every t, the set of interior critical points of Ht is equal to the set of interior
critical points of W . In other words, if the velocity ∂tΦt(z) vanishes for some t ∈ [0, 1], then
z must be a critical point of W and is fixed by the entire isotopy Φt. Let (Rt,Θt) denote the
components of Φt. The defining equations for the generating function Wt read:{

∂1Wt(Rt, θ) = B(Rt, θ)−B(Rt,Θt)

∂2Wt(Rt, θ) = A(Rt, θ)− A(r, θ)
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Differentiating with respect to t yields:{
∂1W (Rt, θ) + ∂11Wt(Rt, θ) · ∂tRt = ∂1B(Rt, θ) · ∂tRt − ∂1B(Rt,Θt) · ∂tRt − ∂2B(Rt,Θt) · ∂tΘt

∂2W (Rt, θ) + ∂12Wt(Rt, θ) · ∂tRt = ∂1A(Rt, θ) · ∂tRt

If z = (r, θ) is a point satisfying ∂tΦt(z) = 0 for some t, then these equations yield:{
∂1W (Rt(r, θ), θ) = 0

∂2W (Rt(r, θ), θ) = 0
(2.4.12)

This implies that z is a critical point of W . Indeed, if t = 0, then Rt(r, θ) = r and (2.4.12)
says that (r, θ) is a critical point of W . If t > 0, then (2.4.12) implies that (Rt(r, θ), θ) is
a critical point of Wt. Hence z is fixed by Φt and therefore a critical point of Wt. Since
t > 0, this implies that z is a critical point of W . Hence we have verified that every interior
critical point of Ht is a critical point of W . Conversely, suppose that z is a critical points of
W . Then z is a critical point of Wt for all t. Thus z is fixed by the isotopy Φt and hence a
critical point of Ht.

Let z be an interior critical point of Ht. By the above discussion, z is a fixed point of
Φ. We show that Ht(z) = ΣΦ(z) for all t. This implies that Ht(z) > 0. Indeed, all fixed
points of ϕ are assumed to have strictly positive action and the same is true for Φ by item
(3) in Lemma 2.4.8. Let λ be a primitive of ω and let Λ denote the pull-back to S. For every
τ ∈ [0, 1], we can compute the action ΣΦτ (z) via item (2) in Lemma 2.4.8

ΣΦτ (z) = ΣΦτ ,Λ(z) =

∫
{[0,τ ]∋t7→Φt(z)}

Λ +

∫ τ

0

Ht(Φt(z))dt =

∫ τ

0

Ht(z)dt.

Here the last equality uses that z is fixed by the isotopy Φt. By Proposition 2.4.9, the action
ΣΦτ (z) agrees with Wτ (z). We obtain

τ ·W (z) =

∫ τ

0

Ht(z)dt.

Differentiating with respect to τ yields Hτ (z) = W (z) = ΣΦ(z) > 0.

Next we show that Ht is positive on the boundary component {0} ×R. Since Λ is given
by the pull-back p∗λ and p maps the entire boundary component {0} ×R to the origin 0 of
D, the restriction of Λ to {0} × R vanishes. Thus item (2) in Lemma 2.4.8 yields

ΣΦτ ,Λ(z) =

∫ τ

0

Ht(Φt(z))dt =

∫ τ

0

Ht(z)dt

for all z ∈ {0} × R. Here the second equality uses that Ht is translation invariant near the
boundary and in particular constant on {0} × R. By Proposition 2.4.9, the action ΣΦτ ,Λ
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agrees with Wτ on {0} × R. Thus

τ ·W (z) =

∫ τ

0

Ht(z)dt

for all z ∈ {0} × R. Differentiating with respect to τ yields Hτ (z) = W (z) = ΣΦ,Λ(z). By
item (3) in Lemma 2.4.8, the action ΣΦ,Λ(z) is equal to the action σϕ̃(0) > 0. Hence Hτ is
strictly positive on {0}×R for all τ . This completes the proof that Ht is strictly positive on
the complement of {1} × R.

The Hamiltonian H is invariant under T and constant on {0}×R. Thus it descends to a
continuous function H : [0, 1]×D→ R which is smooth away from the origin. The Hamilto-
nian flow of H, which is defined on the complement of the origin, is a rotation in some small
neighbourhood of the origin. Thus the flow extends to a smooth flow on the entire disk D.
This implies that H is actually smooth everywhere. Clearly H satisfies properties (1)-(4) in
Theorem 2.4.2.

There is one detail remaining: We actually want the Hamiltonian H to be 1-periodic in
time. Here is how to fix this. Let η : R→ [0, 1] be a smooth cut-off function which vanishes
in an open neighbourhood of (−∞, 0] and is equal to 1 in an open neighbourhood of [1,∞).
For ε > 0 we define

ηε(t) := η

(
t− 1 + ε

ε

)
.

The function ηε vanishes in a neighbourhood of (−∞, 1 − ε] and is equal to 1 in a neigh-
bourhood of [1,∞). Now define

Gε : [0, 1]× D→ R Gε(t, z) := (1− ηε(t)) ·H(t, z) + ηε(t) ·H(0, z).

This actually extends to a smooth 1-periodic Hamiltonian Gε : R/Z × D → R. In an open
neighbourhood of 0 and ∂D, the Hamiltonian Gε

t agrees with Ht for all t ∈ [0, 1] because H
is autonomous in this region. If t ∈ [0, 1− ε], then Gε

t agrees with Ht on the entire disk D.
Moreover, Gε is strictly positive in the interior of D. The time-1-map ϕ1

Gε agrees with ϕ in a
neighbourhood of 0 and ∂D, but it need not agree with ϕ on the entire disk. As ε approaches
0, the diffeomorphism (ϕ1

Gε)−1 ◦ ϕ, which is compactly supported in the complement of 0
and ∂D, converges to the identity in the C1-topology. Using Lemma 2.5.4, we can therefore
find a Hamiltonian Kε : [0, 1] × D → R, compactly supported in the complement of 0 and

∂D and vanishing for t close to 0 or 1, such that ϕ1
Kε = (ϕ1

Gε)−1 ◦ ϕ̃ and such that ∥XKε∥C0

converges to 0 as ε approaches 0. Now define

Hε
t := (Gε#Kε)t = Gε

t +Kε
t ◦ (ϕtGε)−1

for t ∈ [0, 1]. This extends to a smooth 1-periodic Hamiltonian. It agrees with H in a

neighbourhood of 0 and ∂D and its time-1-map is ϕ1
Hε is equal to ϕ̃. For ε > 0 sufficiently

small, Hε is strictly positive in the interior int(D). Thus we have constructed a 1-periodic
Hamiltonian satisfying properties (1)-(4).



CHAPTER 2. SURFACES OF SECTION AND SYMPLECTIC CAPACITIES 95

2.4.5 Proof of the positivity criterion for diffeomorphisms close
to the identity

The goal of this section is to deduce Corollary 2.4.3 from Theorem 2.4.2. Key ingredient is
the following lemma.

Lemma 2.4.11. Let ϕ : D→ D be a diffeomorphism. Assume that:

1. ϕ is sufficiently C1-close to the identity idD.

2. ϕ is smoothly conjugated to a rotation near ∂D.

3. There exists a fixed point p ∈ int(D) such that ϕ is smoothly conjugated to a rotation
in a neighbourhood of p.

Then there exists a diffeomorphism ψ : D→ D such that:

1. ψ(0) = p

2. ψ−1 ◦ ϕ ◦ ψ is radially monotone.

3. ψ−1 ◦ ϕ ◦ ψ is a rotation near 0 and ∂D.

Proof. We proceed in four steps.
Step 1: Let ψ : D → D be a Möbius transformation such that ψ(0) = p. By Proposition
2.24 in [3], the diffeomorphism ψ−1 ◦ ϕ ◦ ψ fixes the origin and is radially monotone. After
replacing ϕ by ψ−1◦ϕ◦ψ, we can therefore assume that ϕ is radially monotone and smoothly
conjugated to rotations near 0 and ∂D. Note, however, that we can no longer guarantee that
ϕ is C1-close to the identity.
Step 2: We show that we may further reduce to the case that ϕ agrees with the linearization
dϕ(0) in an entire open neighbourhood of 0. We choose a ϕ-invariant neighbourhood U of 0
and an orientation preserving diffeomorphism f : (D, 0)→ (U, 0) such that ρ := f−1 ◦ϕ◦f is
a rotation around the center of D. We may approximate f with respect to the C1-topology
by a diffeomorphism f̃ : (D, 0)→ (U, 0) which agrees with its linearization df̃(0) near 0 and

with f outside some arbitrarily small neighbourhood of 0. We set ψ := f ◦ f̃−1. This defines a
compactly supported diffeomorphism of U . We may smoothly extend it to a diffeomorphism
of D by setting ψ to be equal to the identity outside U . The resulting diffeomorphism
ψ : (D, 0)→ (D, 0) is C1-close to the identity and supported in a small neighbourhood of 0.
Near 0 we have

ψ−1 ◦ ϕ ◦ ψ = (f ◦ f̃−1)−1 ◦ ϕ ◦ (f ◦ f̃−1) = f̃ ◦ (f−1 ◦ ϕ ◦ f) ◦ f̃−1 = df̃(0) ◦ ρ ◦ df̃(0)−1.

This shows that ψ−1 ◦ ϕ ◦ ψ is linear in some neighbourhood of 0. Since ψ is C1-close to the
identity and fixes the origin 0, radial monotonicity is preserved by conjugation by ψ. We
can therefore replace ϕ by ψ−1 ◦ ϕ ◦ψ and assume in addition that ϕ agrees with dϕ(0) near
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0.
Step 3: Since ϕ agrees with its linearization near 0 after performing Step 2, we may choose
a linear orientation preserving diffeomorphism g : (D, 0) → (U, 0) onto a ϕ-invariant neigh-
bourhood of 0 such that ρ := g−1 ◦ ϕ ◦ g is a rotation of D. We construct a (non-linear)

diffeomorphism g̃ : (D, 0)→ (U, 0) satisfying properties (1)-(4) below. Let (R,Θ) and (R̃, Θ̃)
denote the components of g and g̃ in polar coordinates, respectively.

1. g̃(r, θ) agrees with g(r, θ) for r > 3
4
.

2. Θ̃(r, θ) agrees with Θ(r, θ) for r > 1
2
.

3. There exists a constant C > 0 such that R̃(r, θ) = C · r for r < 1
2
.

4. Θ̃(r, θ) = θ for r < 1
4
.

Let us first choose C > 0 such that the ball BC(0) is contained in the image g(B 3
4
(0)). We

may choose a smooth function R̃(r, θ) which agrees with C · r for r < 1
2
and with R(r, θ) for

r > 3
4
and which satisfies ∂1R̃(r, θ) > 0. Since g is linear, the function Θ(r, θ) is actually

independent of r and we denote it by Θ(θ). The function Θ(θ) is an orientation preserving
diffeomorphism of the circle R/2πZ. Hence there exists a smooth isotopy from Θ to the

identity. Using such an isotopy, we may define a function Θ̃(r, θ) such that Θ̃(r, θ) = Θ(θ)

for r > 1
2
and Θ̃(r, θ) = θ for r < 1

4
. It is immediate from the construction that g̃ = (R̃, Θ̃) is

a diffeomorphism satisfying properties (1)-(4) above. As before, we define a diffeomorphism
ψ : (D, 0)→ (D, 0) which is compactly supported inside U and agrees with g ◦ g̃−1 inside U .
We have

ψ−1 ◦ ϕ ◦ ψ = (g ◦ g̃−1)−1 ◦ ϕ ◦ (g ◦ g̃−1) = g̃ ◦ (g−1 ◦ ϕ ◦ g) ◦ g̃−1 = g̃ ◦ ρ ◦ g̃−1

inside U . Since g̃ is simply multiplication by C near 0, this is an actual rotation near 0.
We need to check that ψ−1 ◦ ϕ ◦ ψ is radially monotone. Since this diffeomorphism agrees
with ϕ outside U , we only need to check radial monotonicity of the restriction to U , which
is given by g̃ ◦ ρ ◦ g̃−1 by the above computation. For r > 1

2
, the function Θ̃(r, θ) agrees

with Θ(r, θ) and is therefore independent of r. This implies that the restriction of g̃ to
D \ B 1

2
(0) preserves the foliations by radial rays. Since ρ is a rotation, the same is true for

the restriction of g̃ ◦ ρ ◦ g̃−1 to g̃(D \B 1
2
(0)). This implies radial monotonicity of ψ−1 ◦ ϕ ◦ψ

on the set g̃(D\B 1
2
(0)). For r < 1

2
, the function R̃ has the special form R̃(r, θ) = C · r. Thus

the restriction of g̃ to B 1
2
(0) preserves the foliation by circles centered at the origin. Since ρ

is a rotation, the same continues to hold for the restriction of g̃ ◦ ρ ◦ g̃−1 to g̃(B 1
2
(0)). Radial

monotonicity of ψ−1 ◦ ϕ ◦ ψ on the set g̃(B 1
2
(0)) is a direct consequence. After replacing ϕ

by ψ−1 ◦ ϕ ◦ψ, we can hence assume in addition that ϕ is an actual rotation near the origin.
Step 4: It remains to perform a similar construction to turn ϕ into a rotation near ∂D
while preserving radial monotonicity. Let Ḋ := D \ {0} denote the punctured disk. Let V
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be a ϕ-invariant neighbourhood of ∂D and f = (R,Θ) : Ḋ → V an orientation preserving
diffeomorphism such that ρ := f−1 ◦ ϕ ◦ f is a rotation of Ḋ around 0. Our goal is to define
a diffeomorphism f̃ = (R̃, Θ̃) : Ḋ → V agreeing with f in a small neighbourhood of 0 such

that f̃ ◦ ρ ◦ f̃−1 is radially monotone on V and an actual rotation near ∂D. Once we have
such f̃ , we may set ψ := f ◦ f̃−1 and extend to a diffeomorphism of D by setting ψ to be
equal to the identity outside V . We have

ψ−1 ◦ ϕ ◦ ψ = (f ◦ f̃−1)−1 ◦ ϕ ◦ (f ◦ f̃−1) = f̃ ◦ (f−1 ◦ ϕ ◦ f) ◦ f̃−1 = f̃ ◦ ρ ◦ f̃−1

which implies that ψ−1 ◦ ϕ ◦ ψ is radially monotone and a rotation near ∂D. Here is how
we construct f̃ . After shrinking V if necessary, we may assume that the image of f(r, ·)
is C1-close to ∂D for all r. In particular, Θ(r, ·) is a diffeomorphism of R/2πZ for fixed
r. Moreover, we can assume that ∂1R(r, θ) > 0. Let η(r) be a smoothing of the function
min(r, 1

5
). Assume that both η(r) and η′(r) are monotonic and that η(r) agrees with min(r, 1

5
)

outside (1
5
− ε, 1

5
+ ε) for some small ε > 0. For r < 3

5
we set Θ̃(r, θ) := Θ(η(r), θ). For

r > 4
5
we set Θ̃(r, θ) := θ. Choose a smooth isotopy from Θ(1

5
, ·) to idR/2πZ and use it to

define Θ̃ in the interval 3
5
< r < 4

5
. We set R̃(r, θ) to be equal to R(r, θ) for r < 2

5
. We

extend R̃ is such a way that ∂1R̃(r, θ) > 0. Moreover, we require that there exists C > 0

such that R̃(r, θ) = 1 + C · (r − 1) for r > 3
5
. This finishes the construction of f̃ . Clearly,

f̃ ◦ ρ ◦ f̃−1 is an actual rotation near ∂D. We need to check radial monotonicity. On the set
f̃({r > 3

5
}), radial monotonicity follows from the special form R̃(r, θ) = 1+C ·(r−1). Inside

f̃({1
5
+ ε < r < 3

5
}), radial monotonicity follows from the fact that Θ̃(r, θ) is independent of

r. For r < 1
5
− ε the diffeomorphisms f̃ and f agree, which implies radial monotonicity in

f̃({r < 1
5
− ε}). It remains to verify radial monotonicity inside f̃({1

5
− ε < r < 1

5
+ ε}). A

direct computation shows that for r < 2
5

dr
(
∂1(f ◦ ρ ◦ f−1)(f(r, θ))

)
=

1

det df(r, θ)
· dR(ρ(r, θ))

(
∂2Θ(r, θ)
−∂1Θ(r, θ)

)
(2.4.13)

and

dr
(
∂1(f̃ ◦ ρ ◦ f̃−1)(f̃(r, θ))

)
=

1

det df̃(r, θ)
· dR(ρ(r, θ))

(
∂2Θ(η(r), θ)

−∂1Θ(η(r), θ) · η′(r)

)
. (2.4.14)

Note that radial monotonicity of f ◦ ρ ◦ f−1 is precisely saying that the left hand side of
equation (2.4.13) is positive. Thus (2.4.13) implies that

dR(ρ(r, θ))

(
∂2Θ(r, θ)
−∂1Θ(r, θ)

)
> 0.

By choosing ε > 0 sufficiently small, we can guarantee that

dR(ρ(r, θ))

(
∂2Θ(η(r), θ)
−∂1Θ(η(r), θ)

)
> 0
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whenever r ∈ (1
5
− ε, 1

5
+ ε). Using the fact that ∂1R > 0 and ∂2Θ > 0, we see that

dR(ρ(r, θ))

(
∂2Θ(η(r), θ)

0

)
> 0.

Therefore, the linear functional dR(ρ(r, θ)) is positive on any convex linear combination of
the vectors (∂2Θ(η(r), θ),−∂1Θ(η(r), θ)) and (∂2Θ(η(r), θ), 0). Using η′(r) ∈ [0, 1], we can
hence deduce that

dR(ρ(r, θ))

(
∂2Θ(η(r), θ)

−∂1Θ(η(r), θ) · η′(r)

)
> 0.

Together with (2.4.14) this implies radial monotonicity of f̃ ◦ρ◦f̃−1 in the annulus f̃({1
5
−ε <

r < 1
5
+ ε}).

Proof of Corollary 2.4.3. Let us first prove the corollary under the additional assumption
that ϕ possesses a fixed point p such that ϕ is smoothly conjugated to a rotation in some
neighbourhood of p. In this situation we may apply Lemma 2.4.11. Let ψ be the resulting
diffeomorphism of D. The 2-form ψ∗ω and the diffeomorphism ψ−1 ◦ ϕ̃ ◦ ψ ∈ D̃iff(D, ψ∗ω)
satisfy all assumptions in Theorem 2.4.2, except for possibly rotation invariance of ψ∗ω near
0 and ∂D. Using an equivariant version of Moser’s argument, we may construct a diffeomor-
phism of D which is supported near 0 and ∂D, commutes with ψ−1 ◦ϕ◦ψ and pulls back ψ∗ω
to a 2-form which is rotation invariant near 0 and ∂D. After replacing ψ by its composition
with this diffeomorphism, we may assume w.l.o.g. that ψ∗ω is rotation invariant near the
origin and the boundary and apply Theorem 2.4.2 to the tuple (ψ∗ω, ψ−1 ◦ ϕ̃ ◦ ψ). Let H
denote the resulting Hamiltonian. Then the Hamiltonian H ◦ ψ−1 satisfies all assertions of
Corollary 2.4.3.

Let us now consider the general case. We claim that ϕ must possess an interior fixed point
which is either degenerate or elliptic. This clearly is the case if ϕ is equal to the identity near
the boundary ∂D. So assume that ϕ is not equal to the identity near the boundary. Since ϕ is
conjugated to a rotation near the boundary, this implies that there are no fixed points at all
near the boundary. Let us assume that all fixed points of ϕ are non-degenerate. Then there
are only finitely many fixed points and their signed count equals the Euler characteristic of
D, which is equal to 1. The Lefschetz sign of positive hyperbolic fixed points is −1 and the
Lefschetz sign of negative hyperbolic and elliptic fixed points 1. Thus there must exist a
fixed point which is negative hyperbolic or elliptic. Since ϕ̃ is assumed to be C1-close to the
identity, there are no negative hyperbolic fixed points, which implies that there must exist
an elliptic one. This concludes the proof that there must be a degenerate or elliptic interior
fixed point. We choose such a fixed point p. By Lemma 2.5.5 there exists a Hamiltonian
G, supported in an arbitrarily small neighbourhood of p and with arbitrarily small C2-norm
∥XG∥C2 , such that ϕ′ := ϕ ◦ϕ1

G is smoothly conjugated to an rotation in a neighbourhood of

p. We define the lift ϕ̃′ of ϕ′ by ϕ̃′ := ϕ̃ ◦ ϕG where ϕG ∈ D̃iff(D, ω) is represented by the arc
(ϕtG)t∈[0,1]. After shrinking ∥XG∥C2 if necessary, we can assume that the action σϕ̃′ is positive
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on all fixed points of ϕ′. Thus Corollary 2.4.3 holds for ϕ̃′ by the above discussion. Let H ′

be a Hamiltonian generating ϕ̃′ and satisfying all assertions in Corollary 2.4.3. In fact, it
follows from assertion (2) in Theorem 2.4.2 that H ′ can be chosen to satisfy dH ′

t(p) = 0 and
H ′
t(p) = σϕ̃′(p) for all t. The action σϕ̃′(p) is close to σϕ̃(p) > 0. Thus we can bound H ′

t(p)
from below by a positive constant which can be chosen uniform among all sufficiently small
G. After reparametrizing the Hamiltonian flow of G, we can assume w.l.o.g. that G vanishes
for t near 0 and 1. We define H by

Ht := (H ′#G)t = H ′
t −Gt ◦ ϕtG ◦ (ϕtH′)−1 (2.4.15)

for t ∈ [0, 1]. This smoothly extends to a 1-periodic Hamiltonian and generates ϕ̃. Since
H agrees with H ′ outside a small neighbourhood of p, it satisfies assertions (2) and (3) of
Corollary 2.4.3. If we choose G with sufficiently small norm ∥XG∥C2 , we can also guarantee
that H is strictly positive in the interior of D. This follows from (2.4.15) and the fact that
we have a strictly positive lower bound on H ′

t(p) independent of G. Thus H has all desired
properties.

2.5 From Reeb flows to disk-like surfaces of section

and approximation results

Let α0 denote the restriction of the standard Liouville 1-form λ0 on R4 defined in (2.1.1)
to the unit sphere S3. We will refer to α0 as the standard contact form. The goal of this
section is to prove the following result.

Proposition 2.5.1. Every tight contact form α on S3 which is sufficiently C3-close to the
standard contact form α0 can be C2-approximated by contact forms α′ with the following
properties: There exists a unique Reeb orbit γ of minimal action. The local first return map
of a small disk transversely intersecting γ is smoothly conjugated to an irrational rotation.
There exists a smooth embedding f : D→ S3 parametrizing a ∂-strong disk-like global surface
of section with boundary orbit γ such that the 2-form ω := f ∗dα′, the first return map
ϕ ∈ Diff(D, ω) and the lift ϕ̃1 ∈ D̃iff(D, ω) of ϕ with respect to a trivialization of degree 1
satisfy assertions (1)-(3) below.

1. ϕ̃1 is C1-close to the identity idD.

2. ϕ is smoothly conjugated to an irrational rotation in some neighbourhood of the bound-
ary ∂D.

3. All fixed points p of ϕ have positive action σϕ̃1(p).
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2.5.1 Approximation results

The next result says that we may perturb the contact form near an elliptic orbit such that
the local first return map of the perturbed Reeb flow is smoothly conjugated to a rotation.
We can choose the perturbation such that both the contact form and Reeb vector field are
close to the original contact form and Reeb vector field with respect to the C2-topology.

Proposition 2.5.2. Let α be a contact form on a 3-manifold Y . Let γ be an elliptic, simple,
closed Reeb orbit of α. For every open neighbourhood V of γ and every ε > 0 there exists a
contact form α′ on Y such that:

1. α′ agrees with α outside V .

2. ∥α′ − α∥C2 < ε

3. ∥Rα′ −Rα∥C2 < ε

4. Up to reparametrization, γ is a simple closed Reeb orbit of α′. The local first return
map of a small disk transversely intersecting γ is smoothly conjugated to an irrational
rotation.

Our proof of Proposition 2.5.2 requires some preparation. Consider R2 equipped with
the standard symplectic form ω0. Any compactly supported symplectomorphism ϕ which
is sufficiently C1-close to the identity can be represented by a unique compactly supported
generating function W (see chapter 9 in [84]). If (X, Y ) denote the components of ϕ, the
defining equations for the generating function are:{

X − x = ∂2W (X, y)

Y − y = −∂1W (X, y)

Conversely, any compactly supported functionW which is sufficiently C2-close to the identity
uniquely determines a compactly supported symplectomorphism ϕ.

Lemma 2.5.3. Let k ≥ 0. We equip the space of compactly supported diffeomorphisms
with the Ck-topology and the space of compactly supported generating functions with the
topology induced by the norm ∥∇ · ∥Ck . The correspondence between symplectomorphisms
and generating functions is continuous in both directions with respect to these topologies.

Proof. If ϕ is a symplectomorphism with corresponding generating function W , then the
graph Γ(ϕ) of ϕ inside R2 × R2 can be parametrized via

ι : R2 ∋ (X, y) 7→


X − ∂2W (X, y)

y
X

y − ∂1W (X, y)

 ∈ Γ(ϕ) ⊂ R2 × R2.
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For j ∈ {1, 2} let πj : R2 ×R2 → R2 denote the projection onto the j-th factor. Then ϕ can
be written as

ϕ = (π2 ◦ ι) ◦ (π1 ◦ ι)−1.

Clearly, the assignmentW 7→ πj ◦ι is continuous with respect to the topologies on the spaces
of functions and diffeomorphisms specified above. Since composition and taking inverses of
diffeomorphisms are continuous operations with respect to the Ck-topology, this shows that
the symplectomorphism ϕ depends continuously on W . Conversely, given ϕ we define the
diffeomorphism ψ(x, y) := (X(x, y), y). The assignment ϕ 7→ ψ is continuous with respect
to the Ck-topology. Define the function

V (x, y) := (y − Y (x, y), X(x, y)− x).

Then ∇W is given by the composition ∇W = V ◦ψ−1. Both V and ψ−1 depend continuously
on ϕ with respect to the Ck-topology. Hence the same is true for ∇W .

Lemma 2.5.4. There exist a C1-open neighbourhood U ⊂ Sympc(R2, ω0) of the identity and
a map

U→ C∞
c ([0, 1]× R2) ϕ 7→ Hϕ

such that:

1. Hϕ generates ϕ.

2. Hid = 0

3. For every integer k ≥ 1 the following is true: Equip U with the Ck-topology and
C∞
c ([0, 1]× R2) with the topology induced by the norm H 7→ ∥XH∥Ck−1 where we view

XH as an element of C∞
c ([0, 1]×R2,R2). The map ϕ 7→ Hϕ is continuous with respect

to these topologies.

Proof. Let ϕ be a compactly supported symplectomorphism sufficiently C1-close to the iden-
tity and let W be the associated generating function. For t ∈ [0, 1], let ϕt be the symplec-
tomorphism associated to the generating function t ·W . Let Hϕ : [0, 1] × R2 → R be the
unique compactly supported Hamiltonian generating the flow (ϕt)t∈[0,1]. This yields a map
ϕ 7→ Hϕ defined on a C1-open neighbourhood of the identity. Clearly, assertions (1) and (2)
hold. It remains to check continuity. Let k ≥ 1. Consider the parametrization

ιt : R2 ∋ (X, y) 7→


X − t · ∂2W (X, y)

y
X

y − t · ∂1W (X, y)

 ∈ Γ(ϕt) ⊂ R2 × R2

of Γ(ϕt). We have
ϕt = (π2 ◦ ιt) ◦ (π1 ◦ ιt)−1
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where πj : R2 × R2 → R2 denotes the projection onto the j-th factor. Clearly, the map

(C∞
c (R2), ∥∇ · ∥Ck) ∋ W 7→ πj ◦ ιt ∈ (C∞([0, 1]× R2,R2), ∥ · ∥Ck)

is continuous. Since composition and inversion of diffeomorphisms are continuous operations
with respect to the Ck-topology, this implies that

(C∞
c (R2), ∥∇ · ∥Ck) ∋ W 7→ ϕt ∈ (C∞([0, 1]× R2,R2), ∥ · ∥Ck) (2.5.1)

is continuous. We have XHϕ
= (∂tϕt) ◦ ϕ−1

t . Combining Lemma 2.5.3 with continuity of
(2.5.1), we obtain that ϕ 7→ XHϕ

is continuous with respect to the Ck-topology on symplec-
tomorphisms and the Ck−1-topology on vector fields.

Lemma 2.5.5. Let ω be an area form and ϕ a symplectomorphism defined near the origin
of R2. Assume that 0 is a fixed point of ϕ and that it is either elliptic or degenerate. Then
there exists a Hamiltonian H ∈ C∞

c ([0, 1]×R2,R) supported inside an arbitrarily small open
neighbourhood of 0 and with arbitrarily small norm ∥XH∥C2 such that 0 is a fixed point
of ϕ ◦ ϕ1

H and such that ϕ ◦ ϕ1
H is smoothly conjugated to an irrational rotation in some

neighbourhood of 0.

Proof. After a change of coordinates, we can assume w.l.o.g. that ω = ω0. Since 0 is elliptic
or degenerate as a fixed point of ϕ, we may choose a C∞-small Hamiltonian H supported in a
small neighbourhood of 0 such that 0 is an elliptic fixed point of ϕ◦ϕ1

H with rotation number
an irrational multiple of 2π and such that ϕ◦ϕ1

H is real analytic in some open neighbourhood
of 0. It follows from [85, Chapter 23, p. 172-173] that there exists a symplectomorphism ψ
defined in an open neighbourhood of 0 and fixing 0 such that

ψ−1 ◦ ϕ ◦ ϕ1
H ◦ ψ(x, y) =

(
cos(θ(x, y)) − sin(θ(x, y))
sin(θ(x, y)) cos(θ(x, y))

)
·
(
x
y

)
+O4(x, y)

where θ(x, y) = θ0 + θ1(x
2 + y2) for real constants θ0 and θ1 and O4(x, y) is a real analytic

map vanishing up to order 3 at the origin. Since d(ϕ ◦ ϕ1
H)(0) is conjugated to an irrational

rotation, the constant θ0 is an irrational multiple of 2π. There exists a symplectomorphism
ξ arbitrarily C3-close to the identity and supported in an arbitrarily small neighbourhood of
0 such that

ψ−1 ◦ ϕ ◦ ϕ1
H ◦ ψ ◦ ξ(x, y) =

(
cos(θ(x, y)) − sin(θ(x, y))
sin(θ(x, y)) cos(θ(x, y))

)
·
(
x
y

)
near 0. Lemma 2.5.4 yields a Hamiltonian G supported in a small neighbourhood of 0
such that ϕ1

G = ξ and such that ∥XG∥C2 is controlled by ∥ξ − id ∥C3 . We may choose an
autonomous Hamiltonian K such that ∥K∥C3 is arbitrarily small, K is supported in an
arbitrarily small neighbourhood of 0 and K(x, y) = θ1

4
(x2+ y2)2 near 0. The time-1-map ϕ1

K

is given by

ϕ1
K(x, y) =

(
cos(−θ1(x2 + y2)) − sin(−θ1(x2 + y2))
sin(−θ1(x2 + y2)) cos(−θ1(x2 + y2))

)
·
(
x
y

)
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in a neighbourhood of 0. Thus we have

ψ−1 ◦ ϕ ◦ ϕ1
H ◦ ψ ◦ ϕ1

G ◦ ϕ1
K(x, y) =

(
cos θ0 − sin θ0
sin θ0 cos θ0

)
·
(
x
y

)
.

Hence
ϕ ◦ ϕ1

H ◦ ψ ◦ ϕ1
G ◦ ϕ1

K ◦ ψ−1 = ϕ ◦ ϕ1
H ◦ ϕ1

G◦ψ−1 ◦ ϕ1
K◦ψ−1

is smoothly conjugated to an irrational rotation. Let η : [0, 1]→ [0, 1] be a smooth function
such that η(t) = 0 for t near 0 and η(t) = 1 for t near 1 and η′ ≥ 0. Define the Hamiltonian
F by

F : [0, 1]× R2 → R F (t, z) :=


3 · η′(3t) ·K(η(3t), ψ−1(z)) for 0 ≤ t ≤ 1

3

3 · η′(3t− 1) ·G(η(3t− 1), ψ−1(z)) for 1
3
≤ t ≤ 2

3

3 · η′(3t− 2) ·H(η(3t− 2), z) for 2
3
≤ t ≤ 1.

F is compactly supported, vanishes for t near 0 and 1 and generates the symplectomorphism
ϕ1
H ◦ ϕ1

G◦ψ−1 ◦ ϕ1
K◦ψ−1 . Thus ϕ ◦ ϕ1

F is smoothly conjugated to an irrational rotation. By
shrinking the supports of H, ξ and K and the norms ∥H∥C∞ , ∥ξ − id ∥C3 and ∥K∥C3 , we
can make the support of F and the norm ∥XF∥C2 arbitrarily small.

Lemma 2.5.6. Let α be a contact form on a 3-manifold Y and let γ be a simple closed Reeb
orbit. Let p be a point on γ and let D be a small disk intersecting γ transversely in p. We
denote ω := dα|D. Let ϕ : (U, ω) → (D,ω) be the local first-return-map of the Reeb flow,
defined in some open neighbourhood U ⊂ D. There exist a C1-open neighbourhood U of zero
inside C∞

c ([0, 1]× U,R) and a map

U→ Ω1(Y ) H 7→ αH

such that:

1. αH is a contact form and agrees with α outside a small neighbourhood of γ.

2. The local first return map of the Reeb flow of αH is given by ϕ ◦ ϕ1
H .

3. α0 = α

4. For every interger k ≥ 0 the following is true: Equip U with the topology induced by
the norm ∥XH∥Ck . Equip Ω1(Y ) and Vect(Y ) with the Ck-topologies. Then the maps
H 7→ αH and H 7→ RαH

are continuous with respect to these topologies.

Proof. Denote λ := α|D. For T > 0 sufficiently small, there exists an embedding

F : [0, T ]×D → Y
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such that the restriction of F to {0} ×D is the inclusion of D and such that F ∗α = dt+ λ.
Let η : [0, T ]→ [0, 1] be a smooth function which is equal to 0 near 0, equal to 1 near T and
satisfies η′ ≥ 0. Given a Hamiltonian H ∈ U, we define H ′ by

H ′(z, t) := η′(t) ·H(z, η(t)).

H ′ vanishes for t near 0 and T and its time-T -map agrees with the time-1-map of H. The
map H 7→ H ′ is continuous with respect to the topology induced by the norm ∥XH∥Ck . We
define αH by

αH := (1 +H ′)dt+ λ (2.5.2)

in the coordinate chart F . We extend αH to all of Y by setting it equal to α outside im(F ).
If H is sufficiently C1-small, then αH is a contact form. The Reeb vector field inside the
coordinate chart F is given by

RαH
=

1

1 +H ′ + λ(XH′)
· (∂t +XH′). (2.5.3)

This is positively proportional to ∂t + XH′ . Thus the local first return map of the disk D
induced by the Reeb flow of αH is given by ϕ◦ϕ1

H . It is immediate from formulas (2.5.2) and
(2.5.3) that αH and RαH

depend continuously on H with respect to the topologies specified
in assertion (4).

We are finally ready to prove Proposition 2.5.2.

Proof of Proposition 2.5.2. Let D be a small disk transversely intersecting γ in a point p.
Denote ω := dα|D. For a sufficiently small open neighbourhood p ∈ U ⊂ D we have a
well-defined local first return map ϕ : (U, ω) → (D,ω). The map ϕ has an elliptic fixed
point at p. By Lemma 2.5.5, there exists a Hamiltonian H : [0, 1] × U → R, supported in
an arbitrarily small neighbourhood of p and with arbitrarily small norm ∥XH∥C2 , such that
ϕ ◦ϕ1

H is smoothly conjugated to an irrational rotation in some neighbourhood of p. Lemma
2.5.6 yields a contact form αH on Y which agrees with α outside a small neighbourhood
of γ such that the local first return map of the Reeb flow of αH is given by ϕ ◦ ϕ1

H . By
assertion (4) in Lemma 2.5.6, we can make ∥αH −α∥C2 and ∥RαH

−Rα∥C2 arbitrarily small
by shrinking ∥XH∥C2 .

2.5.2 Proof of Proposition 2.5.1

This section is devoted to the proof of Proposition 2.5.1.

Lemma 2.5.7. There exists ε > 0 with the following property: Let α be a tight contact form
on S3 satisfying the following conditions:

1. ∥Rα −Rα0∥C2 < ε

2. Rα = c ·Rα0 on the great circle Γ := {(z1, 0) | |z1| = 1} for some constant c > 0.
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3. Γ is the unique shortest Reeb orbit of α.

4. The local return map of a small disk transversely intersecting Γ is smoothly conjugated
to an irrational rotation.

Then there exists a smooth embedding f : D→ S3 parametrizing a ∂-strong disk-like surface
of section with boundary orbit Γ such that the 2-form ω := f ∗dα and the lift of the first return
map ϕ̃1 ∈ D̃iff(D, ω) with respect to a trivialization of degree 1 satisfy assertions (1)-(3) in
Proposition 2.5.1.

Proof. Our proof is based on Proposition 3.6 in [3]. We define

f : R/Z× D→ S3 f(t, eiθ) :=
(
sin
(π
2
r
)
ei(θ+2πt), cos

(π
2
r
)
e2πit

)
.

Up to replacing R/πZ by R/Z, this agrees with the map f defined in [3]. By assertion (iii)
in [3, Proposition 3.6], the pull-back of the Reeb vector field Rα via f |R/Z×int(D) extends to a
smooth vector field R on the closed solid torus R/Z×D. Moreover, the C1-norm ∥R−∂t∥C1

is controlled by the C2-norm ∥Rα − Rα0∥C2 . This shows that if Rα is sufficiently C2-close
to Rα0 , then R is positively transverse to the fibres t × D of the solid torus. In particular,
the restriction of f to 0×D parametrizes a ∂-strong disk-like global surface of section of the
Reeb flow of α. Let z be a point in the boundary ∂D. The map

R/Z→ Γ t 7→ f(t, z)

has degree 1. Thus the flow of R on R/Z × D induces the lift ϕ̃1 of the first return map
of f |0×D with respect to a trivialization of degree 1. We see that the C1-distance between

ϕ̃1 and the identity idD is controlled by the C2-distance between Rα and Rα0 , which yields
assertion (1) of Proposition 2.5.1. The hypothesis that the local first return map of the orbit
Γ is smoothly conjugated to an irrational rotation implies that the global first return map ϕ
is smoothly conjugated to an irrational rotation near the boundary. Let p be a fixed point
of ϕ corresponding to a closed Reeb orbit γ of α. By assumption, Γ is the unique shortest
Reeb orbit of α. Thus

∫
γ
α >

∫
Γ
α. Let ϕ̃0 denote the lift of ϕ with respect to a trivialization

of degree 0. It follows from Lemma 2.2.5 that
∫
γ
α = σϕ̃0(p). The actions of ϕ̃0 and ϕ̃1 are

related via σϕ̃0(p) = σϕ̃1(p) +
∫
Γ
α. Thus we can conclude that σϕ̃1(p) is positive.

Lemma 2.5.8. For every ε > 0 there exists δ > 0 such that for all tight contact forms α
on S3 which satisfy ∥Rα − Rα0∥C2 < δ and for all simple closed Reeb orbits γ of action less
than 3

2
· π there exists a diffeomorphism ψ of S3 such that:

1. Rψ∗α = c ·Rα0 on the great circle Γ := {(z1, 0) | |z1| = 1} for some constant c > 0.

2. ψ(Γ) = im(γ)

3. ∥Rψ∗α −Rα0∥C2 < ε
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Proof. This is immediate from Proposition 3.10 in [3].

Proof of Proposition 2.5.1. Choose ε > 0 as in Lemma 2.5.7. Choose corresponding δ > 0 as
in Lemma 2.5.8. Let U be a small C3-open neighbourhood of α0 such that all α ∈ U satisfy
∥Rα−Rα0∥C2 < δ. We also demand that (S3, α) is strictly contactomorphic to the boundary
of a strictly positively curved domain. We prove that the Proposition holds for all α ∈ U.
It suffices to consider C∞-generic α. In particular we can assume that all periodic orbits
are non-degenerate and that there exists a unique orbit γ of minimal action. Since (S3, α)
is strictly contactomorphic to the boundary of a strictly positively curved domain, it follows
from [32] (see in particular Theorem 3 and Proposition 9 in chapter V) that γ must have
Conley-Zehnder index 3 with respect to a global trivialization of the contact structure. This
implies that γ must be elliptic or negative hyperbolic. By shrinking U we can guarantee the
linearized return map of γ to be arbitrarily close to the identity. Hence we can guarantee that
γ is elliptic. We apply Proposition 2.5.2. This yields a contact form α′ approximating α in
the C2-topology and agreeing with α outside a small neighbourhood of γ such that the local
return map of γ generated by the Reeb flow of α′ is smoothly conjugated to an irrational
rotation. We can also demand ∥Rα′ − Rα∥C2 to be arbitrarily small. In particular we can
guarantee that ∥Rα′ − Rα0∥C2 < δ. We apply Lemma 2.5.8 to the contact form α′ and the
Reeb orbit γ of minimal action. Let ψ be a diffeomorphism of S3 satisfying properties (1)-(3)
in Lemma 2.5.8. Then the contact form ψ∗α′ satisfies all assumptions in Lemma 2.5.7. Hence
there exists a smooth embedding f : D → S3 parametrizing a ∂-strong disk-like surface of
section of the Reeb flow of ψ∗α′ with boundary orbit Γ such that the 2-form ω := f ∗d(ψ∗α′)

and the first return map ϕ̃1 ∈ D̃iff(D, ω) satisfy assertions (1)-(3) in Proposition 2.5.1. Since
ψ∗α′ and α′ are strictly contactomorphic, the same is true for α′.

2.6 Proofs of the main results

Proof of Theorem 2.1.9. Let X ⊂ R4 be a convex domain such that ∂X is C3-close to the
unit sphere S3. Let g : S3 → R>0 be the unique function such that

∂X = {
√
g(x) · x | x ∈ S3}.

The function g is C3-close to the constant function 1. The pull-back of the contact form
λ0|∂X via the radial map

S3 → ∂X x 7→
√
g(x) · x

is given by α := g · α0 and is C3-close to α0. Let α′ be a contact form which is C2-close to
α and satisfies all assertions of Proposition 2.5.1. We claim that there exists a star-shaped
domain X ′ whose boundary ∂X ′ is C1-close to ∂X and strictly contactomorphic to (S3, α′).
Indeed, arguing as in the proof of Proposition 3.11 in [3], we conclude that there exists a
C1-open neighbourhood U ⊂ Ω1(S3) of α and a map

U→ C∞(S3) β 7→ gβ
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which is continuous with respect to the Ck+1 topology on U and the Ck-topology on C∞(S3),
maps α to the constant function 1 and has the property that every β ∈ U is a contact form
strictly contactomorphic to gβ · α. Since α′ is C2-close to α, the function gα′ is C1-close to
the constant function 1. We define X ′ to be the star-shaped domain with boundary

∂X ′ = {
√
gα′(x) · g(x) · x | x ∈ S3}.

∂X ′ is C1-close to ∂X. The pull-back to S3 of the contact form λ0|∂X′ via the radial
projection is given by gα′ · g · α0 = gα′ · α. This is strictly contactomorphic to α′. We claim
that cG(X

′) = cZ(X
′). Let f : D → ∂X ′ be a surface of section satisfying the assertions

of Proposition 2.5.1. This means that we may apply Corollary 2.4.3 to ϕ̃1, the lift of the
first return map with respect to a trivialization of degree 1. Let H : R/Z × D → R denote
a Hamiltonian satisfying all assertions of Corollary 2.4.3. This Hamiltonian satisfies all

hypotheses for the second part of Theorem 2.3.1. We conclude that B(a)
s
↪→ X ′ s

↪→ Z(a)
where a > 0 is the symplectic area of the surface of section. In particular, this implies
that cG(X

′) = cZ(X
′). We can make the C1-distance between ∂X and ∂X ′ arbitrarily

small by letting the C2-distance between α and α′ go to zero. This shows that X may
be approximated in the C1-topology by star-shaped domains X ′ whose Gromov width and
cylindrical embedding capacity agree. It is an easy consequence of the monotonicity and
conformality of symplectic capacities that any symplectic capacity is continuous on the space
of all star-shaped domains with respect to the C0-topology. Therefore cG(X) = cZ(X).

Proof of Theorem 2.1.3. We apply Proposition 2.3.2. This yields a star-shaped domain X ′

such that X
s
↪→ X ′ and a ∂-strong disk-like global surface of section Σ′ ⊂ ∂X ′ such that Σ′

has the same symplectic area as Σ and such that (X ′,Σ′) satisfies all hypotheses in the first
part of Theorem 2.3.1. Let a > 0 denote the symplectic area of Σ. By Theorem 2.3.1, there

exist symplectic embeddings X
s
↪→ X ′ s

↪→ Z(a). In particular, we have cZ(X) ≤ a.

Proof of Theorem 2.1.7. It was proved by Hofer-Wysocki-Zehnder in [54] that every star-
shaped domain X possesses a Hopf orbit, i.e. that AHopf(X) < ∞. Although not explicitly
stated in this form, the proof of the existence result of Hopf orbits in [54] shows more, namely
that ifX symplectically embeds into the cylinder Z(a), then AHopf(X) ≤ a. The reason is the
following. Since X embeds into Z(a), it also embeds into the productM := S2(a+ε)×T 2(b).
Here S2(a+ε) is the 2-sphere equipped with an area form of total area a+ε for an arbitrarily
small ε > 0 and T 2(b) is the 2-torus of total area b for some sufficiently large b. For an
arbitrary compatible almost complex structure J , the symplectic manifold M is foliated by
J-holomorphic spheres in the homology class [S2 × ∗]. Hofer-Wysocki-Zehnder produce a
Hopf orbit by neck-stretching J-holomorphic spheres along the boundary of X. Carrying
out this procedure with J-holomorphic spheres of symplectic area a + ε yields a Hopf orbit
with action at most a+ ε. Therefore AHopf(X) ≤ a+ ε. Since ε > 0 is arbitrary, this shows
that AHopf(X) ≤ a.

Let us now assume that X is dynamically convex. It is proved by Hryniewicz-Hutchings-
Ramos [58] that the infimum in the definition of AHopf(X) is attained in this case. This
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means that there exists a Hopf orbit γ with action A(γ) = AHopf(X). As mentioned in
the introduction, it follows from work of Hryniewicy-Salomão [60] and Hryniewicz [57] that
γ bounds a disk-like global surface of section. In fact, Florio-Hryniewicz proved in [37,
Proposition 2.8] that γ bounds a ∂-strong disk-like surface of section. Thus it is a direct
consequence of Theorem 2.1.3 that X symplectically embeds into Z(AHopf(X)).
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Chapter 3

PFH spectral invariants and C∞

closing lemmas

3.1 Introduction

Throughout this paper, let Σ be a closed connected surface of genus g, and let ω be a
symplectic (area) form on Σ. We are interested in (orientation-preserving) area-preserving
diffeomorphisms ϕ : (Σ, ω) → (Σ, ω). We are also interested in Hamiltonian isotopy classes
in the set of all area-preserving diffeomorphisms of (Σ, ω); we denote the Hamiltonian isotopy
class of ϕ by [ϕ].

3.1.1 Closing lemmas

Our convention is that a periodic orbit of ϕ with period k is a set of k distinct points in Σ
that are cyclically permuted by ϕ. A periodic point is a point in a periodic orbit.

Definition 3.1.1. Let Φ be a Hamiltonian isotopy class of area-preserving diffeomorphisms
of (Σ, ω). We say that Φ satisfies the C∞ generic density property if for a C∞-generic
area-preserving diffeomorphism ϕ ∈ Φ, the set of periodic points of ϕ is dense in Σ.

It was proved by Asaoka-Irie [7] that the Hamiltonian isotopy class of the identity satisfies
the C∞ generic density property. It is natural to ask which other Hamiltonian isotopy classes
satisfy this property.

Remark 3.1.2. The C∞ generic density property fails for some Hamiltonian isotopy classes
of area-preserving diffeomorphisms of T 2. In fact, it follows from a result of Herman [51,
Annexe, Thm. 2.2] that if ϕ is a Diophantine rotation of T 2, then there is a neighborhood of
ϕ in the C∞ topology in the space of maps Hamiltonian isotopic to ϕ such that any map ϕ′

in this neighborhood is smoothly conjugate to ϕ, and hence has no periodic orbits. (Thanks
to V. Humilière for this reference.)



CHAPTER 3. PFH SPECTRAL INVARIANTS AND C∞ CLOSING LEMMAS 110

One approach to proving the C∞ generic density property is to create periodic orbits
through a given region by local perturbations:

Definition 3.1.3. Let Φ be a Hamiltonian isotopy class of area-preserving diffeomorphisms
of (Σ, ω). We say that Φ satisfies the C∞ closing property if for every map ϕ ∈ Φ and for
every nonempty open set U ⊂ Σ, there exists a C∞-small Hamiltonian isotopy supported in
U from ϕ to ϕ′ such that ϕ′ has a periodic orbit intersecting U.

Standard arguments, see e.g. [77, §3], show:

Lemma 3.1.4. If the Hamiltonian isotopy class Φ satisfies the C∞ closing property, then it
satisfies the C∞ generic density property.

One can now ask which Hamitonian isotopy classes satisfy the C∞ closing property. One
of our main results is the following:

Theorem 3.1.5. (proved in §3.7) Let Φ be a Hamiltonian isotopy class of area-preserving
diffeomorphisms of (Σ, ω). Suppose that Φ is rational (Definition 3.1.6) and satisfies the
U-cycle property (Definition 3.2.23). Then Φ satisfies the C∞ closing property.

To explain the rationality hypothesis, we need to introduce a key actor in the story, the
mapping torus of ϕ. This is a three-manifold defined by

Yϕ = [0, 1]× Σ/ ∼, (1, x) ∼ (0, ϕ(x)). (3.1.1)

The mapping torus is a fiber bundle over S1 = R/Z with fiber Σ. If t denotes the [0, 1]
coordinate on [0, 1]×Σ, then the vector field ∂t on [0, 1]×Σ descends to a vector field on Yϕ,
which we also denote by ∂t. Periodic orbits of the map ϕ of period d correspond to simple
periodic orbits of the vector field ∂t whose projection to S1 has degree d. Since the map ϕ
preserves the symplectic form ω on Σ, this form induces a fiberwise symplectic form ω on
Yϕ. The latter extends to a closed 2-form ωϕ on Yϕ, characterized by ωϕ(∂t, ·) = 0.

We need to consider how the cohomology class [ωϕ] ∈ H2(Yϕ;R) depends on ϕ. Let
{ϕs}s∈[0,1] be a smooth isotopy of area-preserving diffeomorphisms of (Σ, ω), and suppose for
simplicity that ϕs is constant for s close to 0 or 1. (See §3.3 for a more general formalism
for Hamiltonian isotopies.) We then obtain a diffeomorphism of mapping tori

f : Yϕ0
≃−→ Yϕ1 .

This is induced by the diffeomorphism of [0, 1]× Σ sending

(t, x) 7−→ (t, ϕ−1
t (ϕ0(x))). (3.1.2)

If the isotopy {ϕs} is Hamiltonian, then f ∗[ωϕ1 ] = [ωϕ0 ] ∈ H2(Yϕ0 ;R).

Definition 3.1.6. The Hamiltonian isotopy class Φ is rational if for ϕ ∈ Φ, the cohomology
class [ωϕ] ∈ H2(Yϕ;R) is a real multiple of a class in the image of H2(Yϕ;Z).
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Example 3.1.7. Suppose that Σ = T 2 = R2/Z2 and ω is the restriction of the standard
symplectic form on R2. Any orientation-preserving diffeomorphism of T 2 is isotopic to the
diffeomorphism induced by a linear map A ∈ SL2 Z; see e.g. the introduction to [10]. It
follows that any area-preserving diffeomorphism is Hamiltonian isotopic to a map of the
form ϕ(x) = Ax + b where A ∈ SL2 Z and b ∈ R2/Z2. A computation using the Mayer-
Vietoris sequence shows that there is a short exact sequence1

0 −→ H2(Σ) −→ H2(Yϕ)
h−→ Ker(A− I : Z2 ⟲) −→ 0,

where the first arrow is induced by inclusion of the fiber {0} × Σ, and the map h is given
by the homology class in H1(T

2) of the intersection with {0} × Σ. If Z ∈ H2(Yϕ), then we
have

∫
Z
ωϕ ≡ ω(h(Z), b) mod Z. Thus [ϕ] is rational if and only if ω(v, b) ∈ Q whenever

v ∈ Ker(A− I : Z2 ⟲).
In particular, if A = I, that is if ϕ is smoothly isotopic to the identity, then [ϕ] is rational

if and only if b ∈ Q2/Z2, namely ϕ is a rational rotation. If A − I has rank one, then ϕ
is isotopic to a power of a Dehn twist, and [ϕ] is rational when ω(v, b) ∈ Q where v is a
generator of Ker(A−I : Z2 ⟲). In all other cases, ϕ is finite order or Anosov and b2(Yϕ) = 1,
so [ϕ] is automatically rational.

The U -cycle property is too technical to explain in the introduction, but we will see in
Example 3.2.22 and Lemma 3.7.2 below that every rational Hamiltonian isotopy class on S2

or T 2 satisfies this property. Thus Theorem 3.1.5 implies:

Corollary 3.1.8. Let Φ be a Hamiltonian isotopy class of area-preserving diffeomorphisms
of S2 or T 2. If Φ is rational, then Φ satisfies the C∞ closing property.

Note that the unique Hamiltonian isotopy class of area-preserving diffeomorphisms of S2

is rational. Any non-rational area-preserving diffeomorphism of T 2 can be perturbed to a
rational one by a C∞-small (non-Hamiltonian) isotopy. Then as in [7, Cor. 1.2], we obtain:

Corollary 3.1.9. For a C∞-generic area-preserving diffeomorphism of T 2, the set of periodic
points is dense in T 2.

Remark 3.1.10. After the initial version of this paper was completed, it was shown in [27]
that every rational Hamiltonian isotopy class on a surface of any genus satisfies the U -cycle
property (see Remark 3.7.3). Thus the U -cycle hypothesis in Theorem 3.1.5 is redundant,
and Corollary 3.1.8 also holds for surfaces of higher genus.

Remark 3.1.11. It was shown in [28], which appeared simultaneously with the initial version
of this paper, that Corollary 3.1.9 holds for surfaces of higher genus. The argument in [28]
also shows that every rational Hamiltonian isotopy class satisfies the C∞ generic density
property.

1Our convention is that the homology of a topological space is taken with Z coefficients by default unless
otherwise stated.
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3.1.2 Quantitative closing lemmas

Going beyond the C∞ closing property, our methods also yield quantitative closing lemmas,
asserting roughly that during a given Hamiltonian isotopy, within time δ a periodic orbit must
appear with period O(δ−1). We now give some examples of precise quantitative statements
that we can prove.

Definition 3.1.12. Let U ⊂ Σ be a nonempty open set, let l ∈ (0, 1), and let a ∈
(0, area(U)). A (U, a, l)-admissible Hamiltonian is a smooth function H : [0, 1] × Σ → R
such that:

• H(t, x) = 0 for t close to 0 or 1.

• H(t, x) = 0 for x /∈ U.

• H ≥ 0.

• There is an interval I ⊂ (0, 1) of length l and a disk D ⊂ U of area a such that H ≥ 1
on I ×D.

Given any Hamiltonian H : [0, 1] × Σ → R satisfying the first bullet point above, let
{φt}t∈[0,1] denote the associated Hamiltonian isotopy (see §3.3 for conventions), and given
an area-preserving diffeomorphism ϕ of Σ, write ϕH = ϕ ◦ φ1.

Theorem 3.1.13. (proved in §3.7) Let ϕ be an area-preserving diffeomorphism of (S2, ω),
write A =

∫
S2 ω, let U ⊂ S2 be a nonempty open set, and let H be a (U, a, l)-admissible

Hamiltonian. If 0 < δ ≤ al−1, then for some τ ∈ [0, δ], the map ϕτH has a periodic orbit
intersecting U with period d satisfying

d ≤
⌊
Al−1δ−1

⌋
. (3.1.3)

Remark 3.1.14. When δ = al−1 and Aa−1 /∈ Z, the bound (3.1.3) is sharp! That is,
under the hypotheses of Theorem 3.1.13, one cannot prove the existence of a period orbit
intersecting U with period less than ⌊Aa−1⌋. The reason is that if a = area(U)− ε for ε > 0
sufficiently small, then the open sets ϕi(U) for 0 ≤ i < ⌊Aa−1⌋ have total area less than A
and thus could be disjoint.

We also obtain a slightly weaker inequality for rational area-preserving diffeomoprhisms
of the torus:

Theorem 3.1.15. (proved in §3.7) Let ϕ be an area-preserving diffeomorphism of (T 2, ω),
and write A =

∫
T 2 ω. Suppose that the Hamiltonian isotopy class [ϕ] is rational, let Ω ∈

H2(Yϕ;Z) be an integral cohomology class such that [ωϕ] is a positive multiple of the image
of Ω, and let d0 = ⟨Ω, [T 2]⟩. Let U ⊂ Σ be a nonempty open set, and let H be a (U, a, l)-
admissible Hamiltonian. If 0 < δ ≤ al−1, then for some τ ∈ [0, δ], the map ϕτH has a
periodic orbit intersecting U with period d satisfying

d ≤ d0
(⌊
Ad−1

0 l−1δ−1
⌋
+ 1
)
.
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Theorems 3.1.13 and 3.1.15 are special cases of a more general statement, Theorem 3.7.4
below, which is also applicable to higher genus surfaces. For some further developments
on quantitative closing lemmas, which appeared after the initial version of this paper, see
[13,29,62].

3.1.3 Background and motivation for the proofs

The main precedent for Theorem 3.1.5 is the proof by Irie [77] of the following C∞ closing
lemma for contact forms on closed three-manifolds. See also the survey [61].

Theorem 3.1.16 (Irie). Let Y be a closed three-manifold, let λ be a contact form on Y , and
let U ⊂ Y be a nonempty open set. Then there exists a contact form λ′ which is C∞-close
to λ and agrees with λ outside of U, such that the Reeb vector field associated to λ′ has a
periodic orbit intersecting U.

The proof uses the embedded contact homology of (Y, λ); see [66] for detailed definitions.
If λ is nondegenerate, meaning that the periodic orbits of the Reeb vector field are non-
degenerate, then the embedded contact homology ECH(Y, λ) is the homology of a chain
complex generated (over Z/2) by certain finite sets of Reeb orbits with multiplicities, and
whose differential counts certain J-holomorphic curves in R× Y for a suitable almost com-
plex structure J . Taubes [97] proved that ECH(Y, λ) is canonically isomorphic to a version
of Seiberg-Witten Floer cohomology of Y as defined by Kronheimer-Mrowka [80], and in
particular depends only on the contact structure ξ = Ker(λ). For any contact form λ on Y ,
possibly degenerate, and for any nonzero class σ ∈ ECH(Y, ξ), there is a “spectral invari-
ant” cσ(Y, λ) ∈ R, which is the total period of a finite set of Reeb orbits with multiplicities
homologically selected by ECH. The spectral invariants, unlike ECH, are highly sensitive to
the contact form λ.

For the proof of Theorem 3.1.16, we can assume without loss of generality that Y is
connected. There is then a well-defined map U : ECH(Y, ξ)→ ECH(Y, ξ), which is induced
by a chain map counting certain J-holomorphic curves that are constrained to pass through
a base point in R × Y . Define a U-sequence to be a sequence of nonzero classes {σk}k≥1

in ECH(Y, ξ) such that Uσk+1 = σk for all k ≥ 1. As explained for example in [24, Lem.
A.1], results of Kronheimer-Mrowka [80] on Seiberg-Witten Floer homology imply that U -
sequences always exist.

The key ingredient now is the following “Weyl law” for ECH spectral invariants proved2

in [25].

Theorem 3.1.17. [25] Let Y be a closed connected three-manifold, let λ be a contact form
on Y , and let {σk}k≥1 be a U-sequence in ECH(Y, ξ). Then

lim
k→∞

cσk(Y, λ)
2

k
= 2vol(Y, λ). (3.1.4)

2This was earlier proved in a special case in [65], and later given a different proof by Sun [96].
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Here the contact volume is defined by

vol(Y, λ) =

∫
Y

λ ∧ dλ.

To prove Theorem 3.1.16, one can define a smooth one-parameter family of contact forms
{λt} such that λ0 = λ, outside of U we have λt = λ, and d

dt
vol(Y, λt) > 0. There must then

exist Reeb orbits of λt passing through U for arbitrarily small t. Otherwise, there exists
δ > 0 such that λt has no Reeb orbit passing through U for t ∈ [0, δ]. One can deduce that
each spectral invariant cσ(Y, λt) is independent of t ∈ [0, δ]. It then follows from the Weyl
law (3.1.4) that vol(Y, λt) is also independent of t ∈ [0, δ], which is a contradiction.

Returning to area-preserving surface diffeomorphisms: Asaoka-Irie proved that a C∞-
generic Hamiltonian diffeomorphism of (Σ, ω) has dense periodic points by starting with
a Hamiltonian diffeomorphism ϕ and constructing a contact three-manifold with an open
book decomposition whose page is Σ with a disk removed, and whose monodromy is a slight
modification of ϕ. One can then apply Theorem 3.1.16 to find a C∞-small perturbation of
the contact form with dense Reeb orbits, and translate this back to a C∞-small perturbation
of ϕ with dense periodic orbits.

It is not obvious how to extend the above argument to other Hamiltonian isotopy classes,
because there are cohomological obstructions to defining the desired contact form. We will
instead work more directly with periodic Floer homology (PFH). This is a theory which is
defined analogously to ECH, but using periodic orbits of an area-preserving surface diffeo-
morphism instead of Reeb orbits of a contact form on a three-manifold. PFH is isomorphic
to a version of Seiberg-Witten Floer cohomology of the mapping torus Yϕ, as shown by Lee-
Taubes [82]. Originally, PFH was defined before ECH; see [63, 71]. Since then there have
been many applications of ECH to dynamics of Reeb vector fields in three dimensions and
symplectic embeddings in four dimensions. Applications of PFH have only recently begun
to appear, including the spectacular proof by Cristofaro-Gardiner, Humilière, and Seyfad-
dini [21] that the group of compactly supported area-preserving homeomorphisms of the disk
is not simple, and additional applications of PFH to area-preserving homeomorphisms of the
two-sphere [20].

We will prove a PFH analogue of the “Weyl law” (3.1.4) in Theorem 3.8.1 below, replacing
the notion of “U -sequence” by a notion of “U -cycle”. This Weyl law implies closing lemmas
as in Theorem 3.1.5 (under slightly stronger hypotheses on the U -cycles), following Irie’s
proof of Theorem 3.1.16.

Remark 3.1.18. Cristofaro-Gardiner, Prasad, and Zhang [28] have independently proved a
related Weyl law in PFH by different methods. This Weyl law (together with a nonvanishing
result for Seiberg-Witten Floer cohomology) is used in [28] to prove the generic density results
described in Remark 3.1.11.

A Weyl law is really much stronger than necessary to detect the creation of periodic
orbits. Indeed, a Weyl law implies that during a suitable perturbation, infinitely many
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spectral invariants change, with certain asymptotics; but to detect the creation of a periodic
orbit, it suffices to show that a single spectral invariant changes by any nonzero amount.
In §3.6 we introduce a refinement of Irie’s argument which, instead of a Weyl law, uses
bounds on “spectral gaps” coming from ball packings in symplectic cobordisms, to detect
the creation of periodic orbits. This method in fact leads to stronger, quantitative closing
lemmas as in §3.1.2 above.

The rest of the paper is organized as follows. In §3.2 we review the definition of periodic
Floer homology. In §3.3 we discuss invariance of PFH under Hamitonian isotopy; here we
find it useful to relate a Hamiltonian isotopy to the graph of a function Yϕ → R. In §3.4
we explain how to define the PFH spectral numbers we will use. In §3.5 we prove a key
lemma which gives relations between PFH spectral invariants of different maps in the same
Hamiltonian isotopy class arising from ball packings in symplectic cobordisms between the
graphs of different Hamiltonians. In §3.6 we use this lemma to show how “spectral gaps” in
PFH allow one to detect the creation of periodic orbits, with quantitative bounds. In §3.7
we use this machinery to prove all of our theorems stated above. Finally, in §3.8 we state
and prove a Weyl law for PFH spectral invariants.

Acknowledgments. We thank the anonymous referees for detailed comments which helped
us improve the clarity of the exposition.

3.2 Periodic Floer homology

We now set up the version of PFH that we will be using, which one might call “twisted
PFH”, in more detail. Most of this material is also explained in [21, 63, 64, 71, 82], although
we will use a particular bookkeeping formalism of Novikov rings and reference cycles to keep
track of areas of holomorphic curves. Apart from this bookkeeping, PFH is extremely similar
to ECH, and we will refer to the lecture notes [66] on ECH for some definitions and basic
results that do not differ significantly from the PFH case.

3.2.1 PFH generators and holomorphic curves

Let (Σ, ω) be a closed connected surface of genus g with a symplectic (area) form, and let
ϕ : (Σ, ω)→ (Σ, ω) be an area-preserving diffeomorphism.

Definition 3.2.1. An orbit set is a finite set of pairs α = {(αi,mi)} such that:

• The αi are distinct periodic orbits of ϕ.

• The mi are positive integers.
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Let Yϕ denote the mapping torus of ϕ as in (3.1.1). For an orbit set as above, regarding
the periodic orbits αi as embedded loops in Yϕ, we define the homology class

[α] =
∑
i

mi[αi] ∈ H1(Yϕ).

A periodic orbit of ϕ of period k is nondegenerate if for x ∈ Σ in the periodic orbit,
the derivative dϕkx : TxΣ → TxΣ does not have 1 as an eigenvalue. A nondegenerate orbit
as above is hyperbolic if dϕkx has real eigenvalues. We say that ϕ is nondegenerate if all of
its periodic orbits (including multiply covered periodic orbits where the points in Σ are not
distinct) are nondegenerate; this holds for C∞ generic ϕ in any Hamiltonian isotopy class Φ.

Definition 3.2.2. Assume that ϕ is nondegenerate. A PFH generator is an orbit set α =
{(αi,mi)} such that mi = 1 whenever αi is hyperbolic.

Remark 3.2.3. The requirement that mi = 1 when αi is hyperbolic is motivated by the
relation with Seiberg-Witten theory, and some such condition is needed to obtain a topolog-
ical invariant; see [66, §2.7]. This requirement is also used in the proof that the differential
∂J defined below satisfies ∂2J = 0; see [66, §5.4] for explanation in the analogous situation of
ECH.

Notation 3.2.4. If γ and γ′ are 1-cycles3 in Yϕ with [γ] = [γ′] ∈ H1(Yϕ), let H2(Yϕ, γ, γ
′)

denote the set of relative homology classes of 2-chains Z in Yϕ with ∂Z = γ − γ′. This is an
affine space over H2(Yϕ).

To define the differential on the chain complex below, we will need to choose a generic
almost complex structure J on R × Yϕ satisfying the following conditions. To state them,
let E → Yϕ denote the vertical tangent bundle of Yϕ → S1; this subbundle of TYϕ plays an
analogous role in PFH to the contact structure ξ in ECH.

Definition 3.2.5. An almost complex structure J on R× Yϕ is admissible if:

• J(∂s) = ∂t, where s denotes the R coordinate on R× Yϕ.

• J is independent of s, i.e. invariant under translation of the R factor in R× Yϕ.

• J sends E to itself, rotating positively with respect to the fiberwise symplectic form
ω. This last condition means that if v ∈ E and v ̸= 0, then ω(v, Jv) > 0.

Fix a generic admissible J as above. We consider J-holomorphic curves of the form

u : (C, j) −→ (R× Yϕ, J),
3In this paper, a “1-cycle” will always be a finite integer linear combination of closed oriented 1-

dimensional submanifolds.
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where the domain C is a compact connected Riemann surface with finitely many punctures.
Here j denotes the (almost) complex structure on C, and the holomorphic curve equation is
J ◦du = du◦j. We assume that in a neighborhood of each puncture, the map u is asymptotic
to R cross a periodic orbit of ϕ as s→ +∞ or s→ −∞. We declare two such curves to be
equivalent if they differ by composition with a biholomorphism of the domains. The curve
u is multiply covered if it factors through a branched cover of domains with degree greater
than 1; otherwise u is somewhere injective. In the latter case, u is an embedding except
possibly for finitely many singular points; see [66, §5.1] for explanation in the analogous case
of ECH. In the somewhere injective case, we can identify the holomorphic curve u with its
image in R× Yϕ, which by abuse of notation we also denote by C.

We define a J-holomorphic current in R× Yϕ to be a finite formal linear combination

C =
∑
i

diCi

where the Ci are distinct somewhere injective J-holomorphic curves as above, and the di
are positive integers. If α and β are orbit sets with [α] = [β], let MJ(α, β) denote the
moduli space of J-holomorphic currents C in R× Yϕ which as currents are asymptotic to α
as s → +∞ and to β as s → −∞. For Z ∈ H2(Yϕ, α, β), let MJ(α, β, Z) denote the set
of such currents that represent the relative homology class Z. See [66, §3] for more precise
definitions in the analogous case of ECH. Note that R acts on MJ(α, β, Z) by translation of
the R coordinate on R× Yϕ.

We note for later use that the admissibility conditions on the almost complex structure
J imply the following:

• If η is a simple periodic orbit of ∂t in Yϕ, then the “trivial cylinder” R × η is an
embedded J-holomorphic curve in R× Yϕ.

• The restriction of ωϕ to any J-holomorphic curve is pointwise nonnegative. Conse-
quently,

MJ(α, β, Z) ̸= ∅ =⇒
∫
Z

ωϕ ≥ 0. (3.2.1)

Given orbit sets α = {(αi,mi)} and β = {(βj, nj)} with [α] = [β], and given Z ∈
H2(Yϕ, α, β), the ECH index 4 is defined to be

I(α, β, Z) = cτ (α, β, Z) +Qτ (α, β, Z) +
∑
i

mi∑
k=1

CZτ (α
k
i )−

∑
j

nj∑
k=1

CZτ (β
k
j ) ∈ Z. (3.2.2)

Here τ is a homotopy class of trivialization of the bundle E over the orbits αi and βj, while
cτ denotes the relative first Chern class, Qτ denotes the relative self-intersection number,

4Perhaps here it should be called the “PFH index”.
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and CZτ (γ
k) denotes the Conley-Zehnder index of the kth iterate of the periodic orbit γ with

respect to τ . The ECH index I(α, β, Z) does not depend on the choice of trivialization τ ,
although the individual terms on the right hand side do. For the proof of this fact, and for
detailed definitions of the above notions, see [63, §3.3], or [64, §2] for the more general case
of stable Hamiltonian structures which includes both PFH and ECH.

Example 3.2.6. If α = β, then there is a canonical bijection H2(Yϕ, α, α) ≃ H2(Yϕ), as
both sets have the same definition. If [Σ] ∈ H2(Yϕ) denotes the homology class of a fiber of
Yϕ → S1, then we have

I(α, α, [Σ]) = 2(d− g + 1). (3.2.3)

This is because the first term in (3.2.2) here is

cτ (α, α, [Σ]) = ⟨c1(E), [Σ]⟩ = ⟨c1(TΣ), [Σ]⟩ = 2− 2g.

The second term in (3.2.2) is
Qτ (α, α, [Σ]) = 2d.

This holds because by [64, Eq. (3.11)], the self-intersection number Qτ (α, α, [Σ]) is twice the
algebraic intersection number of R × α with a fiber. The third term in (3.2.2) here is zero
because the sums are empty.

If C ∈MJ(α, β, Z), we write I(C) = I(α, β, Z). A key property of the ECH index is the
following; see e.g. [66, Prop. 3.7] for the ECH case which is completely analogous.

Proposition 3.2.7. Suppose that J is generic. Let α and β be orbit sets with [α] = [β] ∈
H1(Yϕ). Suppose

5 that [α] · [Σ] > g. Then:

(a) If I(C) = 1, then we can write C = C0 + C1, where C0 is R-invariant, i.e. a (possibly
zero) finite linear combination of trivial cylinders, and C1 is an embedded holomorphic
curve of Fredholm index 1, cut out transversely.

(b) If I(C) = 2 and if α and β are PFH generators, then we can write C = C0 + C2, where
C0 is R-invariant, and C2 is an embedded holomorphic curve of Fredholm index 2, cut
out transversely.

Note that the embedded holomorphic curves C1 and C2 above live in moduli spaces of
embedded J-holomorphic curves which have dimension one and two, respectively.

3.2.2 The chain complex

To define the PFH of ϕ in general, we need to keep track of some information about relative
homology classes of holomorphic curves in R × Yϕ. There are different options for how to
do this, resulting in different versions of PFH. We will use a version with Novikov ring
coefficients, which depends on the following choice:

5See Remark 3.2.13 for the reason why we assume that [α] · [Σ] > g.
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Choice 3.2.8. Let Ker([ωϕ]) denote the kernel of ⟨[ωϕ], ·⟩ : H2(Yϕ) → R. Below, fix a
subgroup G ⊂ Ker([ωϕ]). On a first reading it may be simplest to just consider the case
G = {0}, although later we will find it convenient to choose G = Ker([ωϕ]).

Definition 3.2.9. Let q be a formal variable and6 write F = Z/2. Let ΛG denote the
Novikov ring consisting of formal sums ∑

A∈H2(Yϕ)/G

pAq
A

where pA ∈ F, such that for each R ∈ R, there are only finitely many A such that pA ̸= 0
and ⟨[ωϕ], A⟩ > R.

Definition 3.2.10. A reference cycle for ϕ is a 1-cycle γ in Yϕ. We define the degree
d(γ) = [γ] · [Σ] ∈ Z, where [Σ] ∈ H2(Yϕ) denotes the homology class of a fiber of Yϕ → S1.
Note that if α = {(αi,mi)} is an orbit set with [α] = [γ] ∈ H1(Yϕ), then the total period
of the orbits αi, counted with their multiplicities mi, must equal the degree d(γ), and in
particular d(γ) ≥ 0 if such an orbit set exists.

Definition 3.2.11. Fix a subgroup G as above and a reference cycle γ for ϕ. A (G, γ)-
anchored orbit set is a pair (α,Z), where α is an orbit set with [α] = [γ] ∈ H1(Yϕ), and
Z ∈ H2(Yϕ, α, γ)/G.

We define the symplectic action of (α,Z) by

A(α,Z) =

∫
Z

ωϕ.

This is well defined by our assumption that G ⊂ Ker([ωϕ]).
When ϕ is nondegenerate, a (G, γ)-anchored PFH generator is a (G, γ)-anchored orbit

set (α,Z) for which α is a PFH generator.

We can now define the periodic Floer homology HP (ϕ, γ,G), which is a ΛG-module.

Definition 3.2.12. If ϕ is nondegenerate and γ is a reference cycle, define CP (ϕ, γ,G) to
be the set of (possibly infinite) formal sums∑

α,Z

nα,Z(α,Z) (3.2.4)

where:

• The sum is over (G, γ)-anchored PFH generators (α,Z).

6One can also use coefficients in Z instead of Z/2; it is explained in [74, §9] how to set up orientations
for the differential in ECH, and this carries over to PFH. However the applications in this paper, and all
other applications of ECH and PFH so far, only need Z/2 coefficients.



CHAPTER 3. PFH SPECTRAL INVARIANTS AND C∞ CLOSING LEMMAS 120

• Each coefficient nα,Z ∈ F.

• For each R ∈ R, there are only finitely many (α,Z) such that nα,Z ̸= 0 and A(α,Z) >
R.

Then CP (ϕ, γ,G) is a ΛG-module, with the ΛG-action given by

∑
A∈H2(Yϕ)/G

pAq
A ·
∑
α,Z

nα,Z(α,Z) =
∑
α,W

 ∑
A∈H2(Yϕ)/G

pAnα,W−A

 (α,W ).

The finiteness conditions imply that the right hand side7 is a well defined element of CP (ϕ, γ,G).

Remark 3.2.13. In general, to define the differential when d(γ) ≤ g, one needs to choose
a slight perturbation of an admissible almost complex structure, relaxing the last condition
in Definition 3.2.5. This is because if J(E) = E, then each fiber of R × Yϕ → R × S1 is a
J-holomorphic curve, which is not cut out transversely when g > 0, and this interferes with
compactness arguments to define the PFH differential when d(γ) ≤ g. See e.g. [63, §9.5]. For
simplicity, we assume below that d(γ) > g so that we can stick with admissible almost
complex structures. The theory below can be extended to the case d(γ) ≤ g with some
additional work, but this will not be necessary for the applications here.

Definition 3.2.14. For generic admissible J , we define a differential

∂J : CP (ϕ, γ,G) −→ CP (ϕ, γ,G)

by

∂J
∑
α,Z

nα,Z(α,Z) =
∑
β,W

∑
α

∑
V ∈H2(Yϕ,α,β)
I(α,β,V )=1

nα,W+V#
MJ(α, β, V )

R

 (β,W ). (3.2.5)

Here the first sum on the right hand side is over (G, γ)-anchored PFH generators (β,W ),
the second sum on the right hand side is over PFH generators α homologous to γ, and #
denotes the mod 2 count.

Lemma 3.2.15. ∂J is well defined.

Proof. Assume that J is generic. By Proposition 3.2.7(a) and the compactness result8 of [63,
Thm. 1.8(a)], given homologous PFH generators α and β and given R > 0, the set⋃

V ∈H2(Yϕ,α,β)
I(α,β,V )=1∫

V ωϕ<R

MJ(α, β, V )

R

7One can also write the right hand side in more informal notation as
∑

A,α,Z pAnα,Z(α,Z +A).
8The compactness result and other results in [63] made an additional hypothesis of “d-admissibility”,

asserting that (ϕ, J) has a nice form near the periodic orbits of period at most d(γ). This hypothesis is no
longer needed thanks to the asymptotic analysis of Siefring [95].
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is finite. In particular, for a fixed V ∈ H2(Yϕ, α, β) with I(α, β, V ) = 1, the setMJ(α, β, V )/R
is finite, so that the mod 2 counts in (3.2.5) are well defined.

To prove that the sum on the right hand side of (3.2.5) is a well defined element of
CP (ϕ, γ,G), fix

∑
α,Z nα,Z(α,Z) ∈ CP (ϕ, γ,G). We need to show that for each real number

R, there are only finitely many (G, γ)-anchored PFH generators (β,W ) with
∫
W
ωϕ > R

such that the sum in parentheses on the right hand side of (3.2.5) has any nonzero terms;
and we need to show that for each such (β,W ), there are only finitely many nonzero terms.

By (3.2.1), if
∫
W
ωϕ > R and MJ(α, β, V ) is nonempty, then

∫
V
ωϕ ≥ 0, so

∫
W+V

ωϕ >
R. Write Z = W + V . By the definition of CP (ϕ, γ,G), there are only finitely many
(G, γ)-anchored PFH generators (α,Z) with

∫
Z
ωϕ > R and nα,Z ̸= 0. For each such pair,

and for each of the finitely many PFH generators β with [β] = [γ], it follows from the
aforementioned compactness result of [63, Thm. 1.8(a)] that the union over W with

∫
W
ωϕ >

R and I(α, β, Z −W ) = 1 of the moduli spaces MJ(α, β, Z −W )/R is finite.

It follows from minor modifications of [73, Thm. 7.20] (which applies to ECH) that ∂2J = 0.

Definition 3.2.16. We define the periodic Floer homology HP (ϕ, γ,G) to be the homology
of the chain complex (CP (ϕ, γ,G), ∂J).

The ΛG-module HP (ϕ, γ,G) does not depend on the choice of J . That is, if J1 and J2
are admissible and generic, then there is a canonical isomorphism

ΨJ1,J2 : H∗((CP (ϕ, γ,G), ∂J2)
≃−→ H∗((CP (ϕ, γ,G), ∂J1). (3.2.6)

These canonical isomorphisms have the properties that ΨJ1,J2 ◦ ΨJ2,J3 = ΨJ1,J3 when J3 is
admissible and generic, and ΨJ1,J1 is the identity.

We have the canonical isomorphisms (3.2.6) because by a special case9 of a theorem of
Lee-Taubes [82, Thm. 6.2], there is a canonical isomorphism

H∗((CP (ϕ, γ,G), ∂J)) ≃ HM−∗(Yϕ, sΓ,−r[ωϕ]; ΛG) (3.2.7)

for r >> 0. Here the right hand side is a version of Seiberg-Witten Floer cohomology
as defined by Kronheimer-Mrowka [80, Def. 30.2.3], perturbed using the cohomology class
−r[ωϕ], while sΓ is a spin-c structure determined by Γ = [γ]. This version of Seiberg-Witten
Floer cohomology is the homology of a chain complex which is generated over ΛG by solutions
to the three-dimensional Seiberg-Witten equations on Yϕ, perturbed using the closed 2-form
rωϕ, modulo gauge transformations Yϕ → S1; see [82, §1.2]. The differential counts solutions
to similarly perturbed four-dimensional Seiberg-Witten equations on R× Yϕ, modulo gauge

9The version of PFH that appears in [82, Thm. 6.2] uses different notation and depends on a “(cΓ, [ωϕ])-
complete local system for periodic Floer homology”, where Γ = [γ] ∈ H1(Yϕ). Our version of PFH arises from
such a local system, which assigns to each PFH generator α with [α] = Γ the ΛG-module consisting of elements
of CP (ϕ, γ,G) only involving α. If β is another PFH generator with [β] = Γ, then the local system assigns to
each class V ∈ H2(Yϕ, α, β) the morphism of ΛG-modules sending

∑
Z nZ(α,Z) 7→

∑
W nW+V (β,W ). The

case G = 0, which is called “maximally-twisted coefficients” in [82], is further discussed in [82, Cor. 6.1].
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transformations R×Yϕ → S1 whose homotopy class in [R×Yϕ, S1] = H2(Yϕ) is contained in
the subgroup G. The proof of the isomorphism (3.2.7) shows that for r >> 0, if we choose
the metric in the Seiberg-Witten equations to be determined by ωϕ and J , then there is an
isomorphism on the chain level. In fact, according to [82, Thm. 6.1], if r >> 0 then there
is a bijection between the Seiberg-Witten solutions counted by the Seiberg-Witten Floer
differential, and the J-holomorphic currents counted by the PFH differential. Modding out
these Seiberg-Witten solutions by a restricted set of gauge transformations corresponds to
keeping track of relative homology classes of holomorphic currents on the PFH side.

Remark 3.2.17. If γ′ is another reference cycle with [γ] = [γ′], and if Z ∈ H2(Yϕ, γ, γ
′)/G,

then it follows from the definition (3.2.5) that there is an isomorphism of chain complexes

ψZ : (CP (ϕ, γ,G), ∂J)
≃−→ (CP (ϕ, γ′, G), ∂J)

sending ∑
α,W

nα,W (α,W ) 7−→
∑
α,W

nα,W+Z(α,W ). (3.2.8)

This induces an isomorphism of ΛG-modules

ΨZ : HP (ϕ, γ,G)
≃−→ HP (ϕ, γ′, G) (3.2.9)

depending only on the relative homology class Z. Thus, up to isomorphism, HP (ϕ, γ,G)
depends only on the diffeomorphism ϕ and the homology class [γ], and not on the choice of
reference cycle γ.

We will see in Proposition 3.3.1 below that the isomorphism class of HP (ϕ, γ,G) is also
invariant under Hamiltonian isotopy of ϕ. Thus for a Hamiltonian isotopy class Φ, a homol-
ogy class Γ ∈ H1(Yϕ), and a subgroup G of Ker([ωϕ]), we have a well-defined isomorphism
class of ΛG-modules HP (Φ,Γ, G).

3.2.3 Examples of PFH

Example 3.2.18. Let ϕ be the identity map on Σ. Although ϕ is degenerate, one can define
its PFH to be the PFH of a nondegenerate Hamiltonian perturbation; see Remark 3.3.4
below.

The mapping torus is given by Yϕ = S1 × Σ. We have

H2(Yϕ) = H2(Σ)⊕
(
H1(S

1)⊗H1(Σ)
)
.

It follows that the Novikov ring ΛG consists of formal sums∑
k≤k0

akq
k[Σ] (3.2.10)
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where the coefficients ak are elements of a group ring,

ak ∈ F[(H1(S
1)⊗H1(Σ))/G].

Write [S1] = [S1] × {pt} ∈ H1(Yϕ). If d is a nonnegative integer and if Γ = d[S1], then we
can choose the reference cycle γ to consist of d circles of the form S1 × {x}, and there is an
isomorphism

HP
(
idΣ, d[S

1]× {x}, G
)
≃ SymdH∗(Σ;F)⊗F ΛG. (3.2.11)

Here Symd denotes the degree d part of the graded symmetric product; given a homogeneous
basis of H∗(Σ;F), this is a vector space over F with a basis consisting of symmetric degree
d monomials in basis elements of H∗(Σ;F), where basis elements in H1(Σ;F) cannot be
repeated10.

To prove the isomorphism (3.2.11), one fixes d and replaces the identity map with the
time 1 flow ϕ of a C2-small autonomous Hamiltonian H : Σ→ R which is a Morse function.
It follows from Definition 3.2.2 that PFH generators in the class Γ = d[S1] correspond to
degree d symmetric monomials in critical points of H, where index 1 critical points cannot be
repeated. One can choose a metric gΣ on Σ making the pair (H, gΣ) Morse-Smale, along with
a corresponding almost complex structure J on R × Yϕ for which Morse flow lines give rise
to J-holomorphic cylinders. The S1 symmetry of the mapping torus can be used to show
that no other J-holomorphic curves contribute to the PFH differential; this argument is
worked out in [36,86] for the very similar problem of computing the ECH of prequantization
bundles. In particular, if we choose H to be a perfect Morse function (this means that
the Morse homology differential vanishes, or equivalently here that there are exactly 2g + 2
critical points), then the PFH differential vanishes, and the chain complex agrees with the
right hand side of (3.2.11). The isomorphism (3.2.11) depends only on a choice of anchors
for the degree d PFH generators.

For a homology class Γ ∈ H1(S
1 × Σ) which is not of the form d[S1] for a nonnegative

integer d, the PFH is zero, because after a small perturbation of the identity as above, there
are no PFH generators in the class Γ.

Some more examples of PFH (more precisely untwisted PFH in the monotone case, see
§3.2.6 below) are computed in [71] and [82, Cor. 1.5]. For classes Γ with d = Γ · [Σ] = 1, the
PFH is closely related11 to the Floer homology for symplectic fixed points, which has been
computed by Cotton-Clay [18].

10It is also true (a special property of surfaces) that there is a canonical isomorphism Symd H∗(Σ;F) =
H∗(Sym

d Σ;F), although we do not need this.
11One might expect that d = 1 PFH and fixed point Floer homology are the same, both with the

differential counting holomorphic cylinders. However when g(Σ) > 0, in principle the PFH differential may
count some additional holomorphic curves, due to the fact that d ≤ g here; see Remark 3.2.13.
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3.2.4 The U map

There is also a well-defined map

U : HP (ϕ, γ,G) −→ HP (ϕ, γ,G). (3.2.12)

This is induced by a chain map which is defined analogously to the differential (3.2.5); but
instead of counting I = 1 holomorphic currents modulo R translation, it counts I = 2
holomorphic currents that are constrained to pass through a base point in R× Yϕ.

To be precise, fix y ∈ Yϕ which is not on any periodic orbit of the vector field ∂t. Given
homologous PFH generators α and β, and given Z ∈ H2(Yϕ, α, β), define

MJ
y (α, β, Z) =

{
C ∈MJ(α, β, Z)

∣∣ (0, y) ∈ C
}
.

For a generic admissible J we define a map

UJ,y : CP (ϕ, γ,G) −→ CP (ϕ, γ,G)

by

UJ,y
∑
α,Z

nα,Z(α,Z) =
∑
β,W

∑
α

∑
V ∈H2(Yϕ,α,β)
I(α,β,V )=2

nα,W+V#MJ
y (α, β, V )

 (β,W ).

This map is well defined by an argument similar to the proof of Lemma 3.2.15, using Propo-
sition 3.2.7(b). Similarly to the proof that ∂2J = 0, the map UJ,y is a chain map:

∂JUJ,y = UJ,y∂J .

We define the U map (3.2.12) to be the map on homology induced by the chain map UJ,y.
Since Yϕ is connected, the U map (3.2.12) does not depend on the choice of base point y;
one can use a path between two choices of base point y to define a chain homotopy between
the corresponding chain maps UJ,y. See [75, §2.5] for details in the analogous case of ECH.

The U map (3.2.12) does not depend on the choice of J either, because under the Lee-
Taubes isomorphism (3.2.7), it corresponds to a U map on Seiberg-Witten Floer homology
defined by Kronheimer-Mrowka in [80, §25.3]. Taubes proved an analogous statement for
ECH in [98, Thm. 1.1], and the same argument works for the PFH case12.

We will see in Proposition 3.3.1 below that the U map is invariant (in a certain sense)
under Hamiltonian isotopy of ϕ.

12It should be noted that Kronheimer-Mrowka and Taubes use different but equivalent definitions of the U
map on Seiberg-Witten Floer homology. Taubes defines the U map from a chain map which counts Seiberg-
Witten solutions for which α vanishes at the base point (0, y) ∈ R × Y . Here α denotes the component of
the spinor in the +i eigenspace of Clifford multiplication by λ; see [98, §1.b]. Kronheimer-Mrowka define the
U map from a chain map counting solutions to Seiberg-Witten moduli spaces after taking the cap product
of the moduli spaces with a Cech cocycle representing the cohomology class in the configuration space
corresponding to the generator of H2(CP∞;Z); see [80, §9.7]. One can choose the Cech cocycle so that the
two chain maps agree.
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Example 3.2.19. Suppose that Σ = S2 and ϕ is Hamiltonian isotopic to the identity. Let
d be a positive integer, and set γ = d[S1] × {x} as in Example 3.2.18. Here we must take
G = {0}. Under the identification (3.2.11), denote the generators of SymdH∗(S

2;F), in
increasing homological degree, by ed,0, ed,1, . . . , ed,d. Then a calculation as in [66, §4.1] shows
that

Ued,i = ed,i−1, i = 1, . . . , d,

Ued,0 = q−[S2]ed,d.

The above example has an important property which we now formalize.

Definition 3.2.20. Let ϕ be an area-preserving diffeomorphism of (Σ, ω), let γ be a reference
cycle for ϕ, and let G be as in Choice 3.2.8. We say that a nonzero element σ ∈ HP (ϕ, γ,G)
is U-cyclic if there is a positive integer m such that

Um(d(γ)−g+1)σ = q−m[Σ]σ. (3.2.13)

We say that σ is U -cyclic of order m if m is the smallest positive integer with this property.
(Here ϕ can be degenerate; see Remark 3.3.4.)

Remark 3.2.21. In general, if Ukσ = q−m[Σ]σ for some k, then we must have k = m(d(γ)−
g + 1). The reason is that in the nondegenerate case, U counts holomorphic currents with
ECH index I = 2; while if α is any PFH generator with α · [Σ] = d, then by Example 3.2.6
we have I(α, α, [Σ]) = 2(d− g + 1).

Example 3.2.22. Suppose that Σ = S2 and γ = d[S1] × {x} where d is a positive inte-
ger. Then it follows from Example 3.2.19 that ed,i, and indeed every nonzero element of
HP (ϕ, γ, {0}), is U -cyclic of order 1.

Definition 3.2.23. We say that the Hamiltonian isotopy class [ϕ] has the U-cycle property
if there exist U -cyclic elements with arbitrarily large degree. That is, we require that for
all positive integers d0, there exist a subgroup G ⊂ Ker([ωϕ]), a reference cycle γ for ϕ with
d(γ) ≥ d0, and a U -cyclic element σ ∈ HP (ϕ, γ,G). (This condition is invariant under
Hamiltonian isotopy of ϕ.)

3.2.5 Filtered PFH

Fix a nondegenerate symplectomorphism ϕ, a reference cycle γ, a group G as in Choice 3.2.8,
and a real number L. Define CPL(ϕ, γ,G) to be the set of formal sums (3.2.4) in CP (ϕ, γ,G)
such that A(α,Z) < L whenever nα,Z ̸= 0. For a generic admissible J , it follows from (3.2.1)
that CPL(ϕ, γ,G) is a subcomplex of (CP (ϕ, γ,G), ∂J).

Definition 3.2.24. We define the filtered PFH, denoted by HPL(ϕ, γ,G), to be the homol-
ogy of the subcomplex (CPL(ϕ, γ,G), ∂J).
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Inclusion of chain complexes induces a map

ıL : HPL(ϕ, γ,G) −→ HP (ϕ, γ,G). (3.2.14)

Similarly we have inclusion-induced maps

ıL1,L2 : HPL1(ϕ, γ,G) −→ HPL2(ϕ, γ,G) (3.2.15)

for L1 ≤ L2. With respect to these maps, HP (ϕ, γ,G) is the direct limit of HPL(ϕ, γ,G) as
L→∞.

The filtered homology HPL(ϕ, γ,G), as well as the inclusion-induced maps (3.2.14) and
(3.2.15), do not depend on the choice of J . An analogous statement for ECH is proved
in [76, Thm. 1.3], and a similar argument applies here.

3.2.6 The monotone case

We now recall two alternate versions of PFH which are defined in the following special
situation, which is possible when [ϕ] is rational. This is in fact the only case that we need
to consider in order to prove our theorems stated in §3.1.

Definition 3.2.25. For Γ ∈ H1(Yϕ), we say that the pair (ϕ,Γ) is monotone if13 the coho-
mology class [ω] ∈ H2(Yϕ;R) is a real multiple of the image of the class

c1(E) + 2PD(Γ) ∈ H2(Yϕ;Z).

In this case, one can define a simpler, “untwisted” version14 of PFH, which we denote here
by HP (ϕ,Γ). When ϕ is nondegenerate, this is the homology of a chain complex CP (ϕ,Γ)
which is freely generated over F by the PFH generators in the homology class Γ. For a
generic admissible almost complex structure J , the differential is defined by

∂Jα =
∑
β

∑
V ∈H2(Yϕ,α,β)
I(α,β,V )=1

#
MJ(α, β, V )

R
β. (3.2.16)

In the monotone case one can also define a twisted version of PFH without using a
Novikov ring15, which we denote here by H̃P (ϕ, γ,G), where γ is a reference cycle and G
is as in Choice 3.2.8. This version of PFH is a module over the group ring F[H2(Yϕ)/G].

13This condition is an analogue of the following. In the context of Hamiltonian Floer homology, one
says that a symplectic manifold (X,ω) is “monotone” if [ω] is a real multiple (sometimes assumed to be
nonnegative) of c1(TX) on π2(X). For both PFH and Hamiltonian Floer homology, monotonicity allows
one to bound the symplectic area of holomorphic curves in terms of their index, which is a step towards
obtaining finite counts. See e.g. [53], which introduced the use of Novikov rings to define Hamiltonian Floer
homology in some non-monotone cases.

14This is the original version of PFH from [63,71].
15This is analogous to the twisted ECH introduced in [72, §11.2].
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Again assuming that ϕ is nondegenerate, it is the homology of a chain complex C̃P (ϕ, γ,G)
which is freely generated over F by (G, γ)-anchored PFH generators, and whose differential
is defined by

∂J(α,Z) =
∑
β

∑
V ∈H2(Yϕ,α,β)
I(α,β,V )=1

#
MJ(α, β, V )

R
(β, Z − V ). (3.2.17)

The differentials (3.2.16) and (3.2.17) are well defined because when computing the differ-
ential of a generator, the monotonicity hypothesis implies that there is an upper bound on
the integral of ωϕ over all holomorphic currents that one needs to count, so that one obtains
a finite count; compare Lemma 3.2.15.

Suppose now that the reference cycle γ is positively transverse to the fibers of Yϕ → S1.

A framing τ of γ then induces a Z-grading on H̃P (ϕ, γ,G). The grading of a generator
(α,Z) is defined by

|(α,Z)| = I(α, γ, Z) (3.2.18)

where the right hand side is defined as in (3.2.2), but with no Conley-Zehnder terms for
γ. The grading (3.2.18) descends to a Z/N grading on HP (ϕ,Γ), where N denotes the
divisibility of c1(E) + 2PD(Γ) in Hom(H2(Yϕ),Z); note that N is an even integer.

The definition of the U map carries over to HP and H̃P , and with respect to the above
gradings, it has degree −2.

Even in the monotone case, we will need to use a twisted version of PFH with reference
cycles in order to define spectral invariants. We will later need the following relation between
twisted and untwisted versions:

Lemma 3.2.26. Suppose that ϕ is nondegenerate and (ϕ,Γ) is monotone, let γ be a reference
cycle with [γ] = Γ, and choose G = Ker([ωϕ]). Then there is a noncanonical isomorphism of
ΛG-modules

HP (ϕ, γ,G) ≃ HP (ϕ,Γ)⊗F ΛG. (3.2.19)

Under the above isomorphism, if d = d(Γ), then

Ud−g+1 ←→ Ud−g+1 ⊗ q−[Σ]. (3.2.20)

Proof. Let A ∈ H2(Yϕ)/G be the unique class such that ⟨[ωϕ], A⟩ is positive and minimal.
Then the Novikov ring ΛG is canonically identified with F((q−A)), namely the ring of Laurent
series in q−A with coefficients in F.

As in Remark 3.2.17, we can assume without loss of generality that γ is positively trans-
verse to E. Choose a framing τ of γ as needed to define a Z-grading on H̃P (ϕ, γ,G) and a
Z/N grading on HP (ϕ,Γ). It follows from the definitions that there is a canonical isomor-
phism

H̃P i(ϕ, γ,G) = HP imodN(ϕ,Γ). (3.2.21)

On the left hand side, multiplication by q−A shifts the grading down by N . It follows
that HP (ϕ, γ,G) is canonically identified with the set of sequences (σi)i∈Z where σi ∈
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H̃P i(ϕ, γ,G) and σi = 0 if i is sufficiently large. If we choose a right inverse of the projec-
tion Z→ Z/N , then together with (3.2.21) this defines an identification of the above set of
sequences with HP (ϕ,Γ)⊗F ΛG. This gives an isomorphism (3.2.19).

To prove (3.2.20), we observe that under the isomorphism (3.2.19) constructed above,

UN/2 ←→ UN/2 ⊗ q−A.

The positive16 integer 2(d− g + 1) must be divisible by N , since c1(E) + 2PD(Γ) evaluates
to 2(d− g + 1) on [Σ]. It follows that

Ud−g+1 ←→ Ud−g+1 ⊗ q−(2(d−g+1)/N)A. (3.2.22)

By monotonicity, we have ⟨c1(E)+2PD(Γ), A⟩ = N , and it follows that (2(d−g+1)/N)A =
[Σ] in H2(Yϕ)/G. Putting this into (3.2.22) proves (3.2.20).

3.3 Invariance of PFH under Hamiltonian isotopy

We now work out how PFH and the additional structure on it defined above behave under
Hamiltonian isotopy of ϕ.

It is useful for our purposes to define a Hamiltonian isotopy of ϕ via a smooth map

H : Yϕ −→ R.

Under the projection [0, 1] × Σ → Yϕ, the map H pulls back to a map H̃ : [0, 1] × Σ → R
satisfying H̃(1, x) = H̃(0, ϕ(x)). For t ∈ [0, 1], let Ht = H̃(t, ·) : Σ→ R, and let XHt denote
the associated Hamiltonian vector field on Σ; we use the sign convention ω(XHt , ·) = dHt.
Let {φt}t∈[0,1] denote the Hamiltonian isotopy defined by φ0 = idΣ and ∂tφt = XHt ◦φt. We
define ϕH = ϕ ◦ φ1.

As in (3.1.2), we have a diffeomorphism

fH : Yϕ
≃−→ YϕH

defined by the diffeomorphism of [0, 1]× Σ sending

(t, x) 7−→ (t, φ−1
t (x)).

If γ is a reference cycle in Yϕ, let γH denote its pushforward (fH)#γ in YϕH .

Proposition 3.3.1. Let ϕ be a (possibly degenerate) area-preserving diffeomorphism of
(Σ, ω), let γ ⊂ Yϕ be a reference cycle, and fix G as in Choice 3.2.8. For H1, H2 : Yϕ → R
with H1 < H2 and ϕH1, ϕH2 nondegenerate, there is a canonical isomorphism

ΨH1,H2 : HP (ϕH2 , γH2 , G) −→ HP (ϕH1 , γH1 , G) (3.3.1)

with the following properties:
16Recall from Remark 3.2.13 that we are making the standing assumption that d > g.
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(a) If H2 < H3 and if ϕH3 is also nondegenerate, then

ΨH1,H3 = ΨH1,H2 ◦ΨH2,H3 : HP (ϕH3 , γH3 , G) −→ HP (ϕH1 , γH1 , G).

(b) U ◦ΨH1,H2 = ΨH1,H2 ◦ U .

(c) The isomorphism (3.3.1) is the direct limit as L→∞ of canonical maps

ΨL
H1,H2

: HPL(ϕH2 , γH2 , G) −→ HPL+∆(ϕH1 , γH1 , G) (3.3.2)

where

∆ =

∫
γ

(H2 −H1)dt. (3.3.3)

(d) If H2−H1 is a constant C > 0, so that ϕH1 = ϕH2 and γH1 = γH2, then ΨL
H1,H2

= ıL,L+dC

where d = [γ] · [Σ], see (3.2.15). In particular, ΨH1,H2 is the identity map.

Proof. We proceed in 6 steps.
Step 1. To prepare to define the map ΨH1,H2 , we construct a “strong symplectic cobordism

of stable Hamiltonian structures” between (YϕH1
, ωϕH1

) and (YϕH2
, ωϕH2

) as follows.
Consider the “symplectization” of the mapping torus defined by

X = R× Yϕ

with the symplectic form
ωX = ds ∧ dt+ ωϕ.

Here s denotes the R coordinate on R× Yϕ.
Given H : Yϕ → R, define an inclusion

ıH : Yϕ −→ R× Yϕ,
z 7−→ (H(z), z).

We can then identify the mapping torus YϕH with a hypersurface in R×Yϕ via the inclusion

ıH ◦ f−1
H : YϕH −→ R× Yϕ. (3.3.4)

Note that there is a symplectomorphism

R× YϕH −→ R× Yϕ (3.3.5)

induced by the symplectomorphism of (R× [0, 1]× Σ, ds ∧ dt+ ω) sending

(s, t, x) 7−→ (s+H(t, x), t, φt(x)).
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The inclusion (3.3.4) is the restriction of the symplectomorphism (3.3.5) to {0} × YϕH . It
follows that

(ıH ◦ f−1
H )∗ωX = ωϕH . (3.3.6)

We note also that under the inclusion (3.3.4), the reference cycle γH corresponds to the
graph of H on γ in R× Yϕ.

Now if H1 < H2, define

M = {(s, z) ∈ R× Yϕ | H1(z) ≤ s ≤ H2(z)} (3.3.7)

with the symplectic form ωM = (ωX)|M . It follows from the above calculations that the
boundary components ofM have neighborhoods inM symplectomorphic to [0, ε)×YϕH1

and
(−ε, 0]×YϕH2

, where the latter manifolds are equipped with the restrictions of the symplectic
forms on the symplectizations of YϕH1

and YϕH2
. Using these neighborhood identifications, we

can glue to form the “symplectization completion” ofM , which is a symplectic four-manifold

M =
(
(−∞, 0]× YϕH1

) ⋃
YϕH1

M
⋃
YϕH2

(
[0,∞)× YϕH2

)
. (3.3.8)

We note that there is a canonical symplectomorphism

M ≃ R× Yϕ (3.3.9)

which is the inclusion onM , and which on the rest of (3.3.8) is defined using the restrictions
of the symplectomorphisms (3.3.5) for H1 and H2.

Step 2. Suppose now that ϕH1 and ϕH2 are nondegenerate. Observe that S = (R×γ)∩M
defines a 2-chain in the cobordism M with ∂S = γH2 − γH1 . The cobordism M , together
with the 2-chain S, induces the desired map ΨH1,H2 in (3.3.1), as a special case of a general
construction of cobordism maps17 on PFH by Chen [14, Thm. 1]. Chen’s cobordism map in
this case is defined by composing the Lee-Taubes isomorphism (3.2.7) on both sides with a
Seiberg-Witten cobordism map

HM−∗(YϕH2
, sΓ,−r[ωϕH2

]; ΛG) −→ HM−∗(YϕH1
, sΓ,−r[ωϕH1

]; ΛG). (3.3.10)

Here r >> 0 and Γ = [γ] ∈ H1(Yϕ). The map (3.3.10) is induced by a chain map which counts
solutions to the Seiberg-Witten equations onM perturbed using r times the symplectic form
on M , similarly to the way the differential on the right hand side of (3.2.7) counts solutions
to perturbed Seiberg-Witten equations on R× Yϕ. The PFH cobordism maps in [14, Thm.
1] satisfy a composition property which implies assertion (a), and they commute with the U
maps, giving assertion (b); these properties follow from corresponding properties of Seiberg-
Witten cobordism maps.

Step 3. To prove assertion (c), we will use the fact from [14, Thm. 1] that the map ΨH1,H2

satisfies a crucial “holomorphic curve axiom”. We now state this property.

17This is related to the construction of cobordism maps on ECH in [76, Thm. 1.9].
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Let J1 and J2 be almost complex structures on R × YϕH1
and R × YϕH2

as needed to
define differentials ∂J1 on CP (ϕH1 , γH1 , G) and ∂J2 on CP (ϕH2 , γH2 , G). We can extend J1
and J2 to an almost complex structure J on M whose restriction to M is compatible with
the symplectic form ωM .

Let α be an orbit set for ϕH2 and let β be an orbit set for ϕH1 . Define a broken J-
holomorphic current in M from α to β to be a tuple (Ck+ ,Ck+−1, . . . ,Ck−) where k+ ≥
0 ≥ k−, and there are orbit sets α = α(k+), α(k+ − 1), . . . , α(0) for ϕH2 and orbit sets
β(0), β(−1), . . . , β(k−) = β for ϕH1 , such that:

• Ci ∈MJ2(α(i), α(i− 1))/R for i > 0.

• C0 ∈MJ(α(0), β(0)). That is, C0 is a J-holomorphic current in M which as a current
is asymptotic to α(0) as s→∞ on [0,∞)× YϕH2

, and asymptotic to β(0) as s→ −∞
on (−∞, 0]× YϕH1

.

• Ci ∈MJ1(β(i+ 1), β(i))/R for i < 0.

The holomorphic curves axiom now states that the map Ψ is induced by a chain map

ψ : (CP (ϕH2 , γH2 , G), ∂J2) −→ (CP (ϕH1 , γH1 , G), ∂J1)

with the following property. Similarly to (3.2.5), we can write ψ in the form

ψ
∑
α,Z

nα,Z(α,Z) =
∑
β,W

∑
α

∑
V ∈H2(Yϕ,α,β)
I(α,β,V )=0

nα,W+Vmα,β,V

 (β,W ). (3.3.11)

Here the first sum on the right hand side is over (G, γH1)-anchored PFH generators (β,W )
for ϕH1 , the second sum on the right hand side is over PFH generators α for ϕH2 in the
homology class [γH2 ], and mα,β,V ∈ F. The key property is now:

(*) If the coefficient mα,β,V ̸= 0, then there is a broken J-holomorphic current18 in M from
α to β which, under the identification (3.3.9), represents the relative homology class
V .

Note that the chain map ψ is not canonical; see Remark 3.3.2 below.
Step 4. We claim now that if (β,W ) is a (G, γH1)-anchored PFH generator for ϕH1 ,

if (α,W + V ) is a (G, γH2)-anchored PFH generator for ϕH2 , and if there exists a broken
J-holomorphic curent in M from α to β in the relative homology class V , then∫

W

ωϕH1
≤
∫
W+V

ωϕH2
+∆. (3.3.12)

18The “holomorphic curves axiom” as stated in [14, Thm. 1] implies a slightly weaker statement than
(*), namely that for fixed α and β, if any of the coefficients mα,β,Z is nonzero, then there exists a broken
J-holomorphic current from α to β. The property (*) follows from the same argument, keeping track of the
relative homology classes of the holomorphic currents.
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To prove this, by (3.2.1) we can assume without loss of generality that the J-holomorphic
current has k+ = k− = 0, and thus consists of a single J-holomorphic current C ∈MJ(α, β, V ).
We can also assume without loss of generality (by a slight modification of the cobordism)
that C is transverse to ∂M . Under the decomposition (3.3.8), we can divide C into three
pieces: let

C1 = C ∩
(
(−∞, 0]× YϕH1

)
,

C0 = C ∩M,

C2 = C ∩
(
[0,∞)× YϕH2

)
.

Since the almost complex structures J1 and J2 are admissible, as in (3.2.1) we have∫
C1

ωϕH1
≥ 0, (3.3.13)∫

C2

ωϕH2
≥ 0. (3.3.14)

Also, since J is ωM -compatible, we have∫
C0

ωM ≥ 0. (3.3.15)

We now deduce (3.3.12) by applying Stokes’s theorem. To start, write η1 = C1 ∩ ({0} ×
YϕH1

) and η2 = C2∩({0}×YϕH2
). Then C1 projects, via the projection (−∞, 0]×YϕH1

→ YϕH1
,

to a relative homology class of 2-chain [C1] ∈ H2(YϕH1
, η1, β). Likewise, C2 projects to a

relative homology class of 2-chain [C2] ∈ H2(YϕH2
, α, η2).

It follows from the homological assumption on C that in M , the 2-cycle

(ıH1 ◦ f−1
H1

)#([C1] +W ) + (ıH2 ◦ f−1
H2

)#([C2]−W − V ) + C0 − S

is nullhomologous. Consequently the integral of the closed 2-form ωM over this 2-cycle
vanishes. By (3.3.6), this means that∫

C1+W

ωϕH1
+

∫
C2−W−V

ωϕH2
+

∫
C0

ωM −∆ = 0. (3.3.16)

Combining (3.3.13), (3.3.14), (3.3.15), and (3.3.16) proves (3.3.12).
Step 5. We now prove (c). It follows from Step 4 that the chain map (3.3.11) restricts

to a chain map

ψL : (CPL(ϕH2 , γH2 , G), ∂J2) −→ (CPL+∆(ϕH1 , γH1 , G), ∂J1)

We define the map ΨL
H1,H2

in (3.3.2) to be the map on filtered PFH induced by ψL. Although
the chain map ψ is defined only up to chain homotopy, the chain homotopies satisfy a version
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of the “holomorphic curves axiom” which implies that ΨL
H1,H2

depends only on J1 and J2.
See e.g. [67, Prop. 6.2] for an analogous argument in the case of ECH. The map ΨL

H1,H2
does

not depend on J1 and J2 either. An analogous statement for ECH was proved in [76, Thm.
1.9], and this carries over to the case of PFH using the analysis of Chen [14, Thm. 1].

Step 6. Finally, the proof of property (d) follows the proof of the “scaling” property for
ECH cobordism maps in [76, Thm. 1.9].

Remark 3.3.2. Naively one would like to define the chain map (3.3.11) by taking mα,β,V to
be a count of I = 0 holomorphic currents in MJ(α, β, V ). Unfortunately it is not currently
known in general19 how to directly count J-holomorphic currents with I = 0 in a completed
cobordism, due to transversality difficulties with multiply covered holomorphic curves; see
[66, §5.5] for explanation in the case of ECH, where there are similar issues. The actual
chain map (3.3.11) is defined instead by counting solutions to the Seiberg-Witten equations
onM , using the metric determined by J and the symplectic form, and perturbed using a large
multiple of the symplectic form as in [82]. The chain map (3.3.11) is not canonical, because in
cases where transversality fails for holomorphic curves, the chain map depends on additional
small perturbations to the Seiberg-Witten equations needed to obtain transversality of the
relevant moduli spaces of Seiberg-Witten solutions.

Remark 3.3.3. In Proposition 3.3.1, if we drop the hypothesis that H1 < H2, then there
is still a canonical isomorphism (3.3.1). One can define this isomorphism as ΨH1,H3 ◦Ψ−1

H2,H3

where ϕH3 is nondegenerate and H1, H2 < H3. By Proposition 3.3.1(a) and (d), this isomor-
phism does not depend on the choice of H3.

Remark 3.3.4. If ϕ is degenerate, then we can define HP (ϕ, γ,G) by first perturbing ϕ to
be nondegenerate via a Hamiltonian isotopy. By Remark 3.3.3, the PFH modules for such
perturbations of ϕ are all canonically isomorphic to each other.

3.4 Spectral invariants in PFH

We now define spectral invariants in PFH, analogously to the spectral invariants in ECH
defined in [65, Def. 4.1].

Definition 3.4.1. Suppose that ϕ is nondegenerate, let γ be a reference cycle, fix G as in
Choice 3.2.8, and let σ be a nonzero class in HP (ϕ, γ,G). Define the spectral invariant

cσ(ϕ, γ) ∈ R

to be the infimum over L ∈ R such that σ is in the image of the inclusion-induced map
(3.2.14).

19Such a count is possible in some special cases; see e.g. [14, Thm. 2], [42], and [91].



CHAPTER 3. PFH SPECTRAL INVARIANTS AND C∞ CLOSING LEMMAS 134

We now establish some properties of the spectral invariants cσ. We first consider the de-
pendence of cσ on basic choices. Given a nonzero Novikov ring element λ =

∑
A∈H2(Yϕ)/G

pAq
A ∈

ΛG, define
|λ| = max{⟨[ωϕ], A⟩ | pA ̸= 0}. (3.4.1)

Note that this maximum is well-defined by the definition of the Novikov ring ΛG.

Proposition 3.4.2. Suppose σ ∈ HP (ϕ, γ,G) is nonzero.

(a) If λ ∈ ΛG is invertible20, then

cλσ(ϕ, γ) = cσ(ϕ, γ) + |λ|.

(b) In the notation of Remark 3.2.17, we have

cΨZ(σ)(ϕ, γ
′) = cσ(ϕ, γ)−

∫
Z

ω.

Proof. (a) It follows from the definitions that multiplication by λ induces an isomorphism
of chain complexes

(CPL(ϕ, γ,G), ∂J)
≃−→ (CPL+|λ|(ϕ, γ,G), ∂J).

The induced isomorphism on homology

HPL(ϕ, γ,G)
≃−→ HPL+|γ|(ϕ, γ,G) (3.4.2)

respects the maps (3.2.14), and it follows that

cλσ(ϕ, γ) ≤ cσ(ϕ, γ) + |λ|.

The inverse of the isomorphism (3.4.2) is induced by multiplication of chains by λ−1, and
this implies the reverse inequality since |λ−1| = −|λ|.

(b) This follows by a similar argument.

We now begin to explore how spectral invariants behave under Hamiltonian isotopy, using
the notation of Proposition 3.3.1.

Proposition 3.4.3. Let ϕ be a (possibly degenerate) area-preserving diffeomorphism of
(Σ, ω), let γ be a reference cycle for ϕ, let H1, H2 : Yϕ → R with H1 < H2, and sup-
pose that ϕH1 and ϕH2 are nondegenerate. Let σ2 be a nonzero class in HP (ϕH2 , γH2 , G).
Write σ1 = ΦH1,H2(σ2) ∈ HP (ϕH1 , γH1 , G). Then

cσ1(ϕH1 , γH1) ≤ cσ2(ϕH2 , γH2) +

∫
γ

(H2 −H1)dt. (3.4.3)

20A Novikov ring element λ =
∑

A∈H2(Yϕ)/G
pAq

A is invertible if and only if the maximum in (3.4.1) is

realized by a unique class A ∈ H2(Yϕ)/G.
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Proof. Write ∆ =
∫
γ
(H2 −H1)dt. By Proposition 3.3.1(c), for each real number L we have

a commutative diagram

HPL(ϕH2 , γH2 , G)
ıL−−−→ HP (ϕH2 , γH2 , G)

ΨL
H1,H2

y yΨH1,H2

HPL+∆(ϕH1 , γH1 , G)
ıL+∆

−−−→ HP (ϕH1 , γH1 , G).

It follows that if σ2 is in the image of the top arrow, then σ1 is in the image of the bottom
arrow.

Remark 3.4.4. If H2 −H1 is a constant C > 0, then equality holds in (3.4.3):

cσ1(ϕH1 , γH1) = cσ2(ϕH2 , γH2).

This follows from the definitions and Proposition 3.3.1(d).

Corollary 3.4.5. (a) The definition of cσ(ϕ, γ) has a unique extension to the case where ϕ
is degenerate21 such that the following continuity property holds: Let σ ∈ HP (ϕ, γ,G),
let H1, H2 : Yϕ → R, and for i = 1, 2 let σi denote the corresponding class in
HP (ϕHi

, γHi
, G). Then

|cσ1(ϕH1 , γH1)− cσ2(ϕH2 , γH2)| ≤ d(γ)max
Yϕ
|H2 −H1|. (3.4.4)

(b) The extended spectral invariants satisfy the conclusions of Propositions 3.4.2 and 3.4.3.

Proof. This follows from Proposition 3.4.3 and Remark 3.4.4 using the formal procedure
in [65, §3.1] and [22, §2.5].

The spectral invariants cσ have the following “spectrality” property.

Proposition 3.4.6. Let ϕ be an area-preserving diffeomorphism of (Σ, ω), possibly degener-
ate, and suppose that [ϕ] is rational. Then for any reference cycle γ, any G as in Choice 3.2.8,
and any nonzero class σ ∈ HP (ϕ, γ,G), there exists a (G, γ)-anchored orbit set (α,Z) such
that

cσ(ϕ, γ) = A(α,Z).

Proof. To start, note that since [ϕ] is rational, the set of values that [ω] ∈ H2(Yϕ;R) takes
on H2(Yϕ) is discrete.

Suppose first that ϕ is nondegenerate. Then there are only finitely many PFH generators
in the homology class [γ]. Let S denote the set of actions of (G, γ)-anchored PFH generators;

21Here the PFH of a degenerate map ϕ is defined by Remark 3.3.4.
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then the set S is discrete. If L < L′ and the interval [L,L′) does not intersect S, then the
inclusion-induced map

ıL,L
′
: HPL(ϕ, γ,G) −→ HPL′

(ϕ, γ,G)

is an isomorphism, since it is induced by an isomorphism of chain complexes. It then follows
from Definition 3.4.1 that cσ(ϕ, γ) ∈ S.

Suppose now that ϕ is degenerate. Let {Hi}i≥1 be a sequence of Hamiltonians converging
to 0 in C∞ such that each ϕHi

is nondegenerate. Let σi denote the class in HP (ϕHi
, γHi

, G)
corresponding to σ under the canonical isomorphism given by Remarks 3.3.3 and 3.3.4. By
the continuity in (3.4.4), we have

cσ(ϕ, γ) = lim
i→∞

cσi(ϕHi
, γHi

).

By the nondegenerate case, for each i there exists a (G, γHi
)-anchored PFH generator

(α(i), Z(i)) for ϕHi
such that cσi(ϕHi

, γHi
) = A(α(i), Z(i)). Since Σ is compact and each

periodic orbit in each α(i) has period at most d(γ), by the Arzela-Ascoli theorem we can
pass to a subsequence so that α(i) converges in C∞ to an orbit set α for ϕ. Then the distance
from the sequence A(α(i), Z(i)) to the set {A(α,Z) | Z ∈ H2(Y, α, γ)/G} limits to zero.
Since the latter set is discrete by our rationality hypothesis, the sequence (A(α(i), Z(i)))
converges to an element of it.

Remark 3.4.7. Without the hypothesis that [ϕ] is rational, Proposition 3.4.6 still holds
if ϕ is nondegenerate, by [99, Thm. 1.4]; see also [87]. However we do not know whether
Proposition 3.4.6 extends to the case where [ϕ] is not rational and ϕ is degenerate.

3.5 The ball packing lemma

We now prove a key fact, Lemma 3.5.2 below, which will be needed for the proofs of the
main theorems. This lemma gives a relation between the PFH spectral invariants of two
different Hamiltonian perturbations of ϕ.

To state the lemma, recall that a four-dimensional Liouville domain is a compact sym-
plectic four-manifold (X,ω) with boundary Y such that there exists a 1-form λ on X for
which dλ = ω and λ|Y is a contact form on Y . We further require that the orientation of Y
given by λ∧ dλ agrees with the boundary orientation of X. We allow X to be disconnected.

If (X,ω) is a Liouville domain as above, its alternative ECH capacities are a sequence of
real numbers

0 = cAlt
0 (X,ω) < cAlt

1 (X,ω) ≤ cAlt
2 (X,ω) ≤ · · · ≤ ∞

defined in [68]. To briefly review the definition, when (X,ω) is nondegenerate, meaning that
all Reeb orbits of the contact form λ|Y are nondegenerate, we define

cAlt
k (X,ω) = sup

J∈J(X)
x1, . . . , xk ∈ X distinct

inf
u∈MJ (X;x1,...,xk)

E(u). (3.5.1)
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Here X = X ∪Y ([0,∞) × Y ), similarly to (3.3.8). The notation J(X) indicates the set of
almost complex structures J on X such that J is ω-compatible on X, and on [0,∞) × Y ,
analogously to Definition 3.2.5, J is independent of the [0,∞) coordinate s, sends ∂s to the
Reeb vector field, and sends the contact structure Ker(λ) to itself, rotating positively with
respect to dλ. Furthermore, MJ(X;x1, . . . , xk) denotes the moduli space of J-holomorphic
curves u in X for which the domain is a compact (possibly disconnected) Riemann surface
with finitely many punctures near which u is asymptotic to Reeb orbits as s → ∞. We
require that u is nonconstant on each component of the domain. Finally, E(u) denotes the
sum over the punctures of u of the symplectic action (period) of the corresponding Reeb
orbit.

It is shown in [68] that cAlt
k has a unique C0-continuous extension to degenerate Liouville

domains. We will need the following examples. For r > 0, define the ball

B(r) = {z ∈ C2 | π|z|2 ≤ r}

with the restriction of the standard symplectic form on C2 = R4. Note that the Euclidean
volume of the ball is given by

vol(B(r)) =
r2

2
. (3.5.2)

It is shown in [68, Thm. 6] that the capacities of a ball are given by

cAlt
k (B(r)) = dr, (3.5.3)

where d is the unique nonnegative integer such that

d2 + d ≤ 2k ≤ d2 + 3d.

It is also shown in [68, Thm. 6] that the capacities of a disjoint union are given by

cAlt
k

(
n∐
i=1

(Xi, ωi)

)
= max

k1+···+kn=k

n∑
i=1

cAlt
ki

(Xi, ωi). (3.5.4)

For the above examples, the alternative ECH capacities cAlt
k agree with the original ECH

capacities cECH
k defined in [65]. The calculation in [65, Prop. 8.4] deduces from (3.5.2), (3.5.3),

and (3.5.4) that if X is a finite disjoint union of balls, then22

lim
k→∞

cAlt
k (X)2

k
= 4vol(X). (3.5.5)

Returning to PFH, to simplify notation we use the following convention:

22This calculation enters into the proof of the ECH Weyl law (3.1.4) for the tight contact structure on
S3.
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Notation 3.5.1. If σ ∈ HP (ϕ, γ,G), and if H : Yϕ → R, let σH ∈ HP (ϕH , γH , G) denote
the class corresponding to σ under the canonical isomorphism given by Remarks 3.3.3 and
3.3.4. Write

cσ(ϕ, γ,H) = cσH (ϕH , γH) ∈ R.

Lemma 3.5.2. Let ϕ be an area-preserving diffeomorphism of (Σ, ω), and let H1, H2 : Yϕ →
R with H1 ≤ H2. Let γ be a reference cycle for ϕ, let σ ∈ HP (ϕ, γ,G), let k be a nonnegative
integer, and suppose that Ukσ ̸= 0. Let (X,ω) be a compact Liouville domain and suppose
there exists a symplectic embedding of (X,ω) into the cobordism M from (3.3.7). Then

cUkσ(ϕ, γ,H1) ≤ cσ(ϕ, γ,H2) +

∫
γ

(H2 −H1)dt− cAlt
k (X,ω).

Remark 3.5.3. When k = 0, Lemma 3.5.2 reduces to the inequality (3.4.3).
For most of our applications, the only case of Lemma 3.5.2 that we need is where k = 1

and X is a ball. (Only for the proof of the Weyl law in Theorem 3.8.1 below will we need a
more general case where k > 1 and X is a disjoint union of balls.) This case of the lemma
asserts that under the hypotheses of the lemma, if the ball B(r) can be symplectically
embedded into M , then

cUσ(ϕ, γ,H1) ≤ cσ(ϕ, γ,H2) +

∫
γ

(H2 −H1)dt− r. (3.5.6)

Proof of Lemma 3.5.2. By the continuity in Corollary 3.4.5, we can assume without loss of
generality, by slightly decreasing H1 and increasing H2 if necessary, that H1 < H2 and that
ϕH1 and ϕH2 are nondegenerate. We now proceed in three steps.

Step 1. Choose J1, J2, and J as in Step 3 of the proof of Proposition 3.3.1. Also, fix k
distinct points z1, . . . , zk ∈M .

We claim that the composition

Uk ◦ΨH1,H2 = ΨH1,H2 ◦ Uk : HP (ϕH2 , γH2 , G) −→ HP (ϕH1 , γH1 , G) (3.5.7)

is induced by a (noncanonical) chain map

ψ : (CP (ϕH2 , γH2 , G), ∂J2) −→ (CP (ϕH1 , γH1 , G), ∂J1)

with the following property: Similarly to (3.3.11), we can write ψ in the form

ψ
∑
α,Z

nα,Z(α,Z) =
∑
β,W

∑
α

∑
V ∈H2(Yϕ,α,β)
I(α,β,V )=2k

nα,W+Vmα,β,V

 (β,W ), (3.5.8)

such that:
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(*) If the coefficient mα,β,V ̸= 0, then there is a broken J-holomorphic current in M from
α to β in the relative homology class V passing through the points z1, . . . , zk.

The reason is that in the proof of the “holomorphic curves axiom” in [14], the chain map
counts solutions to the Seiberg-Witten equations on M perturbed using a large multiple of
the symplectic form; and as the perturbation goes to infinity, the zero set α for a sequence of
Seiberg-Witten solutions converge to a holomorphic current. Here α denotes the component
of the spinor in the positive imaginary eigenspace of Clifford multiplication by the symplectic
form on M . Similarly, as in [98] (see the review in §3.2.4), the map (3.5.7) can be induced
by a chain map23 counting Seiberg-Witten solutions where α is constrained to vanish at the
points z1, . . . , zk. As the perturbation goes to infinity, the zero sets of α for the Seiberg-
Witten solutions converge to a holomorphic current passing through the points z1, . . . , zk.

Step 2. Define ∆ as in equation (3.3.3). We claim that by making suitable choices of J
and z1, . . . , zk, we can arrange for the chain map (3.5.8) to have the following property:

(**) If the coefficient mα,β,Z ̸= 0, then the inequality (3.3.12) can be refined to∫
W

ωϕH1
≤
∫
W+V

ωϕH2
+∆− cAlt

k (X,ω).

To prove this, by the C0 continuity of cAlt
k , we can assume without loss of generality that

(X,ω) is nondegenerate. Write Y = ∂X, and let λ denote the contact form on Y . We will
identify X with its image under the symplectic embedding into M . We can remove X from
M and attach symplectization ends to form a new completed cobordism

M
′
= ((−∞, 0]× Y ) ∪Y

(
M \X

)
. (3.5.9)

Choose an almost complex structure JX ∈ J(X) as in (3.5.1). We can then choose the almost
complex structure J on M so that it glues to JX in (3.5.9), to give a well-defined almost

complex structure J ′ on M
′
. We can further choose a sequence of ωM -compatible almost

structures J(n) on M such that J(n) agrees with J outside of X, and moreover inside of
X, the boundary has a neighborhood that can be identified with (−n, 0]× ∂Y so that J(n)
agrees with J ′.

By placing the points z1, . . . , zk inside X, and using a compactness argument as in [62,
Lem. 3], we can arrange the following: For any sequence of broken J(n)-holomorphic currents
as in (*), with an upper bound on

∫
W+V

ωϕH1
−
∫
W
ωϕH2

, after passing to a subsequence the
following hold:

23If one chooses different points z′1, . . . , z
′
k in M , one obtains a chain homotopic chain map. One can

define a chain homotopy by choosing paths ηi in M from zi to z′i and counting Seiberg-Witten solutions
where α vanishes somewhere on ηi for each i = 1, . . . , k. If one moves the points far up on the positive end
of M , one obtains a chain map corresponding to ΨH1,H2 ◦ Uk; and if one moves the points far down on the
negative end of M , one obtains a chain map corresponding to Uk ◦ΨH1,H2 .
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• The holomorphic currents in M converge on compact sets to a J ′-holomorphic current
in M

′
, which on (−∞, 0]× ∂Bi is asymptotic to a finite multiset αM of Reeb orbits.

• The homolomorphic currents inX converge on compact sets to a JX-holomorphic curve
u ∈MJX (X; z1, . . . , zk), asymptotic to a finite multiset αX of Reeb orbits.

• If αX ̸= αM , then there is a broken JX-holomorphic current in R× Y from αM to αX ,
as in [66, §5.3]. In particular, in all cases we have

E(u) =

∫
αX

λ ≤
∫
αM

λ. (3.5.10)

Repeating Step 4 of the proof of Proposition 3.3.1 then shows that∫
αM

λ+

∫
W

ωϕH1
≤
∫
W+V

ωϕH2
+∆.

By the inequality (3.5.10), it follows that

E(u) +

∫
W

ωϕH1
≤
∫
W+V

ωϕH2
+∆.

Since JX and z1, . . . , zk were arbitrary, it follows from the definition (3.5.1) that we can
choose JX and z1, . . . , zk so as to replace E(u) by cAlt

k (X,ω) in the above inequality. It then
follows that (**) holds with J = J(n) if n is sufficiently large.

Step 3. If we make the choices as in Step 2, then for each L ∈ R, the chain map (3.5.8)
restricts to a chain map

ψ :
(
CPL(ϕH2 , γH2 , G), ∂J2

)
−→

(
CPL+∆−cAlt

k (X,ω)(ϕH1 , γH1 , G), ∂J1

)
The induced map on homology fits into a commutative diagram

HPL(ϕH2 , γH2 , G)
ıL−−−→ HP (ϕH2 , γH2 , G)y yUk◦ΨH1,H2

HPL+∆−cAlt
k (X,ω)(ϕH1 , γH1 , G)

ıL+∆−cAlt
k (X,ω)

−−−−−−−−−→ HP (ϕH1 , γH1 , G).

We are now done as in the proof of Proposition 3.4.3.

3.6 From spectral gaps to periodic orbits

We now explain a mechanism for detecting the creation of periodic orbits. The following
concept will be useful:
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Definition 3.6.1. Let ϕ be an area-preserving diffeomorphism of (Σ, ω) and let d be an
integer with d > g. Define the minimal spectral gap

gapd(ϕ) ∈ [0,∞]

to be the infimum, over reference cycles γ for ϕ with d(γ) = d, subgroups G ⊂ Ker([ωϕ]),
and classes σ ∈ HP (ϕ, γ,G) with Uσ ̸= 0, of cσ(ϕ, γ)− cUσ(ϕ, γ).

In the above definition note that cσ(ϕ, γ) − cUσ(ϕ, γ) ≥ 0 by (3.2.1). We now have the
following relation between spectral gaps and creation of periodic orbits.

Proposition 3.6.2. Let ϕ be an area-preserving diffeomorphism of (Σ, ω), and suppose that
the Hamiltonian isotopy class [ϕ] is rational. Let U ⊂ Σ be a nonempty open set and let H
be a (U, a, l)-admissible Hamiltonian as in Definition 3.1.12. Let d be an integer with d > g,
and suppose that

gapd(ϕ) < a. (3.6.1)

Then for some τ ∈ [0, l−1 gapd(ϕ)], the map ϕτH has a periodic orbit intersecting U with
period ≤ d.

Proof. We proceed in four steps.
Step 1. We first claim that for any class σ ∈ HP (ϕ, γ,G) with Uσ ̸= 0, and for any

δ ≥ 0, we have

cUσ(ϕ, γ) ≤ cσ(ϕ, γ, δH) + δ

∫
γ

H dt−min(δl, a). (3.6.2)

Here we are using the convention of Notation 3.5.1 on the right hand side.
To prove (3.6.2), recall from Definition 3.1.12 that there is a disk D ⊂ U of area a and an

interval I ⊂ (0, 1) of length l such that H ≥ 1 on I×D. We can regard H as defined on Yϕ as
in §3.3. Let Mδ denote the cobordism (3.3.7) between the mapping torus Yϕ and the graph
of δH. Then we can symplectically embed the polydisk P (a, δl), namely the symplectic
product of two-disks of areas a and δl, into Mδ. Consequently, we can symplectically embed
the ball B(min(δl, a)) into Mδ. The inequality (3.6.2) now follows from the k = 1 case of
Lemma 3.5.2; see Remark 3.5.3.

Step 2. Suppose now that δ ≥ 0 and

(*) for all τ ∈ [0, δ], the map ϕτH has no periodic orbit intersecting U with period ≤ d.

We claim that if γ is a reference cycle for ϕ with d(γ) = d, and if σ ∈ HP (ϕ, γ,G) is a
nonzero class, then

cσ(ϕ, γ, δH) = cσ(ϕ, γ)− δ
∫
γ

H dt. (3.6.3)

To prove (3.6.3), let S denote the set of actions of (G, γ)-anchored orbit sets for ϕ. By
the hypothesis (*), if τ ∈ [0, δ], then the set of actions of (G, γ)-anchored orbit sets for ϕτH
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is S − τ
∫
γ
H dt. Since we are assuming that [ϕ] is rational, it follows from Proposition 3.4.6

that the function

[0, δ] −→ R,

τ 7−→ cσ(ϕ, γ, τH) + τ

∫
γ

H dt
(3.6.4)

takes values in the set S. This function is also continuous by Corollary 3.4.5. However the
set S has measure zero as in [77, Lem. 2.2]. It follows that the function (3.6.4) is constant,
and this proves (3.6.3).

Step 3. We now show that if δ > l−1 gapd(ϕ), then for some τ ∈ [0, δ], the map ϕτH has a
periodic orbit intersecting U with period ≤ d. Suppose to get a contradiction that (*) holds.
Suppose that d(γ) = d and that σ ∈ HP (ϕ, γ,G) satisfies Uσ ̸= 0. Then combining (3.6.2)
and (3.6.3) gives

cσ(ϕ, γ)− cUσ(ϕ, γ) ≥ min(δl, a).

It then follows from Definition 3.6.1 that

gapd(ϕ) ≥ min(δl, a).

Since we assumed that δl > gapd(ϕ), this contradicts the hypothesis (3.6.1).
Step 4. The proposition follows from Step 3 by replacing U by an open set V such that

V ⊂ U and H is supported in [0, 1]× V, and using a compactness argument.

As an example of the significance of Proposition 3.6.2, we have the following corollary,
which is a PFH analogue of [26, Lem. 3.1] for ECH:

Corollary 3.6.3. Let ϕ be an area-preserving diffeomorphism of (Σ, ω), and suppose that
the Hamiltonian isotopy class [ϕ] is rational. Let d be an integer with d > g and suppose
that gapd(ϕ) = 0. Then every point in Σ is contained in a periodic orbit of ϕ with period
≤ d. In particular, ϕ is periodic with period ≤ d!.

Proof. It follows immediately from Proposition 3.6.2 that every nonempty open set U ⊂ Σ
contains a periodic point of period ≤ d. It then follows from a compactness argument that
every point in Σ is periodic with period ≤ d.

3.7 Proofs of theorems

We now prove all of our theorems stated in §3.1. We begin with the following simple obser-
vation:

Lemma 3.7.1. Suppose that HP (ϕ, γ,G) contains U-cyclic elements. Write d = d(γ) and
A =

∫
Σ
ω. Then

gapd(ϕ) ≤
A

d− g + 1
.
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Proof. We are given that equation (3.2.13) holds for some positive integerm. It follows using
Proposition 3.4.2(a) that

mA = cσ(ϕ, γ)− cUm(d−g+1)σ(ϕ, γ)

=

m(d−g+1)∑
i=1

(
cU i−1σ(ϕ, γ)− cU iσ(ϕ, γ)

)
.

Since each of the summands on the right hand side is nonnegative, at least one of them must
be less than or equal to A/(d− g + 1).

Proof of Theorem 3.1.5. Suppose that [ϕ] is rational and satisfies the U -cycle property. Let
U ⊂ Σ be a nonempty open set. We need to show that there is a C∞ small Hamiltonian
perturbation, supported in U, of ϕ to a map having a periodic orbit intersecting U.

Let H be a (U, a, l)-admissible Hamiltonian. It is enough to show that for all δ > 0, there
exists τ ∈ [0, δ] such that ϕτH has a periodic orbit intersecting U.

Since [ϕ] has the U -cycle property, it follows from Lemma 3.7.1 that

lim inf
d→∞

gapd(ϕ) = 0.

Thus we can find d > g such that gapd(ϕ) < min(a, lδ). For such d, since [ϕ] is ratio-
nal, Proposition 3.6.2 implies that for some τ ∈ [0, δ], the map ϕτH has a periodic orbit
intersecting U of period at most d.

As noted in §3.1.1, Corollary 3.1.8 follows from Theorem 3.1.5 and the following lemma:

Lemma 3.7.2. Let ϕ be an area-preserving diffeomorphism of T 2, and suppose that the
Hamiltonian isotopy class [ϕ] is rational, i.e. [ωϕ] is a positive multiple of the image of an
integral class Ω ∈ H2(Yϕ;Z). Then [ϕ] has the U-cycle property. In fact, if Γ is a positive
integer multiple of PD(Ω), then HP (ϕ,Γ,Ker([ωϕ])) ̸= 0, and every nonzero element of the
latter is U-cyclic of order ≤ 6.

Proof. Let ϕ be an area-preserving diffeomorphism of (Σ, ω), of arbitrary genus for now, and
assume that [ϕ] is rational. Since the cohomology class [ωϕ] ∈ H2(Yϕ;R) is a real multiple
of the image of an integral cohomology class Ω ∈ H2(Yϕ;Z), we can find classes Γ ∈ H1(Yϕ)
with d(Γ) arbitrarily large such that the pair (ϕ,Γ) is monotone as in Definition 3.2.25.
(Simply take Γ to the Poincaré dual of nΩ− c1(E)/2 where n is a large integer.)

For such a Γ, a result of Lee-Taubes [82, Cor. 1.3], tensored with Z/2, asserts that if
g > 0 and d(Γ) > 2g − 2, then we have the following variant of the isomorphism (3.2.7):

HP (ϕ,Γ) ≃ HM
−∗
(Yϕ, sΓ, cb;Z/2). (3.7.1)

Here the left hand side is the untwisted PFH from §3.2.6. The right hand side is an instance
of the “bar” version of Seiberg-Witten Floer cohomology, with the “balanced” perturba-
tion, defined by Kronheimer-Mrowka [80, §30]. As with (3.2.7), the isomorphism (3.7.1)
intertwines the U maps on both sides, as discussed in §3.2.4.
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If Σ = T 2, then for Γ as above, by computations in [80, §35.3] (see the remark after [82,
Cor. 1.3]), we always have HP (ϕ,Γ) ̸= 0, with the graded pieces HP i(ϕ, γ) having rank ≤ 2,
on which U acts as an isomorphism. In particular, Ud(Γ) is a permutation of the set of nonzero
elements in each graded piece HP i(Φ,Γ). Then there is a positive integer m ≤ 6 such that
Umd(Γ) is the identity on all such groups HP (ϕ,Γ). We are now done by Lemma 3.2.26.

Remark 3.7.3. The paper [27], which appeared after the original version of this paper,
studies U -cyclic elements in more detail and generality. In particular, the proof of [27, Thm.
1] shows that if R is any coefficient ring then

(1− Ud(Γ)−g+1)b1(Yϕ)+1HM
−∗
(Yϕ, sΓ, cb;R) = 0.

In our case where R = Z/2, it follows that Um(d(Γ)−g+1) equals the identity, where m =
b1(Yϕ) + 1 when b1(Yϕ) is odd, and m = b1(Yϕ) + 2 when b1(Yϕ) is even. In addition, it was
shown in [28], which appeared simultaneously with the original version of this paper, that

HM
−∗
(Yϕ, sΓ, cb;R) ̸= 0.

As a result, Lemma 3.7.2 can be upgraded to assert the following: Let ϕ be an area-preserving
diffeomorphism of Σ in a rational Hamiltonian isotopy class [ϕ]. Suppose that Γ is mono-
tone, i.e. [ωϕ] is a multiple of c1(E) + 2PD(Γ), and that d(Γ) > max {2g − 2, 0}. Then
HP (ϕ,Γ,Ker([ωϕ])) ̸= 0, and every nonzero element of the latter is U -cyclic of order ≤ m.
Note that for rational ϕ there exist monotone Γ of arbitrarily large degrees d(Γ). In partic-
ular, every rational ϕ has the U -cycle property.

To prove Theorems 3.1.13 and 3.1.15, we first prove a more general statement:

Theorem 3.7.4. Let ϕ be an area-preserving diffeomorphism of (Σ, ω) such that the Hamil-
tonian isotopy class [ϕ] is rational. Suppose that there exists a positive integer d0 such that
ϕ has U-cyclic elements of degree d whenever d is a positive multiple of d0 with d > g. Let
U ⊂ Σ be a nonempty open set and write A =

∫
Σ
ω. Let H be a (U, a, l)-admissible Hamil-

tonian. If δl ≤ a, then for some τ ∈ [0, δ], the map ϕτH has a periodic orbit intersecting U

with period at most d0k, where

k =

⌊
Aδ−1l−1 + g − 1

d0

⌋
+ 1. (3.7.2)

Proof. Write d = kd0. It follows from (3.7.2) that

d > Aδ−1l−1 + g − 1. (3.7.3)

In particular, it follows from (3.7.3) that d > g, since δl ≤ a < A. Then by Lemma 3.7.1,
we have

gapd(ϕ) ≤
A

d− g + 1
.
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Also, it follows from the above inequalities that gapd(ϕ) < δl ≤ a. It then follows from
Proposition 3.6.2 that for some τ ∈ [0, l−1 gapd(ϕ)] ⊂ [0, δ], the map ϕτH has a periodic orbit
intersecting U with period at most d.

Proof of Theorem 3.1.13. If Σ = S2, then by Example 3.2.22, ϕ has U -cyclic elements of
degree d for all positive integers d. Thus Theorem 3.7.4 applies with d0 = 1 to give the
result.

Proof of Theorem 3.1.15. This follows from Theorem 3.7.4 and Lemma 3.7.2.

3.8 Asymptotics of PFH spectral invariants

To conclude, we now prove the following “Weyl law” for PFH spectral invariants. Un-
der certain hypotheses, it describes how the difference in spectral invariants cσ(ϕ, γ,H2) −
cσ(ϕ, γ,H1) behaves as the degree d(γ)→∞.

Theorem 3.8.1. Let ϕ be a (possibly degenerate) area-preserving diffeomorphism of (Σ, ω).
Let {Gi}i≥1 be a sequence of subgroups of Ker([ωϕ]), let {γi}i≥1 be a sequence of reference
cycles for ϕ, and for each i ≥ 1, let σi ∈ HP (ϕ, γi, Gi) be a nonzero class. Assume that:

• limi→∞ d(γi) =∞.

• There is a positive integer m such that each class σi is U-cyclic of order ≤ m.

Let H1, H2 : Yϕ → R. Write A =
∫
Σ
ω. Then

lim
i→∞

cσi(ϕ, γi, H2)− cσi(ϕ, γi, H1) +
∫
γi
(H2 −H1)dt

d(γi)
= A−1

∫
Yϕ

(H2 −H1)ωϕ ∧ dt.

Remark 3.8.2. If ϕ is rational, then Theorem 3.8.1 is not vacuous. In this case, as explained
in Remark 3.7.3, one can find a sequence of nonzero classes σi ∈ HP (ϕ, γi,Ker([ωϕ])) with
d(γi)→∞, and each σi is automatically U -cyclic of order ≤ b1(Yϕ) + 2.

Example 3.8.3. Let D be a disk with a symplectic form ω of area 1, and let ϕ be the time
1 map of a Hamiltonian H : [0, 1] × D → R which vanishes on [0, 1] × {x} when x is near
∂D. Then ϕ defines an area-preserving diffeomorphism of S2, with a symplectic form of area
1, which is the identity on an open set. Recall from Example 3.2.19 that if γ = d[S1]× {x},
where x corresponds to a point on ∂D, then HP (ϕ, γ, {0}) is the free Λ-module generated
by classes ed,0, . . . , ed,d; and each of these classes is U -cyclic of order 1. Note that if ϕ is the
identity, then each spectral invariant ced,i(ϕ, γ) = 0. It then follows from Theorem 3.8.1 that
in general, we have

lim
d→∞

ced,0(ϕ, d[S
1]× {x})
d

=

∫
[0,1]×D

Hω ∧ dt. (3.8.1)
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Here the right hand side (up to constant factors depending on conventions) is the Calabi
invariant of ϕ; see e.g. [40].

The special case of (3.8.1) where ϕ is a “monotone twist” was proved24 by direct cal-
culation in [21, Thm. 5.1], and this result plays a key role in the proof of the simplicity
conjecture. It is also noted in [21, §7.4] that (3.8.1) implies that the Calabi invariant extends
to a homomorphism defined on the group of compactly supported “hameomorphisms” of the
disk. The latter statement was subsequently proved using different methods in [19, Thm.
1.4].

Proof of Theorem 3.8.1. We use a “ball packing” argument similar to [25, §3.2].
Suppose first that H1 < H2. Let X be a finite disjoint union of balls symplectically

embedded in M and write V = vol(X).
We know that each σi is U -cyclic of order mi where mi ≤ m. By Proposition 3.4.2(a), if

ki = mini(d(γi)− g + 1) where ni is an integer, then we have

cUkiσi
(ϕ, γi, H1) = cσi(ϕ, γi, H1)− Amini.

Then Lemma 3.5.2 gives

cσi(ϕ, γi, H2)− cσi(ϕ, γi, H1) +

∫
γi

(H2 −H1)dt ≥ cAlt
ki

(X)− Amini. (3.8.2)

Now choose

ni =

⌊
d(γi)

2V

miA2(d(γi)− g + 1)

⌋
.

Then it follows from (3.8.2) that

lim inf
i→∞

cσi(ϕ, γi, H2)− cσi(ϕ, γi, H1) +
∫
γi
(H2 −H1)dt

d(γi)
≥ lim inf

i→∞

cAlt
ki

(X)− Amini

d(γi)

= A−1V

Here in the second line we have used (3.5.5) and the hypothesis that d(γi)→∞.
Now we can choose X to make V arbitrarily close to

vol(M,ωM) =
1

2

∫
M

ωM ∧ ωM

=

∫
Yϕ

(H2 −H1)ωϕ ∧ dt.

24The paper [21] writes a slightly different, but equivalent, version of (3.8.1). That paper defines spectral

invariants using the variant H̃P (ϕ, γ, {0}) from §3.2.6, which is possible here since monotonicity holds. Our
spectral invariant ced,i(ϕ, d[S

1]× {x}) agrees with the spectral invariant denoted in [21] by cd,2i−d(ϕ).
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Thus we obtain

lim inf
i→∞

cσi(ϕ, γi, H2)− cσi(ϕ, γi, H1) +
∫
γi
(H2 −H1)dt

d(γi)
≥ A−1

∫
Yϕ

(H2 −H1)ωϕ ∧ dt.

By Remark 3.4.4, both sides of the above inequality change by the same amount if one
adds a constant to H1 or H2. Thus the above inequality is true for any H1 and H2, without
the hypothesis that H1 < H2. In particular, the above inequality is true with H1 and H2

switched, which gives

lim sup
i→∞

cσi(ϕ, γi, H2)− cσi(ϕ, γi, H1) +
∫
γi
(H2 −H1)dt

d(γi)
≤ A−1

∫
Yϕ

(H2 −H1)ωϕ ∧ dt.

The above two inequalities imply the theorem.

Remark 3.8.4. By choosing the ball packings carefully, as in the proof of [69, Thm. 1.1],
one can show that the rate of convergence in Theorem 3.8.1 is O(d(γi)

−1/2).



148

Bibliography

[1] A. Abbondandolo and G. Benedetti. On the local systolic optimality of Zoll contact
forms. Geometric and Functional Analysis, 33:299–363, 2023.

[2] A. Abbondandolo, B. Bramham, U. Hryniewicz, and P. Salomão. Systolic ratio, index
of closed orbits and convexity for tight contact forms on the three-sphere. Compositio
Mathematica, 154(12):2643–2680, 2018.

[3] A. Abbondandolo, B. Bramham, U. L. Hryniewicz, and P. A. S. Salomão. Sharp
systolic inequalities for Reeb flows on the three-sphere. Inventiones Mathematicae,
211:687–778, 2018.

[4] M. Abreu and L. Macarini. Dynamical convexity and elliptic periodic orbits for Reeb
flows. Mathematische Annalen, 369:331–386, 2017.

[5] M. Abreu and L. Macarini. Multiplicity of periodic orbits for dynamically convex
contact forms. Journal of Fixed Point Theory and Applications, 19:175–204, 2017.

[6] S. Artstein-Avidan, R. Karasev, and Y. Ostrover. From symplectic measurements to
the Mahler conjecture. Duke Mathematical Journal, 163:2003–2022, 2014.

[7] M. Asaoka and K. Irie. A C∞ closing lemma for Hamiltonian diffeomorphisms of closed
surfaces. Geometric and Functional Analysis, 26:1245–1254, 2016.

[8] G. Benedetti and J. Kang. A local contact systolic inequality in dimension three.
Journal of the European Mathematical Society, 23:721–764, 2021.

[9] J.D. Burago and V.A. Zalgaller. Geometric inequalities. Springer, 1988.

[10] A. Casson and S. Bleiler. Automorphisms of surfaces after Nielsen and Thurston.
Cambridge University Press, 1988.

[11] J. Chaidez and O. Edtmair. 3D convex contact forms and the Ruelle invariant. Inven-
tiones mathematicae, 229:243–301, 2022.

[12] J. Chaidez and M. Hutchings. Computing Reeb dynamics on four-dimensional convex
polytopes. Journal of Computational Dynamics, 8(4):403–445, 2021.



BIBLIOGRAPHY 149

[13] J. Chaidez and S. Tanny. Elementary SFT spectral gaps and the strong closing prop-
erty. arXiv:2312.17211.

[14] G. Chen. On cobordism maps on periodic Floer homology. Algebraic and Geometric
Topology, 21:1–103, 2021.

[15] K. Cieliebak, H. Hofer, J. Latschev, and F. Schlenk. Quantitative symplectic geometry.
In Dynamics, Ergodic Theory and Geometry, Mathematical Sciences Research Institute
Publications, pages 1–44. Cambridge University Press, 2007.

[16] V. Colin, P. Dehornoy, and A. Rechtman. On the existence of supporting broken
book decompositions for contact forms in dimension 3. Inventiones mathematicae,
231:1489–1539, 2023.

[17] G. Contreras, J. Gambaudo, R. Iturriaga, and G. Paternain. The asymptotic Maslov
index and its applications. Ergodic Theory and Dynamical Systems, 23:1415–1443, 10
2003.

[18] A. Cotton-Clay. Symplectic Floer homology of area-preserving surface diffeomor-
phisms. Geometry and Topology, 13:2619–2674, 2009.

[19] D. Cristofaro-Gardiner, V. Humilière, C.Y. Mak, S. Seyfaddini, and I. Smith. Quanti-
tative Heegaard Floer homology and the Calabi invariant. Forum of Mathematics, Pi,
10(e27), 2022.

[20] D. Cristofaro-Gardiner, V. Humilière, and S. Seyfaddini. PFH spectral invariants on
the two-sphere and the large scale geometry of Hofer’s metric. Journal of the European
Mathematical Society, 2023. published online first.

[21] D. Cristofaro-Gardiner, V. Humilière, and S. Seyfaddini. Proof of the simplicity con-
jecture. Annals of Mathematics, 199:181–257, 2024.

[22] D. Cristofaro-Gardiner and M. Hutchings. From one Reeb orbit to two. Journal of
Differential Geometry, 102:25–36, 2016.

[23] D. Cristofaro-Gardiner, M. Hutchings, and D. Pomerleano. Torsion contact forms in
three dimensions have two or infinitely many Reeb orbits. Geometry and Topology,
23(7):3601–3645, 2019.

[24] D. Cristofaro-Gardiner, M. Hutchings, and D. Pomerleano. Torsion contact forms in
three dimensions have two or infinitely many Reeb orbits. Geometry and Topology,
23:3601–3645, 2019.

[25] D. Cristofaro-Gardiner, M. Hutchings, and V. G. B. Ramos. The asymptotics of ECH
capacities. Inventiones mathematicae, 199(1):187–214, 2014.



BIBLIOGRAPHY 150

[26] D. Cristofaro-Gardiner and M. Mazzucchelli. The action spectrum characterizes closed
contact manifolds all of whose Reeb orbits are closed. Commentarii Mathematici
Helvetici, 95:461–481, 2020.

[27] D. Cristofaro-Gardiner, D. Pomerleano, R. Prasad, and B. Zhang. A note on the
existence of U -cyclic elements in periodic Floer homology. arXiv:2110.13844, to appear
in Proceedings of the American Mathematical Society.

[28] D. Cristofaro-Gardiner, R. Prasad, and B. Zhang. The smooth closing lemma for
area-preserving surface diffeomorphisms. arXiv:2110.02925.

[29] O. Edtmair. An elementary alternative to PFH spectral invariants. arXiv:2207.12553.

[30] O. Edtmair. Disk-like surfaces of section and symplectic capacities. arXiv:2206.07847.

[31] O. Edtmair and M. Hutchings. PHF spectral invariants and C∞ closing lemmas.
arXiv:2110.02463.

[32] I. Ekeland. Convexity Methods in Hamiltonian Mechanics. Springer, 1990.

[33] I. Ekeland and H. Hofer. Symplectic topology and Hamiltonian dynamics. Mathema-
tische Zeitschrift, 200:355–378, 1989.

[34] I. Ekeland and H. Hofer. Symplectic topology and Hamiltonian dynamics II. Mathe-
matische Zeitschrift, 203:553–567, 1990.

[35] Y. Eliashberg. Filling by holomorphic discs and its applications. In Geometry of Low-
Dimensional Manifolds: Symplectic Manifolds and Jones-Witten Theory, volume 2 of
London Mathematical Society Lecture Note Series, pages 45–68. Cambridge University
Press, 1991.

[36] D. Farris. The embedded contact homology of nontrivial circle bundles over Riemann
surfaces, 2011. UC Berkeley PhD thesis.

[37] A. Florio and U. Hryniewicz. Quantitative conditions for right-handedness.
arXiv:2106.12512.

[38] U. Frauenfelder and O. van Koert. The Restricted Three-Body Problem and Holomor-
phic Curves. Springer, 2018.

[39] D. Fried. The geometry of cross sections to flows. Topology, 21(4):353–371, 1982.

[40] J. Gambaudo and E. Ghys. Enlacements asymptotiques. Topology, 36(6):1355–1379,
1997.

[41] I. M. Gel’fand and V. B. Lidskii. On the structure of the regions of stability of linear
canonical systems of differential equations with periodic coefficients. Uspekhi Mathe-
maticheskikh Nauk, 10:3–40.



BIBLIOGRAPHY 151

[42] C. Gerig. Taming the pseudoholomorphic beasts in R × (S1 × S2). Geometry and
Topology, 24:1791–1839, 2020.

[43] V. Ginzburg and L. Macarini. Dynamical convexity and closed orbits on symmetric
spheres. Duke Mathematical Journal, 170(6):1201–1250, 2021.
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