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FINITE DEPTH GRAVITY WATER WAVES IN HOLOMORPHIC
COORDINATES

BENJAMIN HARROP-GRIFFITHS, MIHAELA IFRIM, AND DANIEL TATARU

ABSTRACT. In this article we consider irrotational gravity water waves with finite bottom.
Our goal is two-fold. First, we represent the equations in holomorphic coordinates and
discuss the local well-posedness of the problem in this context. Second, we consider the
small data problem and establish cubic lifespan bounds for the solutions. Our results are
uniform in the infinite depth limit, and match our earlier infinite depth result in [8].
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1. INTRODUCTION

EREREEEREEE =

This article is devoted to the study of the two dimensional finite bottom gravity water
wave equations. Precisely, we consider an inviscid, incompressible, irrotational fluid evolving
in the presence of gravity. The fluid occupies a time dependent domain () C R? which has
flat finite bottom {y = —h} and a free upper boundary I'(¢) which is asymptotically flat to
y ~ 0. The two parameters in the problem, i.e., the gravity g and the depth h, are allowed
to be arbitrary positive numbers. However, our results are only uniform in the range g < h,
which includes the infinite depth limit but not the zero depth limit.
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FIGURE 1. The fluid domain.

The fluid evolution is modeled by the incompressible Euler equations in (),
us +u-Vu = Vp — gj
(1.1) divu =0
u(0, ) = up(x).
On the bottom we have the boundary conditions for the velocity, namely
(1.2) u-j=0, y = —h.
On the free boundary I'(¢), on the other hand, we have the dynamic boundary condition
(1.3) p=0 onlI(¢),
and the kinematic boundary condition

(1.4) Oy + u - V is tangent to U I(t).
t

Under the additional assumption that the flow is irrotational, we can write u in terms of
a velocity potential ¢ as u = V¢, where ¢ is a harmonic function whose normal derivative
is zero on the bottom. Thus ¢ is determined by its trace ¢» = ¢|p«) on the free boundary
['(t). Denote by n the height of the water surface as a function of the horizontal coordinate.
Then the fluid dynamics can be expressed in terms of a one-dimensional evolution of the free
interface, Precisely, for the pairs of variables (7, 1) we have

om— Gy =0

(1.5) 1
Opp + gn + §|V¢|2 -

1(Vn - Vi +Gn)y)?
2 1+ |Vn|?

where G represents the Dirichlet to Neumann map on the free boundary I'(¢) associated to
the Laplace equation inside the fluid domain with zero Neumann boundary condition on the
bottom. This is the Eulerian formulation of the gravity water wave equations. The second
equation above is known as Bernoulli’s law.

While the above Eulerian formulation is easy to write, it is not so convenient to use due
to the presence of the Dirichlet to Neumann map associated to the moving domain Q(¢).

Instead, viewing the choice of the parametrization of the free boundary as a form of gauge
2
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freedom, we employ the holomorphic coordinates here. These are obtained using the so-
called conformal method, where the domain () is viewed as conformally equivalent to a
strip. This will significantly simplify the analysis.

This system has received considerable attention over the years. The first steps toward
understanding the local theory were due to Ovsjannikov, see [15], who used conformal co-
ordinates in order to prove local well-posedness in spaces of analytic functions. Around the
same time, in closely related work, Nalimov [14] proved the first small data result in Sobolev
spaces in the infinite depth case. Somewhat later, his approach was extended to the finite
bottom problem by Yosihara [20].

The Eulerian form of the equations, described above, emerged in [5,21]; however, it was
only much later that this led to a satisfactory local theory. For a good description of this we
refer the reader to the more recent paper of Alazard-Burg-Zuily [1] as well as to Lannes’s
book [12].

Returning to the conformal method, the evolution equations restricted to the boundary
were independently written by Wu [19] and Dyachenko-Kuznetsov-Spector-Zakharov [6] in
the infinite bottom case in slightly different forms. Of these, it was Wu'’s paper [19] where
this formulation was fully exploited to prove local well-posedness in the large data problem.
Later, in [3] Choi and Camassa re-derive the equations for a perfect fluid in the finite depth
case when taking both the gravity and capillary force into account. Their method is based
on a direct manipulation of the Euler equations, whereas the method of Dyachenko et al. [0]
is based on a variational approach. Holomorphic coordinates have been used subsequently
in several other works, for example [7,[13].

One key feature of this evolution, which led to a very large body of work, is that it admits
soliton solutions, which at low frequency/small amplitude are close to the KdV solitons. In
the periodic regime these waves are called Stokes waves and there is a continuous family of
such waves up to the maximum height wave, which has a profile with a 120 degree angle at
the top. As this is only tangentially relevant to the present work, we simply refer the reader
to the recent books of Lannes [12] for a good description of the KdV approximation, and of
Constantin [4] for the study of solitary waves.

Our goal here is somewhat different, namely to initiate the study of the long time dynamics
for the small data problem. As mentioned before, one difficulty in this regard is the presence
of the Dirichlet to Neumann map in the Eulerian formulation of the equations. In order to
bypass this difficulty we consider the equation in holomorphic coordinates, using a conformal
map of the fluid domain into a flat strip. This strategy was previously implemented by the
last two authors is several deep water scenarios, namely for gravity waves [§], capillary
waves [10] and constant vorticity gravity waves [11].

As this is the first article fully developing the holomorphic coordinates in the finite bottom
scenario, in the first part of the paper we carefully present the functional setting for our
problem, and then derive the corresponding formulation for the water wave equations in this
setting. In this article we only consider the case of the infinite strip. However, the periodic
case is equally interesting, and has received perhaps more attention in the literature over
the years.

In the holomorphic setting the coordinates are denoted by a+i5 € S := R x (—h,0), and
the fluid domain is parametrized using the conformal map

28 = Qt),
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which takes the bottom R — ih into the bottom, and the top R into the top I'(¢). As such,
the restriction to the real line Z(a) = z(a — i0) can be viewed as a parametrization of the
free boundary I'(t).

Our variables are the function Z(«a) = a + W (a), which parameterizes the free surface,
and the trace Q(«) of the holomorphic velocity potential on the free surface. Both (W, Q)
are what we call here holomorphic functions, i.e., the trace on the upper boundary 5 = 0 of
holomorphic functions in the strip S, which are purely real in the lower boundary g = —1.
The space of holomorphic functions is a real algebra.

To algebraically describe the space of holomorphic functions we use the operator 7,
which is the finite bottom analogue of the Hilbert transform arising in the description of
the Dirichlet to Neumann map in the canonical domain. Precisely, 7, is the multiplier with
symbol —i tanh(h¢) and real kernel —=- cosech( «), interpreted in the principal value sense.
Then the holomorphic functions are descrlbed by the relation

Imu = -7, Reu.

The complex conjugates of holomorphic functions will be called antiholomorphic functions,
and are described by the relation Imu = 7, Reu. Arbitrary functions can be expressed as
sums of holomorphic and antiholomorphic functions,

u = Pu+ Pju.

Here P, projects onto the space of holomorphic functions and its complement P, = I — P,
projects onto the space of antiholomorphic functions. Both can be viewed as orthogonal
projections in the Hilbert space $;, with inner product

(u,v)g, = /(ﬁReu-ﬁLReijImquv) dov.

We note that £, is not a space of distributions as the $; norm does not see real constants.
However, it can be viewed as a quotient space of distributions modulo real constants.
The water wave equations in holomorphic coordinates, derived in Section [3] have the form

Wi+ F(1+W,) =0
(1.6) ) l|Qa|2] _o,

Qt"—FQa_gﬁL[W]—i_P J

where

J =1+ W,|? F=P, lQ“ Q“] .

J
We note here that one can freely add real constants to both W and @); thus these equations
are consistent with the low frequency structure of the space $j,.

The above system has a Hamiltonian structure. The Hamiltonian is the total energy of
the system, which is closely related to the above inner product,

&= 4w w) - 2@ T1Qu) + Lo, w).

As written it is not immediately obvious that at low frequency the last term can be controlled

by the $ norm of W. However, a direct computation shows that the Hamiltonian can be
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expressed in the form
1
(1.7) £= 9w w) —Z(Q,ﬁjl[QaD+%/|ImW|2ReWada.

Here one can also see that £ remains positive definite for as long as the curve I'(¢) (i.e., the
range of W + «) remains non-intersecting.

For later use here it is will be useful to symmetrize the ) part of the above energy by
introducing the positive self-adjoint operator

Ln = (=T o)
so that the quadratic part of the energy is given by
Eo(w,r) :== g{w,w) + (Lpr, Lyr).
It is then natural to look for solutions (W, @) in the Sobolev space H; with norm

I(W, Q)3 = glWI5, + ILaQIS, .

which is similar to $, for both components at low frequency, and to L? x H3 at high
frequency.

For higher regularity we will use the spaces Hf = (D), *H,, where (D), = h='(hD).
However, these will not be applied directly to (W, Q). This is for the same reasons as in our
previous work [8], namely that, after differentiation, the system for (W, Q) has a degenerate
hyperbolic structure, so one needs to diagonalize it and work with diagonal variables instead.
This is a well known feature of the water wave equation, and we refer the reader to [1] and [12]
for the Eulerian version of this diagonalization, which is often carried out in a paradifferential
fashion. In our case, as in [§], a convenient choice for the diagonal variables is given by

__ Qa
(W, R) = (Wa, = Wa) .

These are also physical variables that describe the slope of the free surface (given by 14+ W),
respectively the fluid velocity of the free surface.
Indeed, after differentiation one obtains a self-contained diagonal system in (W, R):

1+W
W, + bW, + ;Ra =1+W)M
1+ W
(1.8) GW—a
Rt+bRa:Z 1—|—W7
where the double speed (advection velocity) b is given by
— \)\%
1. b=2 — P,|RY Y = .
The other (real) parameters a and M above are given by
(1.10) a=2ImP,[RR,] + g(1 + T7?) Re W,

(1.11) M = 2ReP,[RY, — R,Y].

The parameter a also has a physical interpretation, in that g + a is the normal derivative
of the pressure on the free surface. It will be informative to write it in the form

a=a-+a,
5



where the quadratic term
a:=2ImP,[RR,],

remains in the infinite depth limit (see [8]) whereas the linear term
a; = g(1+T7;?) Re W,

is solely a feature of the finite depth case. The positivity of g+ a is also critical as a necessary
well-posedness condition for the above system (the Taylor stability condition):

op _g+ta

(1.12) 2P
ov r) J

> 0.

The necessity of this condition is not immediately clear from the form of the system (L))
above, as this is still a quasilinear system. However, it will become clear once we consider the
linearized system in Section[fl In Section 8.4l we prove that this positivity condition remains
satisfied as long as the free surface I'(t) remains a positive distance above the bottom;
this provides an alternate, Fourier-based proof, of the similar result obtained in [12] in the
Eulerian setting using a maximum principle based argument. Further, our proof does not
depend on the fact that I'(¢) is non-intersecting.

In the sequel we will consider solutions (W, Q) for the system (L6 with the regularity
properties

(W, Q) € Hp, (W,R) e H}, k>1.

To describe the lifespan of these solutions we introduce two control norms, namely

_1 1
(1.13) A= Wil + [[Y]lzee + 972 (D)5 Rl ooy oo
respectively
(1.14) B = g2[|{D)i W llbmoy, + [I{D)n R [bmo,

where, decomposing f = fcp-1 4 f>,-1 by frequency, the inhomogeneous space bmoy, is given
by the norm
1 lbmon, = Il.f<n-1llzo + || fon-1l[BMO,
where BMO is the usual space of functions of bounded mean oscillation.
At high frequencies (i.e., larger than h™!), these norms coincide with the norms in [§].

Here at least for small data A and B are controlled by the corresponding Sobolev norms of
(W, Q) and (W, R) as follows:

(115) A< g% (I(W, B)lsg, + 5 OV Qg )* (1(We Ra)llsg, + 1 IOW. Rl )
(1.16) B S (Wa, Ra) I, + ™ (W, R) I, + B2 (W, Q) 3,

For large data some additional care is required due to the need to independently control Y
uniformly in L.

Before discussing well-posedness, we remark that as stated the problem (LG) does not
have unique solutions due to the gauge freedom

<W<t7 Oé), Q(tv Oé)) — (W(tv o+ a0<t>> + O‘O@)v Q(tv o+ Oéo(t)) + QO(t))u

which corresponds to F' — F' + a((t) and a similar choice involving g;(t) for the projector
in the second equation.

N
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At the initial time we cannot do more than make an arbitrary choice (unless we assume
more decay at infinity for the initial data). However, we can fix the choice of ag and ¢ at
later times by requiring that both F' and the projector in the second equation have limit 0
at —oo. This is allowed because the arguments of P} are not only in L?, but also in L.

Now we can state our local well-posedness result:

Theorem 1.
a) The system ([IL6)) is locally well-posed for all initial data (W, Qo) with reqularity

(WOa QO) € Hh) (W0> RO) € H}lw }/0 € L™,
Further, the solutions can be continued as long as our control parameter A(t) remains finite,
and / B(t) dt remains finite.

b) This result is uniform with respect to our choice of parameters g < h as follows. If for
a large parameter C' the initial data satisfies

g~ h I (Wo, Qo)lla, + 97 I|(Wo, Ro)lla, + [(Woa, Boa)lla, + Yol < C,

then there exists some T = T(C'), independent of g, h, so that the solution exists on [—T,T]
with similar bounds.

Here well-posedness should be interpreted in the sense of Hadamard as follows:
e Existence of solutions (W, Q) € C([-T,T|;Hx), (W,R) € C([-T,T|; H}).
e Uniqueness of solutions in the same class.
e Continuous dependence on the initial data in the same topology.
e Higher regularity: If the initial data has additional regularity (e.g. HF) then the
solution has additional regularity as well.

Our second goal is to establish lifespan bounds for the small data problem. Given a
generic quasilinear problem with data of size € and quadratic interactions, the standard
result is to obtain quadratic lifespan bounds, i.e., ), = € 1. Here we show that for our
problem, despite the presence of quadratic interactions, the lifespan is nevertheless cubic,
i.e., Tz = € 2.

Theorem 2. Consider the system (L6]) with small initial data (Wo, Qo),
g~ W, Q)(0) I3, + 97 (W, R)(0) 134, + [|(Wa, Ra)(0) 30, < e.

Then the solution (W, Q) exists and satisfies similar bounds on a time interval [T, T.] with
T. > e 2. In addition, higher regqularity also propagates uniformly on the same scale, i.e.,
for solutions as above we have

W, B)lleqr. gy S (W, R)(0) Iy + €h' ",
whenever the right hand side is finite.

We emphasize again that our results are uniform in the range of parameters g < h. In
particular in the infinite depth limit it agrees with the result in [§]. Furthermore, our setting
and our results are also invariant with respect to the scaling
(1.17) (W(t,2), Q(t,2) = (AW (t, Aa), A QU Aa),
which corresponds to our parameters changing according to the law

(g,h) —>7()\g, Ah).



Because of this, in the proofs we can freely fix one of the parameters. Precisely, after deriving
the equations we choose to fix h = 1 and work with g in the range g < 1. We will also write
T = T; and similarly for other operators and function spaces.

We remark that one can also rescale time for a second degree of freedom in the choice of
the parameters g and h. However, our results are not invariant with respect to this second
scaling.

This result formally mirrors earlier results of the last two authors in [§] (together with
John Hunter) in the infinite bottom case, as well as [10] for infinite bottom capillary waves,
and [I1] for constant vorticity gravity waves in deep water.

A common idea in all these papers is the use of the “quasilinear modified energy method,”
first introduced in [9], in order to establish long time bounds. This can be viewed as proxy
for Shatah’s normal form method [16], which cannot be directly implemented in quasilinear
problems. Instead of correcting the quadratic terms in the equation via a normal form
transformation, the basis of our “quasilinear modified energy method” is the idea that one
can more readily modify the energy functional.

Despite the formal similarity to [8], the analysis here is considerably more difficult due
to several crucial differences. In the infinite bottom case the null condition for resonant
quadratic interactions is satisfied in a stronger form, i.e., the normal form transformation is
nonsingular at zero frequency. Consequently, we are also able to obtain long time bounds
for the linearized equation, and implicitly for the differences of solutions. By contrast, only
short time bounds for the linearized equation are obtained in the present paper.

Another key difference between the two problems has to do with the existence of solitons,
i.e., localized traveling waves. While the infinite bottom problem admits no solitons, in the
finite bottom problem there are small solitons. This is most readily seen via the KdV ap-
proximation at low frequencies, which is widely discussed in the literature, see e.g. Lannes’s
book [12]. While these solitons do not play a significant role in the present paper, they
are expected to be essential elements of any investigation of the nonlinear shallow water
dynamics on any longer time scales.

We note that without surface tension these difficulties are essentially unique to the 2d prob-
lem and that the additional dispersion in 3d makes the analysis somewhat more straightfor-
ward. In the 3d case both enhanced lifespan bounds [2] and global well-posedness for small,
smooth, localized initial data [I7.18] have been established previously.

We conclude the introduction with a brief overview of the paper. We begin in the next
section with a detailed description of the conformal coordinates, as well the corresponding
spaces of “holomorphic functions” where the evolution takes place. The fully nonlinear
water wave system (L0 is derived in Section [3 together with the differentiated quasilinear
system (L8)). We also discuss the Hamiltonian formalism there, as well as the Taylor stability
condition [L.12]

In Section Ml we study a model linear problem, which captures the quasilinear effects in
our problem, but not the quadratic semilinear interactions. We will subsequently apply the
estimates established here to both the linearized and differentiated equations.

The linearized problem is studied in Section [Bl Unlike in our prior work on the infinite
bottom problem, here we are only able to prove quadratic and not cubic bounds for the
linearization. Thus, the estimates here are only useful for local well-posedness and not for
the cubic lifespan result.



The study of the long time dynamics begins in the earnest in Section [6] with the normal
form computation. As one can see there, the resonant interactions at zero frequency produce
a zero frequency singularity in the the normal form transformation; thus one cannot use it
directly even in the low frequency analysis. In Section [7] we compute the associated normal
form energy, where repeated symmetrizations lead to cancellations of the singular part. This
is the first step in the implementation of our modified energy method.

In Section [§ we show that the normal form energies admit good quasilinear modifications,
which can be used to prove the long time bounds for the solutions. Finally, our main result
is proved in the last section.

Many of the more technical estimates in the paper are relegated to the Appendix in order
to keep the main arguments more clear and streamlined. This includes a number of Coifman-
Meyer type commutator estimates, as well as their consequences for the various parameters
in our water wave system.

2. HOLOMORPHIC COORDINATES

2.1. Holomorphic functions in the canonical domain. We start by considering solu-
tions to the Laplace equation in the strip S = R X (—h,0) with mixed boundary conditions,

—Au =0 in S
(2.1) u(e,0) = f
85U(Oé, —h) = 0.

The solution may be written in the form

1 £ iou
) = = / p(&, B) F(€)e™ de,

where the Fourier multiplier p is given by
cosh((B + h)§)

p(£75> = COSh(hg)
We note that p(D, ) f is well-defined for any f € §'(R) and that
0kp(&.5) = O(lg["en ).

Given a real-valued solution u to (21 we may find a harmonic conjugate v by solving the
Cauchy-Riemann equations,

Uq = Vg, Ug = —Vq-
A solution is given by

o) = <= [ ale i e
where the Fourier multiplier ¢(&, §) is given by
J(6.5) = isinh((5 + h)§)

cosh(h§)
On the boundary {8 = 0} we have

v(a,0) = =Thf(a),
9




where the Tilbert transform is

1 s
Tnfla) = ~57 lﬁii%l e cosech (ﬁ(a - o/)) Flo) dd,

is given by the Fourier multiplier —i tanh(h¢). We remark that it takes real-valued functions
to real-valued functions. We denote the inverse Tilbert transform by 7,'. As discussed
above there is some ambiguity in its definition. For concreteness we define it to be given by
the Fourier multiplier i coth(h& +i0) such that 7, ! f vanishes at —oo whenever f € L' N L2.

We will call functions on the line holomorphic if they are the restriction to the real line of
holomorphic functions in the strip and satisfy the boundary condition on the bottom. This
consists of functions u which satisfy

Imu = —T, Reu,
and forms a real algebra as can be seen from a simple application of the product formula
(2.2) uTh[v] + Thlulv = Ty [uv — Th[u] Th[v]],

which follows from the corresponding identity for tanh&. The complex conjugates of holo-
morphic functions are called antiholomorphic.

2.2. Sobolev spaces. On the space of all complex valued functions we define the real inner
product

(2.3) (u,v>:%Re/(l—T,?)u-v—(l—l—ﬁ?)u-vda,

where we note that —7,2 is a non-negative operator. The corresponding Hilbert space is
denoted by $;. Its norm can be rewritten in the form

ull, = / (ThReu - ThReu+Imu - Imu) do,

where one can easily see that this is non-negative, and thus a norm.

We denote by Sﬁﬁlh), respectively 535:1) the subspaces of §);, consisting of holomorphic, re-
spectively antiholomorphic functions. The interesting observation, which is in effect the
motivation for our introducing the space $);, is that its holomorphic and antiholomorphic
subspaces are orthogonal complements of each other. We remark that, restricted to either
sﬁﬁf” or 532“), the $; norm can be rewritten as

1 1
||u||%h = / <|u|2 - §u2 - §u2> dao.

We will also need the associated orthogonal projections, which are denoted by Pp,, respec-
tively Pj. These are operators which are conjugated via the standard complex conjugation.
We can define these two operators in two equivalent ways. In a real fashion, we can set

Pyu= = [(1—iTy) Reu+i(1+4T, ") Imu],

N~ N~

Pyu= = [(14iT,)Reu+i(1 —iT, ") Imu].

10



In a complex fashion, we can write

Pru = % [(2 = iTn+ T, u = i(Tu + 7,7 )2l
= % (1= iTn) (L +iT, Du+ (1= iTa) (1 =T, )a]
respectively
Pju = i [(2+iTh — 4T, u+i(Ty + T, )]
= L0+ T~ T - (1= 1T (1 - T ).

2.3. Conformal mappings. Given a fluid domain 2 = Q(¢) with upper boundary I' = I'(¢)
with a prescribed Sobolev regularity, and lower boundary y = —h, our goal here is to obtain
a conformal map

z2:58 =
with similar regularity. Here we do not assume that I' is a graph, only that it is the upper

boundary of a simply connected domain €2 which admits a parametrization with a suitable
Sobolev regularity. Precisely, we represent the boundary I'(¢) as a parametrized curve

s — 2(s)

with the following properties:
(i) Sobolev regularity: z(s) —s € Hf := (D), *L2.
(ii) Nondegenerate and non-intersecting: The map s — z(s) is surjective and nondegen-
erate, 2'(s) # 0.
(iii) Does not touch the bottom: Imz > —h.
Then we have:
Theorem 3.
a) Let ) be a simply connected domain whose lower boundary consists of the line Im z = —h

and whose upper boundary is a curve I' as above, with k > % Then there exists a conformal
map

z: 5 —=Q

taking the line B = —h into itself and the line § = 0 into I'. Further, the restriction of z
to the upper boundary 3 = 0 has the reqularity z — o € $H5 and is unique up to horizontal
translations.

b) If in addition T' admits a parametrization which satisfies the smallness condition
B2 (l2le + B llzlag) << 1,

then it is a graph y = y(x) satisfying similar HF bounds, and the following norms are
comparable:

Bllylae + Iyl ~ bz = alle + 1|z —allyy,  0<j<k

11



Remark 2.1. We remark here on a minor downside to the use of holomorphic coordinates in
the strip, namely that there is no canonical way to remove the horizontal translation symme-
try (unless z(s) — s has some L! integrability perhaps). We address this issue dynamically in
our study of the water wave equations. Precisely, we make an arbitrary choice at the initial
time, but we define a unique way to propagate this choice to later times.

Proof. By rescaling it suffices to assume h = 1. To clarify the geometric context, we note
that the L? integrability condition on the parametrization guarantees that outside a compact
set, the boundary I' is the graph of a small H*® function.

It is easier to construct the inverse map

Q52— (€bf.
For this we begin with the function 3(z), which is defined as the unique bounded solution
to the elliptic boundary value problem
Ay y8=0 in €
Bz, —1) = -1
B(x,y) =0 on I

Maximum principle type arguments show that 3 is of class C* in €2, and also that it has no
critical points. Since I' is asymptotically flat, it also easily follows that

lim VgB(z,y)=(0,1).

r—F00
Once we have the function f, its harmonic conjugate « is determined via the Cauchy-
Riemann equations, and satisfies

r—*+00 x

=0.

It is clear that « is uniquely determined up to constants.

The generated map z — « + i will then be a diffeomorphism from €2 to S. It remains to
establish the regularity properties of this map restricted to I', and then of its inverse.

Our goal here is to show that the map

o da
S R—
ds
(which so far is bounded, continuous and nonzero) has the regularity
do
2.4 — —1le gt
(2.4) o, 1€
Ask—1> %, inverting we also have
ds
— —1le gkt
da

Hence by the chain rule we get

d
£ “1e H"',  Tmz(a) € H,
as desired.

12



To prove (2.4) we use the Cauchy-Riemann equations to rewrite this in terms of the normal
derivative of 8, namely

do _d: d8

ds ds dv’
Hence we still need to show that J

ab _ 1e HL

dv

The function B — y solves the Laplace equation in € with H* Dirichlet data on the top I'
and zero Dirichlet data on the top. In addition, I" also has H* regularity (which implies also
Clask> % Then we want its normal derivative on I" to be in H*~!. But this follows from
standard elliptic theory; for an exposition of this which exactly fits the strip type of domains
here we refer the reader to Chapter 3 of Lannes’s book [12].

O

3. DERIVATION OF THE EQUATIONS

3.1. Derivation of the fully nonlinear system. In this section we derive the fully non-
linear system ([L6]) from the Euler equations (I.1]), and the boundary conditions (I.2), (L3))

and (L4).
We start by defining the holomorphic function w by
w(t, o, B) = 2(t, o, B) — (a + 1B),

where z = o +dy: S — Q(t) is the conformal map constructed in Section 2.3 As z is
holomorphic we have the Cauchy-Riemann equations

To = YB, g = —Ya-

Let ¢(t,x,y) be the velocity potential in Euclidean coordinates and take the potential in
holomorphic coordinates to be

U(t, o, B) = oL, x(t, o, B), y(t, a, B)).
We take 6 to be the harmonic conjugate of ¢ and define ¢ = ¥ + if. Applying the chain
rule, the velocity u = V¢ is given by
1
(31) u = j(xawa + xﬁwﬁ> yo/lvba + ymbg),
where the Jacobian j has the form

J = Talp = TaYo = T + Yo
In this section we will use capital letters to denote the trace of functions on the boundary

{f = 0}. In particular, by a slight abuse of notation, we will write Y (¢,«) = y(¢, «,0). We
then have that W (t,a) = w(t, «,0) and Q(t, ) = q(t, a, 0) are holomorphic and hence

(3.2) Y = -Tp[X — qa], Yo = —Th[X4l, 0 =-T,V.
We observe that 1 — Z;! = 1 E/;V is holomorphic, so by comparing real and imaginary
parts we obtain :
Y, X, X
3.3 2= e 1| = Za
33) AR AR
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where J(t,a) = j(t,a,0) = [1 + W, |
Using the normal (=Y, X,) to the free boundary we write the kinematic boundary con-
dition (4] in the form

(Xtay;f) : (—Ya,Xa) =U- (_Ya>Xa)>

where U(t,a) = u(t,a,0) is the restriction of the velocity to the free boundary. Using
the expression (B.]) for the velocity in holomorphic coordinates and the Cauchy-Riemann
equations we simplify the right hand side to obtain

(3.4) XY — YoX, = —O,.
Using (B.2) and (B.3]) we write this in the form

Xa O,
S
At J

Applying the product formula (2.2]) to the left-hand side we obtain

Xa
7771[)(}] + T {

XaXt + YaY:‘, @a
3.5 — | ==
(35) 7 |[Xefireti| &
Combining (3.4)) and (3.35]) we solve for X, Y; to obtain
© ©
X, =22V, +7' =] X,
t 7 +7, [ 7 ]
© ©
Y, = ——X, Ry i
t 7 +7, [ 7 }

In terms of the holomorphic function W = (X — «) + Y we have

Oa
W, =X, +iY; = —i(1 +47, 1) {7} (14 W,).
If we define -
F =P, [M} ’

then we may write this in the form
(3.6) W,+ F(1+W,)=0.

Next we use (L)) to obtain the Bernoulli equation with dimensionless gravitational con-
stant g > 0,

1
(3.7) ¢t+§|V¢I2+gy+p=0-

From the dynamic boundary condition (L3]) we have p = 0.
Applying the chain rule and Cauchy-Riemann equations we obtain
1 1
¢t|{ﬁ:0} = \Ilt - j(XaXt + Ya}é)\]}a - j(YaXt - XaY;f)@au
1 2 N G 2
§|V¢| | (5=0} = QJ(‘I’Q +63).
14



Using the relations ([3.4]) and (B.5]), we simplify the first of these to obtain

© 1
=, — T | 2y, — —e2.
Otl(p=0y = Ve = T, [ J] o= 6%

This leads to the equation
U, -7 =2 +i(\112 —0%)) 449y =0
! h J “o2g e ¢ '

We write this in terms of ) = ¥ + 0 by applying P, to obtain

Oa

Q:— Py, [7;1 [ 7

@i 1 2 2 _
:| v, + 7:| + Py, [ﬁ(@a + @a):| — gﬁ[W] =0.

An application of the product formula (2.2)) gives us

© ©? S} ©
-1 7 o @ _ gl |z
i [ v ) =T w7 e
which leads to the equation
|Qal?
(3.8) Qe+ FQa = gT[W] + Py | =71 = 0.

Combining (3.6) and (3.8)) we obtain at the fully nonlinear system (L.]).

3.2. Symmetries. Besides the gauge freedom, the system ([L6]) has a number of symmetries:

1 ransiation. € equations are invariant under time and space transiations, IOor
i) T lats Th ti i iant under ti d t lati f
(to, Oé()) € R?

(W(t, o), Q(t, ) = (W(t + to, a + ), Q(t + to, o + vg)).

(ii) Reflection. We have a horizontal reflection symmetry given by

(W(t> Oé), Q(ta Oé)) = (_W(t> —Oé), Q(t> —Oé)).
(iii) Time reversal. We have a time reversal symmetry given by
(W(t> Oé), Q(ta Oé)) = (W(_t> Oé), _Q(_ta O{))
(iv) Galilean invariance. The system has a Galilean invariance, for ¢ € R
1
(W(t,a),Q(t,a)) — W (t,a —ct),Q(t,a — ct) — ¢ ((a — ct) + W(t, oo — ct)) + §czt).

However, as our choice of spaces require R to vanish at 0o we break the Galilean
symmetry as in terms of (W, R) the Galilean shift corresponds to the map

(W(t,a),R(t,a)) = (W(t,a —ct), R(t,a — ct) — ¢).
15



3.3. Hamiltonian structure and conserved quantities. If the free surface is given by
y = n(x), then the energy of the system in Euclidean coordinates is given by

g ) 1 n(z) )
5(77>¢):§/R|77| d$+§/R/h |Vo|* dydzx.

We may write this in terms of the holomorphic variables (W, Q) as
g 1 - g
EW,Q) = L (W, W) = (Q, T, [Qal) + S(WWa, W).

We note that the additional factor of % appears here due to the use of the complex-valued
functions.

It was first observed by Zakharov [21] that the water wave system is a Hamiltonian equation
with Hamiltonian €. To see this we consider the space of holomorphic functions (W, Q) € H,,
equipped with the inner product

(3.9) < [gj , {gfj > =L, w) + %(Lth, LnQ).

With respect to this inner product we have

J— _1 1
JE(W. Q) = [W FWWe =T, Py (WT[Wol]
We claim that the system (LG) may then be written in the form
Wil [0 A
(3.10) [Qt] - lQ %} de(W, Q),
where the operators 2, B and € are given by
ol = (14 WPy | 22502

Blg) = —QuPy |10 | -y | Peletl Ph[@aqa]] |

Py [(1+ W) Tafw]] + Py [(1+ wam[wﬂ] |

Clw] := gPy, 7

Taking 2A* to be the adjoint of 2 with respect to the inner product on the space of holomorphic
functions in $£);,, we apply Lemma to obtain

Li€lw) = g% [w],  LiBlg] = —B*[Lq],
and hence the matrix operator
0 2
]

is skew-adjoint with respect to the inner product (3.9). This skew-adjoint matrix is the
representation in our setting of the symplectic form for the finite bottom system.
We now prove ([3.10). We first note that

AQ] = —F(1+W,), B[R] =—-FQ.— Py [
16
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It remains to consider the term involving €, which we may write in the form

Py [(1 4+ W) Talw] — Wo T [w]
; :

w=W+WW, — TP, [WT,[W.]] .

Given holomorphic functions u, v we may write them in terms of their real parts and apply
the product formula (2.2]) to obtain the identity

(3.11) P [Thluv] — aTh[v] — Thlalv] = Thlu]v.

Taking v = W and v = W, we may apply this identity to the quadratic part of the numerator
to obtain

Py [ThlWWa] = WTi[Wa] = WaTa W]+ WoTh[W]] = WaP[Ta[W]] + P, [Wo Ta[W]] -

Next we consider the cubic part of the numerator. Here we apply both the identity (BI1))
and its complex conjugate with u = W and v = W,, to obtain

P, [WaTh[WW,] = WoW T, Wa] — WoaTh[WW,] + WoPh[W T WL = WaPy, [Wa T [W]] .
Combining these with the linear part Pp[7,[W]] we obtain

(1 + Wo)Pr[(1+ W) T [W]]
J

W+ WW, = T, "PrlWTh[Wal] = gPs = gTu[W],

1+W,
J 1+ W,
and hence we may discard the inner projection operator. This completes the proof of ([B10).
As the system is invariant under translation, a — « 4+ ¢, via Noether’s principle there will
be a corresponding conserved quantity. This is the horizontal momentum,

where the second equality follows from the fact that is antiholomorphic

T(W.Q) = % (LW, LyQ) = (V. T~'Q0).

With respect to the above inner product on H, we have

dT(W,Q) = — {g_luL/%Q} .

A further calculation gives us that

4]+ e

3.4. Positivity of the normal derivative of the pressure. As discussed above, a neces-
sary condition for the well-posedness of ([LO) is the Taylor stability condition (LI2]). In this
section we first derive the expression for the normal derivative of the pressure in holomorphic
coordinates, and then show that it remains positive for as long as the free surface remains a
positive distance away from the bottom. We remark that an alternate proof of this property,
using the maximum principle, can be found in Lannes [I2]. Our proof here, based on a sum
of squares representation, provides a different insight into this problem.

From the Bernoulli equation (B.7)) we may write the normal derivative of the pressure as

op 1

_ 1 2
~ % o Jaﬁ (¢t+ 2IVcbI +gy)'

16=0}
17



Using the Cauchy-Riemann equations we obtain

v +e;
s Pt (=0} = —0Oa (72 {u} +g77L[Y]) .

2J
A further application of the Cauchy-Riemann equations yields g0sy|{s=0y = 9Xa, s0
op 1
~J ool =9+ 505 = Tala) IV =0y + 9((Xa — 1) = Tu[Ya)).
ov r') 2
Next we define the holomorphic velocity,
. do
12 b —itp = —do
(3.12) R
From (3.I)) we see that |V¢|?> = |r|?, and as r is holomorphic we obtain
1 _
5 (95 = Tada) (Ir)] (5, = 2T PA[RR,] = a.
Further, g (X, — 1) — Ta[Ya]) = g(1 + T?) Re W = a;. As a consequence,
0
(3.13) = - g+ a.
ov T

We now show that the Taylor stability condition (I.I2)) is satisfied whenever the free
surface I'(t) is a positive distance away from the bottom {y = —1}:

Lemma 3.1. Assume that (W, Q) € Hy, are holomorphic, with ImW > ¢ > —h. Then we
have the pointwise bound

(3.14) g+a>g(c+h).

Proof. Using the spatial scaling discussed in the introduction, it suffices to assume that
h = 1. We recall the expression of a,

a=2ImP[RR,] + g(1+T*)ReW.
We will consider the two terms separately, and prove that
(3.15) (1+T?)ReW >, Im P[RR, > 0.
For the first of these, we write it in terms of Im W as follows:
(1+T*)ReW = —(1+ T2, T "ImW).
The multiplier on the right has symbol
m(&) = 2€ cosech 2¢.

As a consequence we may write
(1+T?)ReW = /K(a — o) ImW () dd/,

where )
T T
K(a) = ——m(a) = = sech?(~a
(@) = —=le) = § seck(Fo)
is non-negative, Schwartz and has integral 1. Then the first part of (3.15) follows.
18



For the second part we begin by writing
2Im P[RR, = —% [(1 = 4T)(RRa) — (1+4T)(RR.)] .

Hence in Fourier space we have the representation

—

2PRRO = [ RORGKEn) dn.
§—n=¢
where the kernel K is given by

K(Em) = —5 (6 +n) + (€~ ) tanh(€ 7).

As in [§], a natural idea might be to obtain a sum of squares representation of the above
integral. Naively, we could seek a decomposition of the kernel as below

K(&,n) = / Fn(€) f(n) d.

However, here we have the additional information that R is holomorphic, which naively
allows us to estimate integrals mostly concentrated where &, > 0 by symmetric integrals
concentrated where £, < 0. To eliminate this constraint we write everything in terms of
the real part of R, which is an arbitrary function:

R(¢) = (1 - tanh §)Re R(¢),
Then the kernel K is replaced by

Further, for real functions we have the symmetry

f(=¢) = f(©),

so the above kernel can be further replaced by

Kol n) = (Ka(Em) + Ka(—€ ).

We compute
Ky(&m) = %(tanhf + tanhn)(§ +n) — %(1 + tanh £ tanh n) (£ — n) tanh(§ — n)

§ 1
= + i (€ —n) tanh(§ — n)) :

On the other hand the following expression gives the symbol of a pointwise non-negative
form

I(&,n) = /(1 + tanh N)(1 + tanh(§ — N))(1 + tanh(n — N)) dN

1 1 1 1
=< (” tanhf) (Htanh(n—f)) K <1+tanhn) (” tanh(f—n))’

and after symmetrization

1 ¢ n. £—n
2 (I(&m) +1(=&-n)) = tanhé  tanhn  tanh(£ —n)
19
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Then we can write

Ka(€,1) = 5 tanh € tanh (1(€,7) + T(—€, =) + tanh € tanhn K(€, 7).

where
K3(&,m) = K3(§ —n) == 2(§ — n) cosech(2(§ — n)).
The quadratic form determined by the first term in K5 is non-negative. On the other hand
for the second term we take advantage of its translation invariance to write

Ka(é — ) = / 9(6 — N)g(n — N)dN,

with even, real-valued ¢g. Indeed, taking the Fourier transform we get

1 .
~2

= —K;,
g o 3

or equivalently

§(a)? = gsechQ(%a).
The right hand side is non-negative and its square root is a Schwartz function. This suffices

for our purposes, and yields the desired representation for Kj.
O

3.5. Derivation of the quasilinear system. In this section we derive the quasilinear
system (L) for the holomorphic variables

_ Qa
(Wa R) - <Woca m) )

where we recall that R is the restriction of the holomorphic velocity (812]) to the free
boundary.

As we expect mixed holomorphic-antiholomorphic terms to be lower order than purely
holomorphic terms, we first introduce the (real-valued) advection velocity

Qa
b =2 Re Ph [7 s
so that F'=b — % We note that our earlier gauge fixing procedure corresponds to fixing

the real constant in b so that
lim b(t,a) = 0.
a——00

Evidently the similar condition at positive infinity does not need to hold.
Differentiating (.6]) we obtain a self-contained quasilinear system in (W,, Q,),

Wear + bWeag + bo (1 + W) = [ Qe ]

1+ W,
B _ 5 [1Qf
Qat + ana + baQa gﬁL[Wa] — Ph 7 .

As b = b we have

— 1 QaWaa QaWaa
ba =F, = ac - = .
7 (Q 1+ W, 1+ Wa)
20



Grouping the highest order terms on the left hand side we obtain

Wat + 0Waa + ——+ | Qaa — =-F,(1+W, _ 2
et +1+Wa<Q 1+Wa) O S Tow A PR Fp A

QO& QOC[ [e703% Qzl_aa ‘D |QO¢|2
o b o J ( o ]_ Wa J(l Wa) h J a

As in the infinite depth case, in order to obtain favorable estimates at high frequency we
must diagonalize this system. To do this we define the operator

(3.16) A(w,q) = (w,q — Rw),

) T = —FaQu +

Taking W = W, we use the diagonal variables
(W, R) = A(Ws, Qa).

We calculate

R =1, (Q““_ 1+Wa>’
and obtain the equation
1+W R, _
3.17 W, +bW,+ ——R, = — —b, | (1+ W)+ R,.
(317) cHOWet T W <1+W >(+ )+

Defining
- bon

-
1+W  1+W
we obtain the first part of (L.g]).
For the second part of (L), we first write

1+ W R _

1 at + 0Qoa + ———RR, — W] = b, | (1+W P 2 .
(3.18) Qu +0Q +1+WRR gTh W] <1+W )( +W)R+P, [|R]?],
and then calculate,

Qat QaWat

Ry

T W, (1+ W2
Thus, using (B.I7) and (3I8]), we obtain the second part of (LS.

4. LOCAL WELL-POSEDNESS FOR A MODEL EQUATION

In this section we will study the local well-posedness for a model equation, which will play
a key role, both in the study of the linearized problem in the next section, and in the study
of the differentiated equations later on. Here, and for the rest of the paper, we will assume
that h = 1, which we can do by scaling, and require uniformity with respect to g in the
range g < 1.

Our model system has the form

wt—l—‘)ﬁbwa—l—P{ fa }—P{Raﬂw] =G

(4.1) 1+ W 1+ W
vy + Dyra — P {%} _ K,
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where 9, is the holomorphic multiplication operator
My f=P(bS).

Here both the unknowns (w,r) and the inhomogeneous terms (G, K) € ‘H are holomorphic.
The functions (W, R) are solutions to the differentiated system (L) and b and a are the as-
sociated advection velocity, respectively the frequency shift, which are given by the formulas
(LI), (TI0) in terms of W and R. For convenience we recall the expressions of b, a and M
below
b=2Re[R—P[RY]],
and
a=g(1+T*)ReW +2ImP[RR,], M =2ReP[RY, — R,Y].

Notably, in our analysis we will not use at all the Sobolev regularity of (W, R). Instead
we will only use the bounds for (W, R) which are available in terms of the uniform control
norms A and B. Similarly, for b and a we use only the corresponding uniform bounds also
in terms of A and B, see Lemmas [A.13] in the Appendix.

A natural energy for this system is given by the quadratic part of the Hamiltonian,

(4.2) Ey(w,r) = g(w,w) — (r, T~ ra]) = [|(w, )3

However, as the equations above have variable coefficients, we instead work with an adapted
energy functional

(4.3) Ep)(w,r) = (w,w)g1a — (r, T [ra]) = (w,w)g 1o+ (Lr, Lr),

lin

where for a real valued weight w we define the weighted inner product
(u,v), = / (TReu-T Rev+Imu-Imv) wda.

We note that this inner product retains the orthogonality between holomorphic and anti-
holomorphic functions, and thus the projectors P and P continue to play the same role.
From the Taylor stability condition (LI2]) in Lemma Bl , and the upper bound for a in
Lemma [A.T3] we have

B (w,r) =4 Ey(w,r)
for as long the fluid stays away from the bottom.
We also need a weighted form of the above energy functional. For a real valued weight w

we define
(4.4) E®

w,lin

+ (Lr,Lr), .

Our main estimate for the model system is as follows:

('LU, T) = <'LU, w>(g+a)w

Proposition 4.1. Let I be a time interval where A is bounded and B € L*. Then in I the
following properties hold:
a) The system of equations [@1]) is well posed in H, and satisfies the estimate

d

(4.5) EE}Q (w,r) = 2(G,w),, +2 (LK, Lr) + Oa(B)E{) (w, ).
b) Assume in addition that w is a weight satisfying
(46) [l <A, Jwl B, [0+ bdu)ell < B.

)
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Then we also have
d
4.7 —E?
( ) dt v Jin
Proof. We note that the bound (4.5]) can be viewed as a special case of ([L.7]), so we will only

prove the latter. We start by calculating

+ 2(LK, L), + Oa(B)EY (w, 7).

lin

(w,r) =2(G,w)

(g+a)w

d
7 (0 W) (graw = (W0, Whig4q) e 2 (BWa, ) (gyayy + 2 (AT W w) oy, + 2(G0) g1,
<( Ton 'UJ> (g+a)w’
R, . .
where we define d := oW We complete the weight of the first term appearing in the

expression above to

(W, 0) 0, 4b0,) (g +ae] -
Using also the relation b, = M + 2 Red we separate the above time derivative into

d

ol 2(G.w)

1 2 3 4
w’w>(g+a)w (g+u)w+Dw+Dw+Dw+Dwa

where
D, = <w7w>(6t+b8a)[(g+u — (MT?w, W) (g-+a)w:

D2 = <211md7'2w,w>(g+ )
D} = —2(bw,, w>(g+a + (ba T w, w>(g+a)w — (W, Wi, ((grayl
D4 = — 2 < 1 - Ta, w>(g+a

In a similar manner we expand the time derivative of the r term as

d
o (Lr,Lr), =2(LK,Lr), + D} + D? + D,

where
Dy = (Lr, Lr) (8¢ +bda)w

D2 = —2(L(bra), L), + (Lr,Lr)_y, .,
D} =2(L((1 =Y)(g +a)T[w]), Lr),
We now successively consider all the terms above:

1. The terms D} and D} are trivially estimated using the pointwise bounds for a and its
derivatives (see LemmalA.13]) and w, as well as the pointwise bound for M (see Lemmal[A.TH).

2. The term D2 is expanded using the definition of our inner product as
D2 =2 / —(g+ a)wT(Imd T*Imw)T Rew + (g + a)wImd T2 Rew Imw da.

We use the relation Imw = —7 Rew to eliminate Rew and obtain

D? = —2/—(g—|—a)w7'(1md7'21mw)1mw—|—(g—i—a)wIdeImemw da

= —2/(g+a)w1mw(—[T,Imd]TQImw+Imd(l—I—TQ)TImw) fe?
23



Now we use a commutator bound
T Imd]fl 22 S | dllbmo
for the first term, see (A.9), and a Coifman-Meyer bound for the remaining product
| Imd (14 72T Imwl|[ze < || Im d||pmol| Imw]| 22,
using the fact that the multiplier 1 + 72 has a rapidly decaying kernel, via (the dual of)

(A.1).

3. The term D3 is similarly expanded as
D3 = /(g + a)wImw {—27 (b7 ' Imw,) + T (0T Imw) + 2bIm w,
: +b, T? Tmw + 2b,, Imw} do
= /R(g + a)wImw {—=2[T, 0T ' Imw, + [T, ba|T Imw + 2b,(1 + T?) Imw} da.

To bound the integral above we use the L* bounds for w and a, together with Holder’s
inequality. The desired bounds for this integral are a consequence of the commutator bounds

[T 0l =152 S lballbmo, 1T balllz2—r2 S [ballbmo,
which can be found in (A9).

4. The term D?. For simplicity we introduce the holomorphic variable s := Lr. Further,
we expand
— (L(bry), Ly, = <L(bL2 Lr> L(bLT (s)),s),, -
Then
D? =2 / wlm s (TLOL + LbLT) Im s — bw,(Im ) dov
R

= 2/wIms(TLbL+LbLT+8ab+bﬁa) Im s do
R

= 2/wIms([TL,b]L—i—L[b,LT])Imsda.
R

Thus we need an L? bound for the double commutator
IITL, 0], L]l 22 < [lballbmo
which is established in the Appendix, see (A.6).
5. The term D! + D3. This has the form
Dy + D} ==2((1 = Y)ra,w) .o +2(L((1=Y)(g+a)T[w]), Lr)
=2((1-Y)TLs, w>( o P 2L =Y)(g +a)TTw]), s)

w
"
This has some commutator structure, so we expect to get the bound

1Dy + D1 S UYL g +llall, 3 +llwll, )llwlslslls,

with the implicit constant depending on the L® norm of the same parameters Y, a and w.

To see this we divide the analysis into several steps.
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First we commute L across w, and estimate the difference
(L2, ) — (2 Lsbol S Iwll, 4 =l llslls:
Expanding as above, this reduces to the commutator bound (see Lemma [A.2])
L wlllpesre Sl o8-

We apply this to z = (1-Y)(g+a)7T [w] and s = Lr. This reduces our problem to estimating
the difference

~2((1 =Y)ra,w) 0, = 20 =Y)(g+ )T [w]. T 'ra),.
Next we insert g + a inside via the estimate
((9+ @)z, w)o — (2, W) graw S lg +all,__sllzll, -1 l[wls,
which reduces to the commutator bound (see (A.9]))
(4.8) g +a, T -3, S g +all o3
We apply this with z = (1 —Y)r, to reduce our problem to estimating the difference
—2{1=Y)(g+ a)ro,w)_ —2{(1=Y)(g+a)T[w], T 'ra),
Finally, with e = (1 —Y)(g + a) € bmo? and z = T~ lr,, it remains to estimate the

difference
[(eTz,w)w + (2, eTw)| S (el llwll, 1 +llell, s llwll)l[wllsl=l -
This vanishes if w is constant. Else, writing e = f +1g, it reduces to the commutator bounds
e, TF+ TN 3o S U llzeellwll g 1AL oa lwllzee),
respectively

Iw, ToTII < W llzeelleoll, 1 + I 8 lwllzee),
which follow by repeated application of bounds of the form ({Z.S]).

5. THE LINEARIZED EQUATION

In this section we first calculate the linearization of (L] and then prove that the corre-
sponding linearized system is well-posed in H.
We take the linearized variables at (W, Q) to be (w,q) = (0W, Q) and compute

. 4o — Rwa o = = o
5R_71+W , OF =P [m—m], ROR = n,
where we define
Jo — Rw, Ruw,, R(qo — Rwy)
m = , n= ——_"2
J (1+W)2 1+ W

We then obtain the linearized equations

(5.1) wy + Fuw, + Plm —m](1+ W) =0
| @ + Fqo + Plm —m|Qa — gT[w] + P[n + 7] = 0.
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As FF=b—

and P = 1 — P we may write this system in the form

1+W
qa _Rwa 0
wy + bwy + ———=— =2(1+ W) ReP[m]
' R(Qa _Rwa)

¢ + bgo — 9T w] + = 2iIm P[n] + 2Q, Re P[m].

1+W

This is a degenerate hyperbolic system with a double speed b, so in order to produce good
energy estimates at high frequency we introduce diagonal variables. Following [§], a natural
choice would be to take (w,r) = A(w, q) = (w, g— Rw). This would work at high frequencies,
but not at low frequencies as we cannot make sense of the product Rw for w € . So instead
we work with

(w,r) = (w,q+ RT*w).

We observe that (w,r) = A(w, q) when w is at frequencies > 1 whereas (w, ) = (w, ¢) when
w is at frequencies < 1.
In terms of the diagonalized variables (w,r) we have

W (rq — RoT?w] — R(1 4 T?)[wa]) n Ruw,,

e J 1+ W)
_ R(ra = RaT?[w] = R(L+ T*)[wa))
1+W ’

where we have harmlessly removed the leading order holomorphic component of m that
vanishes after projection to the space of antiholomorphic functions in (5.2)). We then obtain
the diagonalized system,

Wy + bwg + — —RaTZ[}U]ZQ
(5.3) ! “T14+4W 14 W
e+ bry — 7(g+a)7'[w] =K
R 1+ W ’
where
- _ R(1+ T%)[wa]
G=2(1+W)ReP[m] + oW ,
lCzQiImf’[n]—R[l+T2,b]wa—|—R(1—|—7'2)[wt+bwa]+gW_a(1+iT)T[w]-

1+W

Here, for brevity in the notation, we have kept the w; 4+ bw, term as a part of I, rather then
substituting it from the first equation. This is harmless since 1 4 72 has a Schwartz symbol
so this term will only play a perturbative role.

While (w,r) are holomorphic, it is not immediately clear that (5.3]) preserves the space of
holomorphic functions so we apply the projection P to obtain

To R T*w]]
T+ Myrq — P {%] =PK,
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which now has the form of the model equation (AI)). Our main result for the linearized
system (5.4) is the following Theorem:

Theorem 4. Suppose that there exists a solution (W, Q) to (L) on a time interval [—T, T
such that (W,Q) € C([-T,T];H) and (W, R) € C([-T,T);H'). Then the linearized equa-
tion (B.4) is locally well- posed in H on the interval [=T,T], and the corresponding solution
(w,r) € C([-T,T);H) satisfies the estimate

(5.5) w7 (Bl S exp (o / W RS0 8 ds) I (w, ) (0) e

where the implicit constant depends only on A and sup,e;_g 1y g2 ||(g2 W, R) O, 3

We remark that (w,q) = (W,, Q) is a solution to (5.1J), for which we will prove cubic
lifespan bounds. Following [8], one might hope to also establish cubic lifespan bounds for
small initial data for the linearized system (5.4). Unfortunately this is not the case and we
expect that cubic lifespan bounds for the linearized system will fail on account of a breaking
of symmetry when (w, q) # (W,, Q4). One can view this as a reflection of the fact that the
quadratic low frequency interactions are stronger here than in the infinite depth case.

In order to prove Theorem [ it will suffice to obtain a priori estimates for ||(PG,PK)||%
and apply Proposition 4.1l However, in stark contrast to the infinite depth case [8] we will
be unable to control ||[(PG, PK)|3 only in terms of the pointwise norms A, B and the energy

El(jl) (w,r). The difficulty arises due to the presence of nonlocal terms in the expression
Re P[m] appearing in both G and K. Here we will make use of the fact that PSy: L' — L>,
which leads to bounds in terms of the energy norms of (W, R).

As a consequence, we have the following Proposition:

Proposition 5.1. We have the estimate

(5:6) (PG, PK) (B+ MW Ry ) 07

< 1 1
I ~A,972 (g2 W,R)|

L2xH?2
Proof. We decompose

where,
_ R(1+ T%)[wa)
Gy =2(1+ W)ReP Gy = -
1 ( + ) e [m]’ 2 1+ W )
K, = 2iIm P[n], Ky = —R[1 + T2, blw,,
W —a .
Ky = R(1+T?)(w + bw,), Ky = gl LTl
and estimate each term separately.
1. Bounds for G;. We may estimate
IPGills < [P[m]lls + [[W Re Plm]]| 2.

We first prove that

(5.7) IP[m]lls Sa 972 Bll(w, )]l
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As P vanishes when applied to holomorphic terms, we write
Plm] = —[P,Y](1 - Y)ro + [P, dW|(1 - V)T ?[w]
+P[Y(1 - Y)R(1+ T*)wa] + [P, R](1 = Y)*w,.

For the first, second and fourth terms we apply the commutator estimate (A.14]) and the

product estimate (A.15]) with the estimate (A.10) for Y and the estimate (A.23) for d. For
the third term we simply use that 1 + 72 has Schwartz symbol and that || R|| -~ < B.
For the second term in G we first decompose according to the frequency of Re P[m)],

W ReP[m| = WPs; ReP[m] + WS, Re P[m)].
For the high frequency component we use the estimate (5.7) for P[m] to obtain
1
IW P21 ReP[m]l|z: S [W iz [P[m]lls Sa 972 AB|[(w,7)]l5-

For the low frequency component we are unable to estimate Sy Re P[m] in L?, so instead we
estimate

WS Re P[m]|| > < [[W/|22]|So Re P[m]]| o
It then remains to show that

(5.8) S0 Re Pl Sa g~ (AW, By, 7).
For the first term in m we use that we use that SyP: L' — L to obtain
[SoP[Y (1 = Y)ralllzee S [1So(Y (1 =Y )7a) |-

Considering this to be the product of Y (1—Y) and 7, we may only have high-high frequency
interactions and hence

1S0(Y (1 = Y)ra)ller S D IPRY (L = Y)]llz2 | Purfrall o2

keack!
SIY @ =) 3 lLrlls
Sa W s 1Lrfls,
where the final line follows from the Moser estimate (A.I(). For the second and third terms
in m we may straightforwardly estimate
R.Y RY
1 o
el |

For the final term in m we consider it to be a product of R and (1 — Y)?w, to obtain
I1S0(R(1L =Y ?wa)ll S Y IRl Pl = Y)?walllze S IRl (1 = Y)?wal -
kack!
The estimate (5.8)) then follows from the product estimate (A.15]).
2. Bounds for Gy. Here we simply use that 1 + 72 has Schwartz symbol to obtain
p R(1+ T*)w,
1+ W

Sa [[Rlla[wlls.
Il

Sa Bllwlls.
)

3. Bounds for K. As K is purely imaginary we have

ILP[i Im P[n]]||5 < | LP[n]]l5-
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We then write

f’[n] = [157 R](l - Y)Ta - []-57 R](l - Y)RQT2[UJ] ~-P 1|f‘VV

and may estimate each term similarly to the proof of (B.7) to obtain
ILP[n]lls <a Bll(w, ).

(14 THwe| ,

4. Bounds for Ky. We start by dividing K5, up according to frequency balance using the
paraproduct operator Tx as

R[1+ T2, blwy = Tr[1 + T2, blwa + (R — Tg)[1 + T2, blw,.
When R is at low frequency we may estimate
|Tr[L + T2 blwall ,y S IR < lI[L+ T bwall 3
and for the remaining terms we apply the paraproduct estimate ([A.I]) to obtain
IR =T+ T2 6walll,, S IR I+ T2 B
As a consequence,
ILPKlls S g3 AL+ T2 B
We then decompose using paraproducts,
14+ T2 blwe = [14+ T2, Tylwa + [1 4+ T2, bolw<a + (L + T*) T b — T4 72w, b
+ (1 + THU[bs1, wa] — H[bsy, (14 T2)wa),

and estimate each of these terms as follows: for the first two terms we apply the commutator
estimate ([A.g)), for the third and fourth terms the estimate (A7) and for the final two terms
we apply the paraproduct estimate ([(A]). The estimate for K5 then follows from the estimate

(A.18) for b.

5. Bounds for K3. We may estimate similarly to K5 to obtain
ILPKslls S RN, 4 I1(1+ T2)wn + bug — 2(1 + W)So Re P},
+ R, 3 1+ [W]=)[[So Re P[m]]]| .
For the first term we estimate as for G using that 1 4+ 72 has Schwartz symbol to obtain
11+ T2)[we + bwe — 2(1+ W)SoRe Plm]]|| 3 $a 972 Bl|(w, )|,

and for the second term we may simply apply the estimate (5.8]).
6. Bounds for K,. As T|w] is holomorphic we have
(14+4T)Tw] = (1 + T?)Re T[w)].

We may then apply the paraproduct estimates (Al) and (A7) with the estimates (A.20)
for a and (AI6]) for Y to obtain

gW —a
1+W
This completes the proof of (5.6]).

A+ Tl < (oYl +llall, ) leollee

H?2
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6. NORMAL FORMS

The goal of this section is to algebraically compute a normal form correction for the system
(LG) for (W, Q) as a translation invariant bilinear form. We recall that the aim of the normal
form transformation is to eliminate the quadratic terms in the equation. Precisely, at least
formally the normal form variables (W, Q) will solve a nonlinear equation where all the
nonlinear terms are cubic and higher order. In this article we will not use such an equation
directly for three reasons:

(i) The equation for the normal form variables (I, Q) is not self-contained, instead it
still uses the original variables (W, @) in the nonlinearity.

(ii) The system (LG is fully nonlinear and the normal form transformation does not mix
well with the nonlinear structure.

(iii) The symbols for the normal form transformation are singular precisely when the

output has frequency zero.
Instead, in the next section we use the normal form transformation in order to produce
a cubic normal form energy that has the property that its time derivative along the flow
is of quartic and higher order. Interestingly (and very usefully) the normal form symbol
singularities do not carry over to the normal form energy; this is due to cancellations arising
after repeated symmetrizations.

Incidentally, we remark that when considering the linearized equation some of these sym-
metrizations are lost, which is why we cannot prove cubic energy estimates for the linearized
flow.

6.1. The resonance analysis. If we take (W,Q) = 0 in the linearized system (5.1) we
obtain the system

(6.1) {wt+q‘“ =0

g — 9T w] =0,
which has dispersion relation

7% = gftanh €.
As a consequence we see that solutions split into right-moving and left-moving components
with dispersion relations 7 = i—g%w(f ), respectively, where

w(€) = —sgn&/E tanh .
To understand bilinear resonant interactions we define the function
A(§;n,¢) = w(§) +w(n) +w(C).
Then resonant two wave interactions correspond to solutions to the system
A(£E,£n,£¢) =0
{f+n+(=0

As w is sublinear, the only solutions occur when at least one of &, 7, ( vanishes.
Symmetrizing the A function, we define the resonance function €2 by

Q(ga 7, C) = A(gv m, C)A(gv -1, _C)A(gv =1, C)A(gv 7, _C>

= J()* + () + J(O)* = 2J(§)(n) — 2T () I (¢) — 2J(¢) S (€),
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on the set P = {£ +n+ ¢ = 0}, where J(£) = w(£)? = £ tanh &, This vanishes quadratically
on each of the lines £ = 0, n = 0, respectively ( = 0. The function 2 will play a key role in
all computations which follow.

6.2. Expansion to cubic order. In order to construct normal forms for (W, Q) we first
expand F' to cubic order as

AS3F = Qa - QaWa -P [QaWa - QaWa} + QaWo% +P [(QaWa - QaWa)(Wa + Wa)} )

where, for a sufficiently smooth function f: C? — C we define ASFf to select the terms of
polynomial order < k in the Taylor expansion of f at zero.
We may then rewrite (LG) as

W, + Qo = G + GB 4 gl*+]
{Qt —gTW] = K& + KB 4 gl4+])
where the quadratic terms are given by
G = PlQuW, — QuWa], K =-Q2 - P [QuQa] .
the cubic terms are given by
G = WP [QaWa — QuWa] — P [(QaWa — QaWa)(Wa + Wo)]
KB = Q*W, + QuP [QuaWa — QuWa] + P [QuQu(Wa + W,)]

and GI**1, K] contain only quartic and higher order terms.

(6.2)

6.3. Normal forms. By considering parity, we seek holomorphic normal form corrections
of the form

W =W + B"W, W]+ éch[Q, Q]+ B[W, W] + ﬁca[Q, Q]
Q=Q+ AW, Q)+ A*[W, Q] + D*Q, W],
so that the normal form variables (W, Q) satisfy
A§2[Wt + Qa] = O
A§2[@t - QTVNV] = 0.

Here the operators B", C" B¢ C¢ A" A% D® are translation invariant bilinear forms,
which can be described via their symbols, as below:

(6.3)

B = 5 [ BHEmWOW (et dgdy

~

BV = oo [ B WO e deay

To determine these symbols uniquely we assume that B" C" are symmetric.

For the subsequent construction of the normal form energies we will interpret all symbols
as functions on the plane P = {¢ +n + ¢ = 0}. For notational convenience we will adopt
this convention in the following computations. In the context of bilinear operators we may
interpret ¢ = ((§,n) := —(£ +n). For this reason we will compute holomorphic symbols at

(&¢,m) and mixed holomorphic-antiholomorphic symbols at (£, —7).
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6.3.1. Holomorphic products. The holomorphic terms A", B" and C* are generated by the
holomorphic part of the quadratic nonlinearity, i.e., the first term in K?. Comparing holo-
morphic terms at the quadratic level we obtain a linear system for the symbols

E+n —2n —2tanh ¢ Al(€,m) 0
—£ 0 tanh(¢ +n) | | B"(&n)| = |ién
—tanhn tanh(§ +n) 0 Ch (&, n) 0

From the first row we have

n 2nB"  2tanh¢Ch
- + _
§+n &+

We then calculate the symmetrizations

(EAM) o = 26nB" n (¢ tanh & + 7 tanh n)C"
Y E+n E+n ’
tanh tanhn)B"  2tanh ¢ tanh nC*
(tanh nAh)sym _ (é- an £+ 7 tan n) + an 5 an ’r]C '
§+n §+n

Plugging this into the second row we obtain,

(€ +n) tanh(€ + ) — € tanh € — ntanhn)C" = ign(€ +n) + 26nB",
and into the third row,
((¢€ +n) tanh(€ + n) — Etanh € — ntanhn)B" = 2tanh £ tanh nC".
As a consequence we obtain the solutions

_ 2inJ(§) (J(O) = J(§) + J(n))

Ah(fﬂ?) - Q )
Bh(e ) = 21T
Chig,y) = — €16 (/(9) —QJ(f) —J()

6.3.2. Mized terms. The mixed terms A% B¢ (C® and D® are generated by the mixed
holomorphic-antiholomorphic part of the quadratic nonlinearity. As above, we write the
mixed holomorphic-antiholomorphic terms as a linear system

§+n -1 — tanh § 0 AYE, —n) 5i(1 — coth(€ +1))én
0 - —tanhn  £+n | |BY&—n)| _ | —5i(1—coth(¢ +1))én
=3 0 tanh(é+7) -7 C%?—W; 5i(1 — tanh(& +n))én

, 1 0

—tanhn tanh(£ + ) 0 —tanh&| | D°
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We solve this system to obtain

e h h
w60 =~ {om G5 4 o -0 T,
e h h
B ) = e {0 = (6= ) T o e - ey S,
€2< h h
C*(6 1) = e { (190 = €70) o e+ (10 = (¢ =) S22,

a1 {UO -0 G+ ) oY

6.4. Symbol classes and asymptotics for the normal form. Here we consider the
symbols arising in the normal form, and describe their size and regularity. These are needed
in order to have good L? and LP multilinear bounds.

From the perspective of high frequency bounds, we are interested in the interactions
between one high negative frequency and one low frequency. Here we expect only the symbols
B" B¢, A" and D* to play a role; the remaining symbols C*, C* and A% (which do not
appear at all in the infinite bottom case) will decay rapidly in the above regime. For the
former symbols, on the other hand, we will need to compute second order expansions around
¢ =0 (for B" and A") respectively around n = 0 (for B¢, A" and D). However, due to the
linear component of the normal derivative of the pressure, we will also require an expansion
for C* near n = 0.

From the perspective of low frequency analysis, we do not have any low frequency pointwise
control on Re W and Re (). Hence we will need to show that Re W and Re () do not appear
undifferentiated in our cubic energy functional. This requires certain cancellations to happen
(akin to a null condition). For this we will need to exactly compute almost all of the above
symbols at £ = 0 and at n = 0.

We will interpret all symbols as functions on the plane P = {{ +n+( = 0}. In this plane
we consider three distinguished lines £ = 0, n = 0, ( = 0. The symbol regularity will depend
on the distance d to these lines and on the radius p,

d = 1+min{[¢],[n],[C[}, p=1+max{|¢],[n],[C]}.

For a weight ¢ which is slowly varying with respect to these scales we denote by S(o) the
class of symbols s on P which satisfy

[(d0)*(p0,)"s| < cagor.

We begin our discussion with the expression 2, for which we have:

Da(ga —77) =

Lemma 6.1.
a) The symbol S restricted to P is non-positive and belongs to S(dp).
b) The symbol 2 vanishes quadratically on the three lines and is elliptic elsewhere,

THOT (T € S(d'p™).
c) We have the following expansion in the region |n| < —&:

Q& ¢) = 4T (& + (n + J(n))* + ng) = —4J ()¢ + (n = J(1))* + S(e™).



d) On the line n = 0 we have the limit
lim 77*Q(&, 7, ¢) = J'(§)* — 4J(€) =: A(€) < 0.

In|—0

The proof is a fairly straightforward algebraic computation and is omitted. We remark
that part (b) is consistent with the fact that in our problem two wave resonances appear
only when either an input frequency or the output frequency is zero. Part (c) is relevant in
our high frequency analysis, while part (d) is needed for the low frequency cancellation.

Now we successively consider the symbols in our normal form analysis:

The symbol B". Here by inspection we see that all the zeros of € are canceled by the
numerator, except for a simple zero at ( = 0. Then the natural regularity statement is
obtained after multiplication with 7({). Precisely, we have

(6.4) T(C)B"(&,m) € S(p).
For the high frequency asymptotics in the region |n| < —¢ we have the expansion
' — J(n))? -
. B ) = —4 (e - TP | gy,
(6.5) € = (€= ) 4 st
On the other hand, at n = 0 we have
2i€J(€)
B'"(€,0) = .

The symbol C". Again all the zeros of € are canceled by the numerator, except for a
simple zero at ¢ = 0. Further, the difference J(§) + J(n) — J({) decays exponentially if &
and 71 have the same sign,

J(E)+ () = J(C) =O(e e, en>o0.
We then obtain the size of C" as

(6.6) Tiocten e { G wmtlek b =t
The asymptotics in the region |n| < —¢ are
hee i+ J(1)) (n—J(n)? -
C*(&m) = T (f - T(ﬁ)) +S(dp7h).
Finally, we also need
h i T'(§)
R G

The symbol A". As before, we remove the zero at ¢ = 0 to obtain the regularity

(6.7) T(Q)A" & m) € { ﬁE'd”—'?W Z§ i 8
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Since A" is not symmetric, we need asymptotics both near ¢ = 0 and = 0. First we
consider the region || < —(. Here we have

n(n+J(n) (n=J(m)* -
6.8 Ahg,n:—”’(”— 1+ )+ S(dPp ),
o =50 i) ) T
where the leading order term vanishes (which is consistent with the infinite bottom problem).
Next, we consider the region |£| < —n:

(69) A =i (w+ DG 26 ) 4 s,
Finally, we compute
a0y = 21O o = 2,

Next we consider the symbols for the mixed terms, namely A® B C° and D®. Here we
will continue to consider (£,7,() € P and compute the symbols at (£, —n).

The symbol A®. The symbol A%({, —n) decays exponentially in all directions except near
the half-lines {£ =0, n < 0} and {{ =0, £ < 0}. Precisely, we have

(6.10) T(C)A%E, —n) e{ g(d:§|)€|) €l <= or |(]< =€

(p elsewhere.

Finally, we have
i

A&, 0) = NGICED) [27(§) — £T°(§) + J(§)J'(€)]-

The symbol B®. This is similar to B", in that

(6.11) T(Q)B (& —n) € S(p).
In the region |n| < —¢ we have the asymptotics
(6.12) B(&,—n) = —i& + S(d®p™).

Finally, we do not need the exact expressions for B*(£,0) and B*(0,—n), only the fact that
they are purely imaginary.

The symbol C% The symbol C%(,—n) decays exponentially away from the region
{0 < ¢ < —n} and the half-line {¢ =0, n < 0}. Precisely,

S(I€lp) 0<&<—n or [¢|<—n
(6.13) T(C)C (€, —1) € E N|)§|p> 0< €<y or [( <€
Finally, on the two lines we have
C(6.0) = =Ty /(O ~ €710 + 1O TE)].
C(0, 1)) = — i [2J (1)) — 0] () — T () J'(1)] .

A1)
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The symbol D®. The symbol D*({, —n) decays exponentially away from the region
{0 < —=¢ < —n} and the half-line {n =0, £ < 0}. Precisely,

S(I€D) 0<—§{<—n or [nf<—¢
(6.14) TDYE —n) e S@NME) 0<E<—n or [¢(|<—n
S(p~™)  elsewhere.

We will only require its high frequency asymptotics in the region |n| < —¢:
(6.15) Do, —n) = —i€ + S(d2p7),

which are similar to those for B®.
Finally, we also need
1

O O IR

2J(n) = nJ'(n) = J(n)J' (n)].
7. THE NORMAL FORM ENERGY.

The aim of this section is to use the normal form computation in the previous section to
produce a normal form energy, i.e., an energy functional which is accurate to quartic order.
We summarize our result as follows:

Proposition 7.1. For each n > 1 there exists a normal form energy EYp = ERp(W, R)
with the following properties:

a) Algebraic properties. EY (W, R) has only quadratic and cubic terms,
A*EY (W, R) =0,
and its quadratic part is given by the linear energy
A=2ER (W, R) = Eo(0" "W, 0" 'R).
Further, E% (W, R) is accurate to quartic order, i.e.,

d
(7.1) A53—tE}§F(W, R)=0

d
along the flow of (ILG).
b) Qualitative description. Efp has the form
E}w(W,R) = Eg(0" "W, 0" 'R) + gB(W,W, W) + A(W, R, R),
where A and B are translation invariant trilinear forms. Further, there is a decomposition
ENr = ENEnigh + ENFiow

with

ERphigh = Eo(0" "W, 0" 'R) 4 g Bhign(W, W, W) + Apigr,(W, R, R),

ENriow = 9Biow(W, W, W) + A;,,(W, R, R),

where the forms Bpign, and Apign, respectively Bio, and Aje, are characterized as follows:
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(1) Case n > 2. Then the forms Bhpign, Anignh are given by
Bhign(W, W, W) := (an_lwaan_1W>—4nRew+%(1+T2)RoW7
(7.2) Apigh(W, R, R) = _<8n_1Ra T_lan_lRa>—4nRoW—%(1+7—2)RCW
—2(WOr VR 719" VR ) + 2(0"PWR,, T 0" VR,),
whereas the forms By, and Ay have symbols Biow(€,1,C), Aw(&, 1, ) in the class
Biow € S(dp*™™?), Ajow € S(ddip* ) + S(p**2),

where d, p are defined as before and d; = min{|n|, ||} is the smaller of the two R frequencies.

(11) Case n = 1. Then the forms Bpign, Anignh are given by
Bhigh( W, W, W) := <W’W>—4ReW+%(l+Tz)ReW’
Anigh(W, R, R) := —(R, T_1R0>—4ReW—%(l+7’2)ReW — 2(RW, T_lRa>,
and the forms Bio, and Ay, have symbols By, (€,m,C), Aiow(&,1,C) in the class

Biow € S(p™), A € S(1).

The remainder of this section is devoted to the proof of the above proposition. To start
with we give a brief description of the types of trilinear forms B and A that we will work
with. These trilinear forms are translation invariant so they can be described in terms of their
symbols. Precisely, one can represent any such trilinear form B(W, W, W) and A(W,Q, Q)
as

(7.3)

BOW, W, W) = ——%L%O£UO@)UWWMm

<WQ@———m/ AC.EMW(OOE)O) dedn.

§+n+¢=0
At the same time, we also need trilinear forms which involve complex conjugates. How-
ever, the functions W and @) are holomorphic, and thus their Fourier transforms satisfy the
relations

(7.4) W(=€) =e*W(E), Q=& =e*Q(¢).
These relations allow us to uniquely represent all the cubic terms in the normal form energy
functional in the above form without any conjugates. The price to pay is that we need to

allow such exponentials in our symbol classes. However, this happens in a very limited way.
To account for this we introduce the following notation

Definition 7.2. Given any class of symbols S(¢) on the plane P = {£ +n+ ¢ = 0}, we
denote by ES(c) the linear span of symbols in {S(c),et%S(a), e?1S(a), et*S(a)}.

We note than any trilinear form with symbols in the class ES, acting on holomorphic
functions, can be written as a sum of trilinear forms with symbols in .S, but where complex
conjugation is also allowed.

Also we note that for any such trilinear form, its symbol is uniquely determined up to
symmetries, i.e., for the symmetric part of the above symbols. Indeed, symmetrizations
will play a crucial role in our computations because they will allow us to gain some critical

cancellations.
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The aim of this section is to determine the symbols A, B above, and to study their
properties.

7.1. From normal forms to normal form energies. As a first step in the proof of the
proposition, here we obtain a preliminary normal form energy E% (W, Q) of the form

E%p(W,Q) = Eo(0"W,0"Q), +gB(W, W, W) + A(W,Q, Q)

so that the key property (Z.I]) holds. The natural expression for the normal form energy is
provided by the normal form transformation computed in the previous section. Precisely,
we will take

E%n(W, Q) = ASPEy(0"W,9"Q)
= Eo(0"W,0"Q) + 2g("W, "Wy — (T 1o+, amQP).

In view of the equations (6.3]) the property () is automatically satisfied. It remains to
express the trilinear forms above involving the normal form corrections W, Q1 as trilinear
forms B(W, W, W) and A(W,Q, Q).

Given the expressions for W2 and Q2), the trilinear form B is as follows:

BOW, W, W) :%—w Re /f O 0) = W) BN W () de

2 o (15 o T a . 7 = .
+——Re /&Mzoc (W(=0)) — W(C)) B (€, —n)W (&)W () dédc.

We can put these two integrals together using the relation (7.4)) to obtain

B(&,m,¢) = (€ = 1)¢*™(B"(&,n) + "B (€, —n)).

Further, we can symmetrize B with respect to the three variables, as well as with respect to
the reflection symmetr

B(&v m, C) — ‘é(_é-’ -1, _C)

We denote the symmetrization of B by B*¥™, which can be used instead of B. As mentioned
before, this symmetrization is very important, not only in order to uniquely describe the
trilinear form, but also because it allows us to eliminate small denominators in the symbol
for B (even though such singularities do appear in the normal form).

Here we use the fact that the trilinear forms A, B are real valued.
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We can perform a similar computation for A:

AW,Q.Q) = —Re /+ IV (=0) = W(Q)C (€ mQE)Qr) ded

Re / e (=0)) = W(C)C™ (€, —m)QE)Q(—n) dedC

coth ¢ C"H(Q(=)) — Q) A*(&, —m)W (£)Q(—n) dedC

§+n+¢=0

i ¢—2_7r
T / o Ot C Q=) = QUENAME MW (O Q) dedy
\/_

+ E Re / Q=0 — QUOIDE QW () de

This yields the symbol for A, namely
A(¢,&m) = (e = 1) (CM(E ) +1C (€, =)
+ (e 1) (AM(¢om) + AY(¢, —n) + XD (1, —()) -

Again, this can be further symmetrized with respect to £ and 7, as well as with respect to
the reflection symmetry to obtain the symbol A%,

7.2. The properties of the symbols A*¥™ and B¥™. A crucial step in our analysis is
to understand the properties of the symbols A" and B*¥™. In this we have two goals. In
terms of low frequencies, we want to show that we can extract factors of {n(, so that £},
depends only on the differentiated variables W, and ),. In terms of high frequencies we
seek to find the leading terms in the expansion of the symbols for A and B near the axis
£ =0,n7=0and ( =0. These are as follows:

Lemma 7.3. ) }
a) The symbols AY™ and B*Y™ can be expressed in the form

A e enCES(pY),  BY™ € enCES(pY).
b) The leading order terms in BSY™ in the region In| < & have the form

Bovm — %62%% <8m} _(n+ J(n))2) B 4%36—2%% <8m} n (n— J(n))2)

(7.5) J(n) J(n)
+nES(dp*1).

c) The leading order terms in A5y in the region || < & are as follows:
7 : J(C)? - ¢ i YOS
ATV = X <8n + — —e ¢ ( 8n( —
(76) 6" T g ) T e T T
+ CES(dp™).
d) The leading order terms in ASY™ in the region |n| < ¢ are as follows:

~ 1
(77) Asym — Zz'e27]+2§§2n+1n + nES(d2p2n_l) + nEs(p2n)
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Proof. We successively establish the desired properties for A¥™ and B*¥™. To simplify the
bookkeeping we introduce the notation "= to describe the relation between two symbols

which have the same symmetrization.

1. The symbol B*¥™. We recall that
B(&1,¢) = (¢* = 1)¢* (B"(&,n) + € B*(€, —n)) -

Using symmetries, the B" contribution to Bsvm g given by obtained by symmetrizing the
expression

J(£)J(n)J(C)
Q& n,¢)

This is a smooth symbol. Further, since the exponential factor is odd and all other factors
are even, its symmetrization vanishes on all three diagonals.
For the B* part we simplify using the reflection symmetry,

Browm S e (€ + ) = (6 =) B"(€ ) + (tanh € — tanh ) C"(€,n)}

wn o e JOTMICQ) (4 )
= ) g T e g KEm:

Bl S (20(¢2 1) B(g, ) " 9¢2 sinh® (B (€, m) B —i ™ (e — )

where

K(&,m) =26 =n)J () (n) = (nJ (&) = ET)(J(C) = J(§) = J(n))-
The symmetrization of the first term vanishes on the diagonals as the first two factors are
even, respectively odd, and the fraction is fully symmetric. The same applies for the last
term, where all we need to use for K is that it is odd and antisymmetric.

Next we consider the high frequency asymptotics. Simply by considering separately the
size of each component above, we obtain B%™ € ES(p?"*1), which suffices outside a small
conical neighborhood of the diagonals. We need to improve this near the diagonals so we
consider the case |n| < |£],|¢|. Here we need to compute the principal part of B*¥™ modulo
lower order terms, i.e., symbols in ES(d?p*1).

The terms containing e*?” are exponentially small compared to e*% and e** so we can
neglect them. We can also neglect terms with the n?" factor. Further, there can be no
polynomial cancellation arising from the exponentials so we might as well consider them
separately. Hence we consider the leading order coefficient L¢ of €* in the region where
¢ > 0 (and thus ¢ < 0). Neglecting lower order terms we compute

L€ LI I(Q) + K (E)
= (8 S CNECTn) + T RE(E ) ()~ — T0)?)
= (€ = T n) = 356 + TP

— %2n§2n(nj(n) - 1—12<2”£ (n+J(n))*.

Thus, dividing by 2 we obtain

—iQLe =

0+ ()

_ P R
—iLe = —52n§2 n+ 4_8<2 0
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There is a second relevant term in the same region, namely the one with the e~ factor,
which is obtained by the reflection symmetry and yields the complex conjugate of the previous
contribution. Thus we get the statement in the proposition.

2. The symbol As¥™. We recall the expression for A:
A(G & m) = (€% = 1)EMCM(E ) + (7% = )0 (€, )
+ (e + 1)(A"(CLm) + €¥MAY(C, —n) + X D% (1, —C)).
Using the reflection symmetry for the first term we have
A(C.&m) BT 207 sinh® ¢ CM(€,m) + (7% — €¥)¢*"C (€, —n)
+ (e + 1)(A"(CLm) + e¥MAY(C, —n) + X D% (1, —C)).

sym

We first verify that the symbol Asv™ vanishes on the edges. The edge ¢ = 0 requires
that A*¥™(0,&,—¢) = 0. This needs no computation, instead it is a consequence of the

fact that A above is smooth and purely imaginary. Indeed, the symmetry in (£, 7) corre-
sponds to A(0,&,—¢) — A(0, —¢,€), whereas the reflection symmetry corresponds to the
transformation A(0, &, =€) — —A(0, =&, €).

It remains to compute the edge £ =0, i.e., flsym(—n, 0,7n). In view of the symmetries and
the fact that A is purely imaginary, we have

443" (—n,0,n) = A(=n,0,7) + A(=1,1,0) — A(n, 0, =n) — A(n, =1, 0).

So we proceed to compute

Am)A(=n,0,m) = (e = 1)n*" A(n)C™(0,n) + (1 — *)n*"A(n)C*(0, —n)
= i (=e7*1 T () (n) + 2J () — nJ'(n)) — 2in*™ T () J' (n).

A similar computation yields

A A(=n,n,0) = (e = 1)n>"A(n) (C*(n,0) + C*(n,0))
+ (e + 1)t (A" (=1, 0) + A*(—n,0) + e >"D*(0,7))
= — i (—e T () (n) + 2J () = nJ'(n))
—i(4 4 3e* + 32> LI () S ()i — 2> (2 (n) — nJ'(n)).

Combining these two we get A%¥™(—n, 0,1) = 0.
_ Finally we compute the high frequency asymptotics for Asvm_ To be precise, we have
A e ES(p**2) and we compute its symbol modulo lower order terms in ES(d?p**) near
the edge ¢ = 0, respectively ES(d?d,p*" ') + ES(dyp*") near the edges £ = 0 and n = 0.
Here A® and C'* do not contribute to the principal part so we drop them.

First we consider the case when ( is small and £ and n are large. Neglecting terms with a
¢? factor we are left with

(™ + 1)(AM(¢,m) + X D, —()).
We only need to retain the factors with e* and e*?7, which leaves us with

EMHe* AM¢,m) + e 71D (n, —()).
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In view of the symmetries it suffices to compute the coefficient L¢ of €2 when £ > 0. This
is given by, after symmetrization,

Le = (@A) + 7 D" (~€,)

_ i |:_Z»£2n+l (77 + J(i?;(g) C2) _'_in2n+1£:|

. n (T '](C)2 _ C2
- ine” (3¢+ M)

as required in the proposition.

Lastly, we consider the case when 7 is small, neglecting A% C? and all the 7® terms.
Here D also does not contribute. Thus, as both A" and C" are odd and purely imaginary,
applying the symmetries we need to consider the expression

SC(E + EIONE ) + I - ) AN ).

By symmetry it suffices to consider the case that ¢ > 0 and £ < 0. Thus, the leading order
terms in the region |n| < ¢ are given by

8J(n) 4.J(n)
Using that
o inJm+n) 1.,
(e 1)—8J(n) pine’,

and ignoring lower order terms we are left with

1 J(n) — 1 J(n) —n)?
ZZ-§2n+177€2n+2<_%1-627177262%24 (n) 77__Z-€2n7762m2<( (n) —n) .

J(n) 16 J(n)

The second and third symbols yield contributions in the class nES(p*") and hence they can
be neglected. Thus, we are left with only the leading term,

ii§2n+1n62n+2¢’

and the final claim of the lemma follows.
]

7.3. The high-low decomposition of A and B. The normal form energy is conserved
to quartic order but, as our problem is quasilinear, we expect that its time derivative will
contain more derivatives of (W, Q) than we want. The idea is then to remedy this issue
by adding quartic (and higher order) quasilinear corrections to the normal form energy.
Fortunately, in this problem it suffices to correct only the leading order terms in the normal
form energy. Because of this, it is convenient to split the normal form energy into a leading
part plus a lower order part,
ENr = EZT\LIF,Z;gh + EXFiow:



which corresponds to the decomposition of the trilinear forms A and B as
(78) 121 = Ahigh + /leowu B = Bhigh + Blow-

The decomposition of the symbols is already given in the previous lemma, here we just
compute the terms in the leading order part. To understand this decomposition it is useful
to separate the generic case n > 2 from n = 1. For larger n we have:

Lemma 7.4. Let n > 2. Then the trilinear forms A, B admit a decomposition as in (78]
where the symbols of Ajow, Biow satisfy

(7.9) Biow € EnCES(dp™ ™), Aty € EnCES(ddip™ %) + EnCES(p™" %),
and the forms flh,-gh, Bhigh are given by
Bhign(W, W, W) = (W W) o 1 0er2)rewn
(7.10) Apign(W,Q,Q) = —(Q™, T7'Q" ™) _ 4y rew— L (1472 rew,
+2(Qu W™, T 4+ 20 Qoo W1, T1Q V).
On the other hand for n = 1 we have the more accurate result

Lemma 7.5. Let n = 1. Then the trilinear forms A, B admit a decomposition as in (78]
where Ajpw, Biow satisfy

(7.11) Biow € EnCES(pY), Apw € EnCES(1),

and flhigh, Bhigh are given by
Bhigh(VVa W.W) = (W, Wa>—4ReWa+%(l+7’2)ReWa>

(7.12) ~ o
Ahz’gh(VVa Q> Q) = _<Qon T Qaa>—4ReWa—%(1+T2) Re Wy *

1
We remark that the difference in sign in the coefficient of 5(1 +T7?) Re W,, above accounts

exactly for the linear part of the normal derivative of the pressure, namely a;. The second
line in Ay in (ZI0) is also natural and is due to the fact that (W, Q) is not a good set of
variables for the differentiated equations. Instead, in the next subsection we switch from @,
to the diagonal variable R and the bulk of these terms will disappear.

Proof of Lemma[7.4. We successively consider all the contributions in the leading part of
AY™ and BsY™.

1. The contribution of Bhigh. This is given by the symbol

U 9 o (n=+J(n))?
B (8” ~ )

There are twelve symmetries, and after applying them all we obtain

Bhigh = — ) + symmetries.

(7.13) — / w2 (4n Re W, — %(1 + T?)Re Wa) da.

Modulo lower order terms which can be included in Blow this agrees with the expression for

Bjign in the lemma.
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2. The contribution of flhigh with high frequencies on ). This is given by the symbol

- 2 _ 2
Anigh = 6251'52”77 (g( + %) + symmetries.

There are four symmetries, and after applying them all we obtain
- 1
(7.14) /Re(iQ("+1)Q(")) (4n Re W, + 5(1 + T?)Re Wa) da.

Modulo lower Ol"deli terms which can be included in fllow this agrees with the first term in
the expression for Ay, in the lemma.

3. The contribution of flhigh with high frequency on W. This is given by the symbol

1
ST () (AC)  + Tie T (i€)" (i) P + symmetries.

There are four symmetries so we get the expression
(7.15) 2Re / iQUHYWMQ,, do + 2n Re / iQUIW=1Q,, da,

which up to lower order terms is equivalent to the second line in flhigh.
O

Proof of Lemma[7.9. This follows the same steps as in the previous proof, with the only
difference that some terms which were previously distinct are now combining.
1. Contribution of Bpign,. We may write

B = Lge2§ + symmetries,
where the full symbol is given by
—12iQLe = —(6¢n + &) J(§)J(n) I (¢) — £CI(§)*T () — EnT(€)* T (C)
— (nJ(€)* = CJ(€) I (n)* = * J() I (¢)*.

Again it suffices to consider the region & > |n|. A similar computation to before gives us
that

Lee® = GienCe® — S ieCn+ J0)2T(n) ™ ¢ + EncBS (07,
Applying the symmetries and observing that the leading order term is already symmetric in
n, ¢ we obtain Bpgp. .
2. Contribution of Apign. Again we may write
A5 — L§e2§ + L<62C + symmetries,
where the full symbols
—4QLe = En(n* + ¢* = 26 J(O)(J(C) = J(&§) = I (n))
+ (¢ —m)J(E)((€) — J(n) — J(C))
+ & (¢ —m) I (E)(J(€) — J(n) + I (C)),
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—4QLe = En(€ + 1 = 2¢*) () (J(C) = (&) = T ()
— & —n)J(C)(I(€) — J(n) = J(C))
=& (€= mJ(Q(I(©) = T(n) + I (C)).

In the region where £ > |(| a similar computation to before gives us that

Lee® = ZEnC(€ = m)e¥ + i€n(J(Q)? = C)I(Q)7 e + EnCBS (1),
The first term gives us part of the term

- <Qa7 T_lQaa>—4Ro Was

and the second term gives us
—1
—(Qa, T Qaa>—%(1+7‘2)RoWa‘

In the region where ¢ >> || the coefficients L; and L_¢ of ¢* and e~ respectively combine
to give

1
L™ + Loge™ = —2in( (€ — me™ ™ + enCBS(1),
which combines with the the first part of Ahigh to give the rest of the term

_<Qom T_lQaa>—4 Re W,
O
7.4. The normal form energy in the diagonal variables (W, R). The normal form
energy EJ, constructed so far is expressed in terms of the variables (W, Q). Since we can

smoothly extract factors of {n¢ from the symbols A, B, it is clear that one can view both A
and B as trilinear forms in (W, Qq),

B(W W7 W) = Bl(W,W,W), A(WanQ) = AI(W7QO{7QO{>7
where their symbols satisfy
Bl € ES(p2n_2), /11 € ES(p2n_l).

The same procedure applied separately to the high frequency parts Ahigh, Bh,-gh respectively
the lower order terms Ay, Bioy yields the forms Aj pigh, B pigh, respectively Aj jow, Bijows
where the former are given for n > 2 by (see Lemma [7.4])

Bijign(W, W, W) = <W(n_1)>W(n_1)>—4nReW+%(1+T2)ReW
(7.16) Apigh(W, Qa, Qa) = — (T_lQ((ln)>Qg"_1)>_4nReW—§(1+Tz)Rew
2T, QW) 4 20(T QY. Qua W),
and the symbols for the latter have regularity
Biiow € ES(dp™™®),  Ayjow € ES(ddyp™ ) + ES(p**72).

In order to conclude the proof of Proposition [Z.I] we need one last step, namely to further

switch from (W, (@Q,) to the diagonal variables (W, R). This is still a purely algebraic
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computation, where we only need to insure that the original normal form energy E]’{, (W, Q)
and the new one E} (W, R) agree to cubic order,

A= (B3 p(W,Q) — ERp(W, R)) = 0.

We caution the reader that at this point, by a slight abuse of notation, we switch the meaning
of the A operators. Whereas previously these were taken with respect to the expansion in
the (W, Q) variables, from here on we use instead the expansion in the (W, R) variables.
It is a simple observation that the above relation has identical meaning in both frames of
reference, and this allows for a smooth transition between one setting and the other.

To fulfill the above requirement each of the terms in £, is treated as follows, based on
the relation Q, = R(1 + W):

e The term t:?l (W, W, W) is left unchanged.

e The term A;(W,Q,, Q. ) is replaced by A;(W, R, R).

e The term (W™ W) = (Wr=D Wr=1) ig left unchanged.

e The term (Q, T_ngl)) is replaced by the expression

AS([R(L+ W)Y T R(L+ W7 Y).
Rewriting the last expression as
AR+ W) D THRA+ W) Y) = (ROD TIRE™D) +2([RW]D, TIREY),
we can write our final normal form energy as
Eyp(W,R) = Eg(W=Y R=D) _o([RW]=D TRy 4 B (W ,W, W)+ A, (W ,R,R),
which is as required in Proposition [l with
B(W,W.W) = B,(WW,W), AW, R,R)=A,(W,R,R) - 2([RW]"~ D T IR"=1),

By construction this has all the properties in part (a) of Proposition [[1] as well as the
required symbol regularity properties for the trilinear part. It remains to compute the high
frequency parts Bpign, and Apign. For Bygn there is nothing to compute, as we can take

Bhigh = Bi high-

with Bl,high as in [7.4
For Ap;gn on the other hand we expand

<[RW](H_1), T—lR((xn—l)> — <R(n—1)W7 T—lR((xn—l)> + <W(n—1)R7 T—IR((Jn—l)>
+(n—1D)(Wm2DR, TIRODY L ]ot.

The last two terms cancel with the last two terms in fllvhigh(W, R, R) so we obtain
Apigh = —(T 'R, R(n_1)>—4nReW—%(l+Tz)ReW
—2(R™ YW, T'R0Y) 4+ 2(R,W =2 TR

as needed in part (b(i)) of Proposition [[.Il To complete the proof of Proposition [7.1] we

apply an identical computation for the case n = 1.
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8. HIGHER ORDER ENERGY ESTIMATES

The main goal of this section is to establish two energy bounds for (W, R), and their
higher derivatives. Precisely, we will seek to obtain first short and then long time bounds
for the time dependent quantities

N, := [[(g2W, R)| n=1

Hn—1xH"" %’
For n = 0 we will instead set
No == [[(W, Q)%

which is closely related to the conserved energy.

Our first result is a quadratic bound, which applies to all solutions independently of the
size of the initial data. This is needed for our local well-posedness result in Theorem [II
Precisely, the large data result is as follows:

Proposition 8.1. For any n > 1 there exists an energy functional E™?) (W, R) with the
following properties:
(i) Norm equivalence:

E™(W, R) =4 Eg(0" "W, 0" 'R) + O4(N2_)).
(i) Quadratic energy estimates for solutions to (8.3)):

d
EE"’(Q)(W, R) <4 BNZ.

Here we allow lower order errors in the energy equivalence, and thus, the bound for Ny, for
instance is obtained by reiterating the above estimates for 1 < n < k, and using the energy
conservation as a starting point which corresponds to n = 0.

Our second estimate is a cubic bound which only applies for small solutions, and is used

to prove our cubic lifespan result in Theorem 2l The small data result is as follows:

Proposition 8.2. For any n > 1 there exists an energy functional E™®) which has the
following properties as long as A < 1:
(i) Norm equivalence:

(8.1) E™® (W, R) = Eo(0" 'W,0" 'R) + O(A)N2.
(ii) Cubic energy estimates:

(8.2) %E"’(?’) (W, R) <4 ABN2.

The first step in the analysis will be to isolate the main part of the systems for (W, R)
and for their derivatives, and derive quadratic energy estimates for it. A key part in this will
be played by the model system studied in Section (). This model system plays the same
role in this paper as the linearized system played in the analysis of the infinite depth water
waves, (see [8]). However, this correspondence is incomplete, in that here we do not have
cubic estimates for the linearized system, but we do have them for the system in (W, R)
and also for its higher derivatives.

We will first differentiate the equations, and prove the large data result using the bounds for
the model problem in Proposition[4.1l Then we consider the small data problem, and combine

the prior high frequency analysis with the normal form energy derived in the previous section.
47



8.1. The case n = 1. We begin by looking at the (W, R) system (LL8). This is a self-
contained diagonal system in these variables, which we rewrite in a form which is similar to
the model problem in Proposition A1k

1 R
W, + bW, + ———R, — —=—T*W =
(8.3) ! 1+W 1+ W g
' (g+a)T[W]
R, + bR, oW - K,
where
R, ImP [RR,] aT[W]
=1+W)M — —(1 W =2 — .
G:=({1+W) Tw! +THW], K TIrw 1+ W

In order to view this system as an evolution in the space of holomorphic functions, we project
(B3)) onto the space of holomorphic functions via the projection operator P:

Wt+bWa+P[1 1Ra}—P{ fa Tzw}:Pg

(8.4) +W 1+ W
' S [lg+a)TIW]T
R, +bR,—P {—1 W = PK.

We also recall here the expressions of b, a and M
b=2Re [R — P[RY]] )

and
a=gW +igT[W]+ QImP[RRa], M =2 ReP[R}_/a — RQY].

To this system we associate the positive definite linear functional energy El(iz (W, R) given

by (£3). The main result of this subsection establishes energy bounds for the system (84,
thus proving the n = 1 part of Proposition 8]

Proposition 8.3. The above energy applied to solutions of projected system (84 satisfies
the following estimates:

i) Norm equivalence:
2
Eji (W R) = [|(W. R)|l3.

lin
ii) Cubic energy estimates:

d
B0 (W, R) $4 BNY.

Here the energy equivalence follows directly from the positivity and boundedness of a, see
Proposition [[.12] and Lemmma The second estimate in the proposition relies on the
estimates obtained in (4.5]). Precisely, in order to obtain the quadratic energy estimates for
the large data, it suffices to prove a priori bounds for ||(PG,PK)||%. These a priori bounds

will be in terms of the pointwise control norms A, B and the energy El(iz (W, R):
Lemma 8.4. The following estimates for the lower order terms (PG, PK):
(85) (PG, Pl Sa BN
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Proof. We begin with the estimate for G:
PGl S P My + [PIWM]|| 22 Sa (B+ AB)||R| 1

To bound K we estimate each of the terms separately. Thus, for the first term we estimate

I{D)

N

[P [ImP[RR.]] (1 - Y)] 5 S [ (D)2 P[RR.]|l2 + || (D)2 P[RR,]Y |
SR lmo IR 3 + Y] 2 R <||R] 3
<a (B+AB)|R| 3

bmod || (D)

This is a direct consequence of the commutator estimate together with the Y estimate
derived in ([A.16]). As for the second term, we use the estimates derived for a and Y in (A.20])
respectively (A.16]), to arrive at

[aTW]A =Yl ;1 < (lall, 3 + llallz=[Y]]

H?2

3)ITWH .

bmo?2

O

For the small data problem it is of further interest to track the solutions on larger time
scales in order to prove Proposition This is done at the end of this section.

8.2. The case n = 2. We recall that the system (L8] for (W, R) is given by

1 R,
W, + bW, R,
tHOWat TR T W
0

W = (1+W)M

gT[W]+ ia
1+W 1+W

where a is the same as in the infinite depth gravity water waves

a:=2ImP[RR,).

R, + bR, —

We differentiate with respect to a in order to obtain a system for (W, R, ),
( [(14+ W)R,]
Wo + bWy + ———=—>¢
¢+ + W
TIW g, '
L9 (W] ia ia

gT[W]
Rat + bRoa — W, - W, = —boRa,
| e W axwe et T EwW T Grw)p

= bW, — (1 + W)R,Y, + W, M + (1 + W)M,

and rewrite it as follows

( 1+W)R, _
W, + bW, + % = -0, Wy — (1+W)R,Y, + W, M + (1 + W)M,
(g+a)T[W,] ia — gT[W] 10y,
a b oo == 1 PE—— ba o

| flae TOR l 11 W) Trwye LHITDWa =Ry —baF

We recall that
R, R,

(8.6) M = — + — by,




and use this definition to simplify the system above
( [(1+ W)R,] R, R,
Wou+bWoo + ———2 = [ M — _ W,
ot TTw 1+W 1+W
—(1+W)R, Y, + W, M + (1 +W)M,

[+ a)TWa]] _ ia—gT[W],, | iag

Rat+bRaa |: (1—|—W)2 — (1+W)2 (1+ZT)Wa ]__I_W
R, R,

X +(M_1+W_1+W)Ra'

To align this more closely with the linearized equation and express the system in a manner
similar to [8], we introduce the auxiliary holomorphic variable

Then it becomes

( R, R, R, .
Wi + bW, _ —W, = — W, + RY, + 2W, M + (1 + W)M,
L+ Wt T Vet RYa+ +(1+W)

(14+iT)Wgu + (R Re — ias) + 2RM

Rt+bRa—{

—2( Ro | Ko )R.

\ 1+W 1+W

Here, we have isolated on the left the leading part of our equations. The goal is to interpret
the terms on the right hand side as perturbative (with one exception, which is only due to
the low regularity setting, see below). In addition, for the cubic bound we will also need to
pay attention to the quadratic part of the terms in the equations.

In order to simplify our bookkeeping we define two types of error terms for the above
system. These are denoted by err(L?) and err(H?), which correspond to the two equations.
A similar strategy was employed in [§]. However, unlike in [§], here we also include bounded
quadratic terms into the error, rather than explicitly keeping track of them. This simplifies
the argument somewhat, at the expense of getting a less precise expression for the normal
form energy.

The bounds for these errors are in terms of the control variables A, B, as well as the L2
type norm Ny, where

(g + a)T[Wa]} _ia—gT[W]
14+W) | (1+W)

1
No = (W, R)I|,, 4.

The acceptable errors in the W, equation are denoted, by err(L?) and are of two types,
err(L?)1Z and err(L?)Bl. The first one, err(L?)!? consists of quadratic terms which satisfy
the bounds

ITPGlls> S BN, iG], -

By err(L?)Bl we denote the cubic and higher counterpart of err(L?)?, which contains terms
G which satisfy the estimate

|TPG|lr2 Sa ABN2, |G|, -1 Sa A®N,.
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The acceptable errors in the R equation are denoted by err(H %) and are of two types,

err(Hz)2 and err(H2)®. The first one, err(Hz)2, consists of quadratic terms K that
satisfy the bounds

ITPKl 3 S BNy, [[K]z2 S AN..

HE ~
By err(Hz)3 we denote terms in K which satisfy the estimates

||TP’C||H% Sa ABNy,  [[K|[z2 <4 A’N,.

Remark 8.5. Compared to [§], above we define Ny in a more relaxed, inhomogeneous
fashion. This is in part caused by the lack of scaling. It is reasonable because here we work
with the system for the differentiated variables (W, R) or their higher counterparts, which
is used to bound the high frequencies of the solutions.

A key property of the space of errors is contained in the following lemma:

Lemma 8.6. Let ® be a function which satisfies

(8.7) [ol~ S A, o, ;S B.
Then, we have the multiplicative bounds
(8.8) ® - err(L?) =err(L?), - err(H%) = err(H%).

The proof of the lemma is relatively straightforward and is left for the reader.

We now return to system above and expand some of the terms. We begin with the terms
containing M. For this we will make use of the bounds we have established for M in the
Appendix:

(8.9) Ml S AB, M]3 S ANa,  [[Ma[r> S AN,

1
H2 ™~

Precisely, the M terms in the equations satisfy
M(1+W,) + M,W =err(L?), MR =err(H?).

The first claim is a straightforward consequence of the pointwise bound for M and the L?
bound for M,,. For the second, we recall that R = R, (1+W), which together with Lemma 8.0l
allows us to only estimate M R,. The H 2 bound for MR, follows after a Littlewood-Paley
decomposition of the product: the bounds for the low-high and balanced interactions are

a direct consequence of (89), and the bounds for high-low interactions are obtained by
combining (89) and Lemma [A0]
Next we consider the expression

ia — gT[W]
(1+ W)

ia — gT[W]

(14+iT)W, = Tt W)

(1+T*ReW,,

which we claim belongs to err(H %). To prove our claim, we split the above expression into
a quadratic part and a cubic and higher term,

—gTW](1+T*)ReW, + (ia+ gT[WIW)(1=Y) [(1+ T?) ReW,] .
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We may then apply the paraproduct estimates (A1) and (A7) with the estimates (A20)
for a (which also applies to the component a of a) and (A6]), (AI7) for Y to obtain:

|(ia + gTIWIW)(1 = Y) [(1 + T?)Re W,]
< {A(llall,, 5 + 171
Similarly, for the quadratic part we obtain

lgTIW](L + T*)(Re Wa)| ;3 Sa ANo.

1,73

1
1)+ (914D Wl [Wzoe + IW e Y, 3 ) P I W2

bmo

Next we consider the difference
RoRy —ia, = 2P[RoRy) + i Im P[RR,
For this we bound
HRaRa - iaa||L2 5 ANQ, ||PT(RaRa - iaa)HH% SJ BN2

Taking into account all the above bounds, it follows that our system can be rewritten in
the form
( R, R,

_ R
W, +0W . _ _W,=2RY, —2—2_W, L?
et oW 1w Tw We terr(L7)

R, +bR, — {%} = —4Re (1 fizv) R+err(H?).

\

One might wish to compare this system to the model system (4]), for which we obtained
the nice energy estimates in (4.3]), and use these estimates to prove quadratic energy bounds
provided that the right hand side terms are bounded in L?, and H 3 respectively.

Unfortunately we still have terms on the right which cannot be bounded as error terms,
ie,in L? x H 3. This matches similar issues appearing in the infinite depth case in [§]. To
deal with these terms we use the same conjugation with respect to a real exponential weight
e* where ¢ = —2Relog(1 + W), which was previously used in [8]. When implementing
such a transformation, we are not only able to eliminate the unbounded terms pointed out
above, but we also manage to cast our system in a similar form as the model system in (4.T]).

To see this, we compute

W,
1+ W’

(0, + b9,)6 = 2Re —12 _ o1

— 9R
¢ ¢ 1+ W

We denote the weighted variables by
w:=e*W,, r:=e*R.

Before explicitly writing down the resulting equations, we remark that by Lemma we
have

e*®err(L?) = err(L?), ez‘z’err(H%) = err(H%),
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which simplifies the transformed system to

TOC ROC
wy + bw, + oW 1+W72w:err(L2)
T+ bro — [7@(;4?)‘;[;1}]} = err(H%)

Here we have also harmlessly replaced w by —7 2w in the last term on the left in the first
equation. The difference is easily included in the error as 1+ 72 has a Schwartz symbol. This
is done in order to bring the above equations more in line with the model linear problem.

Unfortunately our new variables (w,r), are not exactly holomorphic; the last system
contains both holomorphic and also antiholomorphic components. To remedy this issue
we need to project the system via the projection P, and also work with the projected
variables (Pw,Pr). At this point one might legitimately be concerned that restricting to
the holomorphic part would remove a good portion of our variables. However this is not the
case, as one can verify that the a similar argument as the one in Lemma 3.4 from [8] applies
to the finite depth case:

Proposition 8.7. The energy of (Pw, Pr) above is equivalent to the energy of (W, Ra):

(8.10) 1(Pw, Pr||3 ~a ||(w, )l ~a |(Wa, Ra)|l3 modulo AN.

Unlike in [8], here we allow for lower order errors in order to account for the L? unbound-
edness of P at low frequencies. Once we do that, it remains to prove only a high frequency
bound, for which the same argument as in [8] applies.

We are now ready to write the system for (Pw, Pr), namely
( Pr,
1+ W

Pw; + P [bPPw,] + P { } -P [ Ha 7’2Pw} = Gy + Perr(L?)

1+ W

(8.11)

(9 + a)T [Pw]
(1+W)

Pr, + P [bPr,] — P [ } = K, + Perr(H?),

\

where (G2, K3) contain all the additional terms,

S A
Ky := =P [bPr,] + P {%}

The goal here is to prove that Gy = err(L?) and K, = err(H?), but this is straightforward

as they all have a nice commutator structure; the proof is left for the reader. We denote the
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last set of variables by (Pw, Pr) := (1w, t); these solve the system

(

mt+P[bma]+P[1 Yo _ } —P[

W RO{NTQm} = Perr(L?)

1+

(8.12)

(9 +a)Tw]
(1+ W)

tt+P[bra]—P{ } — Perr(H2).

\
Therefore, we can now apply the energy bounds obtained for the toy model ([I]) to the
system (812). Now the result of Proposition (8.1]) follows from the energy estimates for the
model system (1)), namely (£5); further, if n = 2 then we can take
E"®(W,R) = EZ) (1, 1),
The last goal is to obtain cubic lifespan bounds for the small data problem, which would
correspond to proving Proposition (8.2). We address this question later in this section.

8.3. The case n > 3. We follow the same strategy as in the case n = 2 and derive the
equations for (W®=Y RM=1D)  For this, we start with the system (L8) and differentiate
(n — 1) times. For this we will estimate the errors in terms of N,, which measures (n — 1)
derivatives of W and R, with constants that depend on the control norms A and B.

The acceptable errors in the W™= equation are denoted, as before, by err(L?) and are
of two types, err(L?)!? and err(L?)Bl. The first one, err(L?)!?, consists of holomorphic
quadratic terms in G of the form that satisfy the bound

ITPG|l: < BN, and |G|, 3 S AN,,.

2

By err(L?)B! we denote the cubic counterpart of err(L?) of G, which satisfies the estimate
| TPG|| 2 Sa ABN,, HG||H,% <a AN,

n—1)

The acceptable errors in the R( equation are denoted, as before, by err(H %) and are

of two types, err(H2)2 and err(H2)¥. The first one, err(Hz), consists of holomorphic
quadratic terms in K that satisfy the bound

ITPKI,, S BN, [Klz S AN,

By err(Hz) we denote terms in K which satisfy the estimates
||TPK||H% SA ABNna ||[<||L2 ,SA A2Nn

We begin by differentiating the terms in the W equation. For the b term, after standard
estimates, we have

Oy (OWa) = bW + (n — )b WY + err(L?)
R, R

_ W(n—l) L2 )
1+W+1+W) +err(L7)

Here we have used the relation (8.6]), and also the L*> bound for M.
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Continuing, we apply the same analysis for the (n—1) derivative of the next term appearing
in the W equation

1+W)R, [(1+W)RD
a(gn—l)( + )R _ I ) v la R, _ WD 4 err(L2).
1+W 1+W 1+W
Here we have again isolated the terms which cannot be placed into the error.
Similarly, using the bounds for M in Lemma [A.15] the last component of the W equation
is

(8.13)

O V(1 +W)M] = (1+W)3r VM +err(L?) = (1+W)0" V2ReP [RY, — R,Y].

Because of the differentiation, there are no low frequency issues here. Distributing derivatives
inside, the terms with derivatives on the antiholomorphic factors are all errors, so we are
left only with the terms where all derivatives apply to the holomorphic factors. Harmlessly
discarding the projection we arrive at
O V(1 +W)M] =2(1+ W)Re [R" VY, — R, Y™ V] +err(L?)
R,
=13 WW("_I) + err(L?).

Next, we differentiate the R equation. We begin with
8&"‘1)(6}%@) :bR((ln—l) + (n _ l)baR(n_l) + b(n—l)Ra + err(H%).

In the second term we use again the relation (86]) and the boundedness of M. In the third
term, only the holomorphic part of b yields a nontrivial contribution, and that only when all
derivatives apply to Y. Discarding again the projection, we obtain

R R R !
(n—1) _ (D) 1 o a (n-1) 4 _Tla_ pn-) .
"V (bR,) = bR™ Y + (n )<1+W+1+W)R e T et (i)

For the remaining terms in the R equation we write
—y (9TIW]N _ gTIW™ Y] gT W] e

8.14 Sl = - WD) H
(8.14) “ 1+W 1+W (1+W)2 +erx(

Lastly, using the bound for a in Lemma [A.T3] we have

. . n—1 .
(8.15) oo (0 ) ia
@ 1+W 1+W  (1+W)?

In the first term we can discard the a; component of a into the error. In the contribution of
a = 2ImP[RR,], only the holomorphic part has an interesting component, precisely when
all the derivatives fall on R. Hence we obtain

D=

)-

W=D 4 err(H?).

ia™ 1) R, )
1+W 1 + W

In the second term in (8I5), we substitute ;W1 with —7[W™~Y] modulo a negligible
error. Thus, together with(81I4), (B15) and (8I6) we arrive at

_ =D gTW] e _ _(9 +a)T (W] _ Ra R(—
« 1+W 1+W (1+W)2 1+W
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Combining the above equations we obtain the differentiated system

1+ W)R("1
(( ) ). . R

WD w1 _ W =@
e FOWa T 1+ W 1+ W
_ _ + a)T[Wr=b)]
R(n 1) bR(n 1) (g - K
T 1+ W) /
where ~
R, R, _
G= T WW("_I) —(n—1) T V_VW(” U 1 err(L?)

R R \
K=— = °_ ) R Hz).
n<1+W+1+W) +err(H?)

The following step is to better diagonalize the system, and for this we only need to modify
the R™~Y equation by using the known substitution R := (1 + W)R™™Y (see [§]). We

obtain R .
ai « W(n_l) — G

1+W + 1+W

(9 +a)TWr]

1+W

WY WY 4+

R; +bRq — = K,

where _
R,R . R,R
1+ W 1+W

To deal with the mildly unbounded terms on the right we proceed in two steps using the
same idea as in [§]. First we implement a new holomorphic substitution

R:=R - RW"? 4 (2n - 1)W,R"2.

Ki=—(n+1) +err(H?).

With the exception of a couple of terms (see also [§]), the contribution of the added quadratic
correction is cubic and lower order, so we obtain

_ R R R R
w4 pwinh o _wr-l = o «__ ) wnb L’
pootWe TP TR TTrw "TTw T w +err(L%)
- - (g+a)TWED] R, R, \ = '
R, + bR, — - _ _ R H?).
a 1+ W "\ow tTrw ) BEerr®)

At this point we are in a similar situation as we were in the case n = 2. Precisely, we still
have unbounded terms on the right, and the goal is to eliminate them. The second step is
to use the same procedure as in the case n = 2, which is to multiply the equations by e"?,
where ¢ = —2Relog(1l + W). After standard estimates, and using also Lemma [B.6, we can
write a system for (w := e™W®=1 .= ¢R):

wy + bw, + 1 —CaW + 7 fo{vw = err(L?)
e+ bro — g+ a)Tlu] j—i)\;[w] — err(H?).

As (w,r) are no longer holomorphic, we will need to project them via the projection P. We

denote the projected variables (Pw, Pr) by (w,t), and write the equations for them. As we
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have seen in the case n = 2, we obtain some additional terms which we can express as com-
mutators. Moreover, these additional terms can be easily bounded using the commutators
estimates obtained in the Appendix to obtain the system

o+ Pl + P[]+ P[] < Plern(z?)
(8.17)
v+ Plbe,]| — P l%} = P[err(H%)].

Now, we modify this system one last time in order to be able to compare it with the model
system (A1), and after one rather straightforward estimates we can rewrite it as

m+PWﬂﬁJﬂlfW]—PLf%ﬂﬂM]:Hadﬁﬂ

(g + a)7 [rw]
1+W
In order to be able to apply the estimates obtained for the model system in (4.1]), we

need to ensure that the energy of (w,t) is equivalent to the one of (W™= RM™=1) This is
summarized in the following proposition:

(8.18)

Q+PW4—P[ }:mauﬂm.

Proposition 8.8. The energy of of (tv,t) above is equivalent to the one of (W= RM=1))
(8.19) (r0, ¥) [ ~a [|(w, ) |3 a (WD, RED) 3 24 modulo AN,

A similar result can be found in [§] (see Lemma 3.5). The proof of the above proposition
is quite similar, and we leave it as an exercise for the reader.

Now the result of Proposition (81]) follows from the energy estimates for the model system
(4.1)), namely (43]) applied to (8I8); to obtain the result we use the energy functional

n,(2 2
Ehig(yh) (W, R) = Ez(irz (ro, ).

The further goal is to obtain cubic lifespan bounds, which would correspond to proving
Proposition (82]). The key to that is to produce a suitable modified cubic energy. This is
done in the next subsection. However, here we will discuss the leading part of the modified
cubic energy, which is given by

n,(3 3 2 2

Ehig(yh) (W, R) = E}(Li;h(m>t) = | )(w,r) - E2)

b w,lin(w’ r), where w= i(l + T?)ReW.
Remark 8.9. Comparing EZZ.’SL) (w,r) with the corresponding version appearing in the in-
finite depth case, one will notice that the are some differences. On one hand, the second
component of the above energy is specific to the finite bottom case, and does not appear at
all in the infinite bottom problem. On the other hand, the last three terms in the quasilinear
cubic energy from [§] are no longer showing up in the above leading energy. Mainly, this is
because here we use better bookkeeping of the errors, and those terms are now reclassified
as admissible error terms. In other words, here they are incorporated into the lower order
component of the quasilinear modified energy we seek to construct.

We claim that we have favourable bounds for the time evolution of this energy. Precisely,

we have
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Proposition 8.10. Let (w,t) be defined as above. Then
a) Assuming that A < 1, we have

(8.20) B, (10,v) = Eg( W=D, RO 4 O(A)NZ.
b) The solution of (wo,t) of BIT) satisfies the following energy estimate

d d
EE;L?Z);h(m7 t) ISA BN%? AZ4EEF(L§;h(m? t) ,SA ABNZ

The proof is a straightforward application of Proposition (d.1]). To see that, one needs to
1
verify that the real weight w = Z(l +7?) Re W satisfies the required bounds (Z6]). But this

is true in view of Lemma [A.13] as w is a multiple of the a; component of a.

(8.21)

8.4. The quasilinear modified energy for n > 2, small data. In this section we con-
struct an n-th order energy with cubic estimates, E™®), which satisfies the bounds in Propo-
sition 82 This energy is obtained following the method introduced in [8](the quailinear
modified energy method), which we now describe by splitting it into several steps:

1. Construct the normal form energy. This has been accomplished in the previous
Section [l but for convenience we outline the process here. Formally, it begins with the
construction of a normal form transformation whose aim is to eliminate the quadratic terms
in the equation (LL6]) for (W, Q). The normal form variables (W, Q) are given by

W =W+ WP =W+ B"W, W]+ 1C"Q, Q] + B W, W] + 1C°(Q, Q]
Q=Q+ Q¥ =Q+ A"W,Q] + A*[W, Q] + D[Q, W],
where the bilinear multipliers arising here are defined in Section[6l A full description of these

symbols is given later in the same section. What matters is that the normal form variables
(W, Q) solve an equation of the form

AW+ Q) = 0
{ A=H(Q, — gTW) = 0.
Following Section [7] its associated cubic normal form energy functional is
Ejp(W,Q) = A Ey(0"W,9"Q)
= Eo(0"W,0"Q) + 29(0"W, 0" W) — 2oT~19"71Q, 5" Q).
This is chosen so that the following relation holds

d -~
(8.22) AS L ER (W, Q) = 0.
Here we discard the quartic terms in E0(0”W, 0”@) as on one hand they are both highly
unbounded, and on the other hand they do not affect the last relation above. Further,
unlike the cubic terms, the quartic terms carry no intrinsic meaning as the normal form
transformation is only uniquely determined up to cubic terms. .

As we show in the proof Proposition [[I the normal form energy E} (W, Q) can be
expressed up to quartic terms as a function of diagonal variables (W, R) in the form

En(W,R) = Eg(0" "W, 0" 'R) + gB(W, W, W)+ AW, R R).
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with trilinear forms A and B whose symbols we have computed.

We further remark that while the normal form expression has singularities at frequency
zero, no such singularities are present in the normal form energy. This is due to symmetriza-
tion cancellations akin to some form of null condition. Even better, neither W nor @) can
appear undifferentiated in the above cubic terms.

The chief disadvantage of the normal form energy, which due to the fact that our problem
is quasilinear, is that the quartic and higher terms in its time derivative d/dtEY}, . are highly
unbounded. Thus there is no hope to prove the bound (8.2) for it, neither does (81l hold,
for that matter.

To better isolate the above difficulty, we have decomposed the normal form energy into
two parts,

ENr = EXEnign + ENFiow
where
EJT\L/F,high(Wa R) = Eo(an—lw’ 8n_1R) + gBhiQh(Wa Wa W) + "Zlhigh(wa R> R)a
E]T\LTF,low(VV? Q) = gBlow(W7 W7 W) + Alow(W7 R7 R)

Here the lower order part is quite complicated algebraically, but has the virtue that it does
not cause difficulties neither in (81]) nor in (R2). The high frequency part, on the other
hand, has the advantage that we can compute it explicitly. Precisely, by Proposition [.1] we
have

Bhigh(W, W, W) := (0"'"W, 0" "W)_, pew s 1 (1472) Rew
(82?)) Ahigh(wv R, R) = _<an—1R7 T_lgn_lRa>—4nReW—%(1+T2)RoW
—2(WOr VR T719m VR ) + 200" PIWR,, T 10" VR,).

This is the part we need to further modify and adapt to the quasilinear structure of our
problem.

2. Construct the quasilinear modified energy. Here we construct the quasilinear
modified energy E™®)| starting from the normal form energy E% (W, R). Inspired by the
expression for the high frequency part E]’%,F’high(W,R) of the normal form energy, one is

naturally led to consider the high frequency quasilinear modified energy E,(j.’;h(m, t) where

1
(w,r) :—E(z)(w,r) —-E® (w,r).

—lin 4 w,lin

(3)
(8.24) Eyion
Comparing the two, we would like them to agree to cubic order. This is not exactly the case,
however the next best thing happens, namely that the cubic part of the difference is lower
order:

Lemma 8.11. The trilinear form AS*(E% (W, R) — E}(jzlh(m,t)) is a lower order form in
(W, R), where n > 1.

The lemma is proved later in this section.
Based on this, we define

n, _ n,(3) n,(3)
E ®) - Ehigh + Elow ’
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where
n,(3 n n n,(3
B = ENpiow T A= (ERp — Ehz'g(;h) (w,r)).

low

This guarantees that we have the relation

(8.25) ASBE™B) = AS3ER

3. E™3 is a good quasilinear cubic energy. In other words we want to prove that the
estimate in Proposition (8.10) holds. In view of (8.22) and (8.25]) it follows that for solutions

to (LG) we have
d

8.26 ASS—EmB) — .
(8.26) 7

Thus, we obtain

d d d
& on,3) _ A24 Y pn(3) >4 @ 1, (3)
th =A 7 Eg . +A o Ehigh .

This relation allows us to split the task of proving bounds for E™®) into separate bounds for
the high, respectively the low frequency part. Precisely, it remains to establish the following:

Lemma 8.12. The high frequency part E,:LZ.’SL) satisfies the bounds

(8.27) ELS = (0"'W, 0" R)||2, + O(A)N?,

low

respectively

(8.28) p~high

Az ( d E"’(?’)) ‘ <4 ABNZ.

Lemma 8.13. The (cubic) low frequency part Eﬁ)’f) satisfies the bounds
(8.29) By = O(AN,
respectively

(8.30)

d
N ZERD )| <, ABN2,
(dt low ~A n
To conclude the proof of Proposition it remains to prove the three lemmas above.
This is the same argument as in [§], but here it is slightly more complicated, at least at the
computational level.

1
Proof of Lemma[811. We first expand the expression A=*(Efp:0,(W, R) — §E}(L§;h(m,t))
for the case n > 3 and express the result in terms of (W, R). Up to cubic terms the expansion

of (to,t) is
Ao = WD — 2pP[ReW - WD)
A=t =R D —9pP[ReW - R Y]+ WR"D — R, W2 1 (2 — 1)W,R"2).

Before substituting the expansion of (tv,t) into the energy formulas, we observe that the
projection P can be dropped off; moreover the last term in the quadratic expansion of t

only contributes to lower order terms based on the definition provided in the earlier section.
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Thus, we can also omit this term. The explicit quadratic and cubic terms showing up in the

expression of E}(j;h(m, t)) are

lin 2 w,lin

ASE 10,6 = A (Ew.5) = 8, .9

= <W(n—1)’ W(n—1)> + <LR("_1), LR(n—1)>
g
(8.31) + (WD ReW - W("_1)>_4 + (W=D WD)y
ng qw
—(T'R™, —4nRe W - RV 4+ 2R VW — 2R, W(—2))

w

1 1

where w = (1+ 7?) Re W.
It remains to compare the result with the expression of ASE}, ; (W, R), which we
recall below:

ASsEJT\LfF,high(Wv R) = Eo(an_lw7 an_lR) + gBhigh<W7 W7 W) + Ahigh<W7 Rv R)7

where Bign(W, W, W), Ay;.n(W, R, R) are given in (2).

First we observe that the first line of the expansion in (8.31)) is in fact Eo(0"'W, 0" 'R).
The terms on the second line in (8.31]) together with the first term on la last line are the terms
appearing in gBj;e, modulo a commutator, which yields a lower order term; the commutator
is

[T, Re W] Re W~ 1),

We return to the remaining terms in (8.31]) and observe that the first term in the expansion
of the inner product on the third line together with the last term on la last line match (after
integrating by parts) the first term in the expansion of Ay, (T.2), up to the commutators

[L,w] Im(LR™Y),  [L,w] T Re(LR"™V),

which are again lower order terms.

Lastly, the last two terms, — (7 'R™ 2R""DW) and (T 'R™ 2R, W"=2) are a per-
fect match to the remaining terms in Ay;gp.

For the case n = 2 the computation is similar but simpler. The last three terms in AS?
no longer appear, whereas in the expression for A;o,(W, R, R) in (Z2]) the last two terms
also cancel.

O

Proof of Lemma[8.12. This is a direct consequence of Lemma (8.10]).
U

Proof of Lemma[8.13. We recall that El’zg is a trilinear expression of the form
En’3 = gBlow(W7 W7 W) + Alow(W7 R7 R)v

low

where By, and A,,, are translation invariant trilinear forms. To begin with, we note that
the exact form of the terms in El’zg is irrelevant here. All that matters is their symbol class,
which we now recall. In the case of Bj,,, the symmetric symbol By, (&, n, () satisfies

Blow € ES(dp2n_3)’
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while in the case of A, the symbol A, (£, n,() is only symmetric in the last two variables
and satisfies
Alow € ES(p*"72) + ES(dd,1p*" ).

Here d, d; measure the distance to the axes as follows:

d=1+minf[¢],[n],[Cl},  di =1 +min{|n|, [¢[}.

We recall that we can eliminate the exponentials in the symbols at the expense of replacing
some of the arguments (W, R) by their complex conjugates.

We begin with the estimate (8.29). By applying a standard trilinear Littlewood-Paley
decomposition combined with a standard separation of variables argument we can thus write
B as a sum of a rapidly convergent series

Biow(W, W, W) = > 22Cn=98N " [\ Y DYW; - \T2(D)YWy - X[ (D)W, da.
1<5<k m

Here complex conjugates are also allowed, and the symbols X;’?lf(f ) have the following prop-
erties:

(i) They are smooth on the respective dyadic scales 27, respectively 2 uniformly with
respect to j, k.

(ii) They are rapidly decaying in m, also uniformly with respect to 7j, k.

In particular the multipliers X;?,f(D) are uniformly bounded in all L? spaces and r~apidly
decaying with respect to m. Hence, we immediately obtain the following bound for A;,,:

|Biow(W, W, W) S ) 2720795 W o | W

1<j<k

< sup [Wl[ e Y 202K W17,
J k

~

< g_lANfL.

The computation is only slightly more involved for A;,,. We only discuss the ES(dd;p*"~3)
part, as the analysis for the lower homogeneity part ES(p?"~2) is similar but simpler. We
need to consider two cases depending on whether the W factor or an R factor is low frequency.
We obtain

[Aiow(W.RR)| S Y 2207 2R W o || Ry |72 + 227207 9| By o | [ Wi 2| Ri 2

1<j<k

_ i 3
Ssup [[Wlzee Y 20" V8| Ry[|7o+sup 22| B || 1o Y | 20" 2% [ W[l 2| Rl 2
J k J k

< ANZ,
Now consider the bound (830]), where we write

d
A2 Bio(W. W, W) = 3B1,, (A0 W, W, W),

respectively

AZ4%AIW(W,R, R) = Alow(A228tW, R.R) + 2Alow(8tW,A22R, R).
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For the time derivatives of W and R we separate the leading order transport term, precisely
its paraproduct part, writing

AZ20,W = (0, + Ty0 )W — Th0, W,

and similarly for R. Here by a slight abuse of notation we include the contribution of the low
frequencies in b in T},. This is because we do not have good control over the low frequencies
of b, so these cannot be bounded perturbatively, and instead must be treated only in a
commutator type fashion.

The first term has better regularity, and its contribution is treated perturbatively. Pre-
cisely, a computation similar to the one above applies provided we can establish the pointwise
bounds

(8.32) |20, + Ty00) W | e + 92 IAZ2(01 + Ti00) R 3. Sa AB,

respectively the L? bounds
(8.33) IAZ2(0s + Ty0u) Wl g + g 2||AZ2(0, + Ty0a) R|| o1 <a AN,,.

Both of these are proved in Lemma in the Appendix.

For the contribution of the transport term, on the other hand, we need to capture some
cancellation. We discuss the case of the form By, as Aj,, is similar. In the product case,
this cancellation is a simple integration by parts, based on the formula

/b@aW1W2W3 + WlbﬁaW2W3 + W1WQbaaW3 do = — / baW1W2W3 dOé,

where the derivative is moved onto b. In our case, however, we need to contend instead with
factors which at frequency 2’ have the form x;(D)(b<;0, W;).
As a preliminary observation, we remark that we can commute out the coefficient b;, by
writing
Xi(D)(0<;0aW;) = bejx;(D)0aW; + [x;(D), b<;]0aW;.
Here the commutator term can be expressed in the form
G (D), b<;]0aWj = L(Vbe;, W),

where L stands for a translation invariant bilinear form with integrable kernel. Then one
can directly use the bounds in Lemma [A.T2] for b to show that this term satisfy the same
bounds as in ([832), (833), and thus can be treated perturbatively.

Once we have discarded the commutator term, we can include x;(D) into W for brevity,
and then we are left with having to estimate an expression of the form

I = /b<j8aWj . Wk : Wk + Wj : b<kaaWk . Wk + Wj : ka<k80Wk dox.
Separating the expression b in all factors we can integrate by parts and obtain
I =— /8ab<ij : Wk : Wk do — /b[j’k]aawj' . Wk : Wk do.

Now in the first integral we group the product 0nb<x Wy, which again satisfies the same
bounds as in (8.32), (8.33). In the second integral the derivative yields a 27 factor, and now
the expression 27by; 4 is even better than 0,by. O
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8.5. The quasilinear modified energy for n = 1, small data. In this section we con-
struct a first order energy with cubic estimates, EV®) | which satisfies the bounds in Proposi-
tion[8.2l This energy is obtained following the same procedure as in the case n > 2 presented
before, but with some minor computational differences, which we now describe.

One main source of differences is the expression for Ay, which is slightly different here.
Also in this case it is no longer meaningful to do the exponential conjugation. Because of
this, it is now convenient to set up the quasilinear correction to the normal form energy in
a more direct fashion,

1,(3 3 a
Ehi;h) = Ef(nzyh(wv R) + E® (W, R)v
where the extra component

E®Y(W, R) = —2(W,W?) +2(R, WT'R,)

mirrors the similar correction in the infinite bottom case [§].
An advantage of doing this is that the remaining lower order cubic part

E17(3) - Blow(wa Wa W) _l_ Alow(R’ R’ W)

low

contains only terms whose symbol is not only lower order on the diagonals but also away
from them, namely their symbols satisfy

(834) Blow € S(p_l)> Alow € S(l)

This is due to the similar gain in Proposition [l

With these definitions we remark that Lemma [8.11]is still valid. For that we need to match
the terms in A=*(E%p;,0,(W, R)) to the terms in AS?’(%E}L;(;;B (W, R)). The computations
are similar to the ones we did for the case n > 2 but simpler.

Further, the statements of Lemmas 8.12] remain unchanged. It remains to prove
Lemmas R.I28.13 in this context.

Proof of Lemmal813, n = 1. The bound (827) is straightforward. The E}(L‘?Z]h part of (8.28)
is also exactly as before in view of Lemma [84l It remains to prove the extra correction
E®2(W | R) also satisfies (828)). For convenience we state this in a separate lemma:

Lemma 8.14. The cubic correction E®)® satisfies the bounds
(8.35) E®a <, AN?
respectively

d
(8.36) ‘A>4 (EE@%“) <. ABN?

Proof. The first bound is straightforward, but the second does require some computations.
We consider both correction terms

L=(W,W?, L=(RWT'R,),

and discuss each of them separately.
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To estimate their derivatives it is easiest to use the unprojected form (L) of the equations
for W and R, which for our purposes here we write in the form
(O + 600 )W = —by (1 + W) + R, :==G

8.37 _
(8:57) (0, + b0, R =iV =1,

1+W

For G and K we only need their quadratic parts and higher,

igW — a1 )W +a
1+W

G2 = bW+ PRV, K —
Then we have

A= (%h) = — (DWo, W?) — (W, 20WW,,) + (G, W?) + 2 (W, WG).

Distributing derivatives and using Corollary [A.8] we separate the terms with undifferen-
tiated b as

— (bWo, W?) — (W, 00,(W?)) = — (bW, W?) + + (T 10, [bT W], W?)
= ((—b0a + T '0bT)W, W?) .
Note that we can express this as the sum of two terms, as shown below
(T'0ulb, TIW, W?) + (b, W, W?),
where both can be easily controlled by ABIN; using Lemma [A.9 followed by Lemma [A.18
The contribution of G?* is harmless since all the terms in G?* are bounded in L2,
IG**||z2 Sa BN

We now return to the last correction term, Is:

d
A24 (Eb) - <Rt>WT_1Ra> + <Rt>WT_1Ra> + <Rt>WT_1Ra>'

The argument for this expression is slightly more involved. We proceed as in the proof of

Lemma B.I3] but with some extra care. We begin with a Littlewood-Paley decomposition

(RWTR,) = > (PyR,P,WT 'Py,R,),
k,k1,k2>0

and similarly for the time derivative. For the above summand to be nonzero, we need the
two highest frequencies to be comparable. We first distinguish two easier cases:

(i) If min{k, k1, ko} < 1, and the time derivative applies to the low frequency. Then the
time differentiated factor is bounded in L? N L*°, and the two remaining factors are
estimated in L? or L™ as needed.

(ii) If k < ky = ko, then we take advantage of the fact that our factors are holomorphic,
and thus have exponential decay at positive frequencies. Thus we obtain an e~V*
gain which is more than enough for all our estimates.

This leaves us with two principal cases, namely the sums:

Jl = 8t E /RkaR<k7a da, J2 = at E /RkW<kRk7a dox.
k>4 k>4
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To estimate their time derivatives we use again the decomposition
8tW = ((% + Tbaa)w - Tbaaw, @R == (@ ‘l— Tbaa)R - TbaaR.

For the first term in each decomposition we have the estimates in Lemma [A.T6l Using
them, the bounds for the corresponding contributions to J; and J, are somewhat tedious
but routine. It remains to consider the T}, contributions, which are

JP = Z / ber Re aWiRepo + Ribax Wi aRego + RiWi0o(Ty Rt o) dav,

k>4
Jg = Z / b<kRk,aW§kRk,a + RkaWSk,aRk,a + Rk‘wﬁkaa(b<kRkva) da.
k>4

Integrating by parts we rewrite these integrals as

J{) = Z / Rka&x((Tb — b<k)R§k,a) dOé,

k>4

Jg = Z / Rk(Tb — b<k)W§k,aRk,a dov.

k>4

Here the expressions (T} —b<},) R<.a, respectively (T, —boy,) W<y o are of the same type as the
expressions considered in Lemma [A.16 as part of (0, + T,0,) R, respectively (0; + T,0,)W.
Thus they also satisfy the bounds in Lemma [A.T6] and the desired conclusion follows.

O
Proof of Lemmal8.13, n =1 . Because of the better bounds for the lower order terms in
(B34), this proof is straightforward and is omitted. O
O

9. PROOF OF THE MAIN RESULTS

Given the estimates obtained in the previous sections both for the main evolution and
for the linearized equation, the proof of the main results in Theorem [Il and Theorem [2] are
fairly routine. Thus, in this section we provide an outline of the proofs only. For a more
in-depth exposition of arguments of this type we refer the reader to the earlier article [§]
devoted to the infinite depth problem. We will however emphasize the differences between
the finite and infinite depth case.

Proof of Theorem [, outline. Due to scaling considerations we can work with A = 1 and
g < 1. The main steps in the proof are as follows:

1. Euistence of reqular solutions. Here we start with initial data (W, Q)(0) € L* x Hz2
and (W, R)(0) € H" x H""2 with n > 2, which has extra regularity both at low frequency
and at high frequency. For such data, local in time solutions are constructed as weak limits
of solutions for a frequency localized system. In doing this it is convenient to work with the
differentiated equation (L.§]), in order to have the equations in diagonalized form. For this

the argument in [8] applies almost identically.
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We note one advantage of working with the holomorphic coordinates, namely that the free
water surface is not required to be a graph. If it were not for this, we could simply use the
local well-posedness result in [I] or [12].

2. Uniqueness of regular solutions. Here we consider two solutions (W7, Q2) and (W3, @Q2)
with regularity (W;,Q;) € C([0,T]; H) and (W}, R;) € C([0,T]; H") with n > 2, and show
that if their initial data agree then the two solutions must be equal. Note that while more
regularity is assumed at high frequency, that is no longer the case at low frequency.

For the proof one subtracts the two sets of equations, estimating the difference of the
two solutions for the differentiated equation (IL8]). The key point is that up to perturbative
terms, the difference (w, ) = (W1 —Wjy, Ry — Ry) solves a linear system similar to our model
evolution for the linearized equation (5.4]). Then one can conclude the proof of uniqueness
in a standard manner using Gronwall’s inequality.

3. Lifespan bounds in terms of the H' size of the data. The lifespan of solutions con-
structed above depends both on the H" size of the data (W, R)(0) and on g. Here we show
that we can in effect obtain lifespan bounds which depend only on the H! size of the data
and which are independent of g. To be precise, we take initial data which satisfy the bounds

9-1)  [[(W,Q)O0)[l < gMo, (W, R)(O0)[l < gMo,  [[(Wa, Ra)(0)[lx < Mo,
as well as the pointwise bounds
(92) ||Y(0)||Loo < /C(), ImW +4+12>c¢y>0.

Then we will show that there exists T = T'(My, Yo, ¢o) so that the solutions exist on [—7', T
with similar bounds.

For the proof we use a bootstrap argument, assuming that the following bounds hold in
[0, T]:

(9-3) W Q) <gM,  [[(W,R)ln <gM,  [[(Wa, Ra)lln <M,
as well as the pointwise bounds
(9.4) 1Y < K, W4+1>c¢>0.

Then we need to show that for a suitable choice of M, K, ¢ depending on M, Ky and ¢y but
not on g we can improve all these bounds. Through the following computations we denote
by Cy various constants which only depend on M, and K.

We begin by observing that by Sobolev embedding our control parameters satisfy

A,B<C(M,K), a>cg.
Hence by the energy estimates for the differentiated equation in Proposition B.] we obtain
(W, R)(0)[[ < g¢7'Co(1 +tC(M.K)), (W, Ra)lln < 7' CoC(K)(1 +tC(M, K)),

where the K dependence in the second bound is caused by the need to invert a 1+ W factor,
see [§] for a full argument.
To bound (W, Q) in time we use the equations directly to obtain

(W, @)lln < 9(Co +tC(M, K)).
To bound Y in L* we reuse the argument in [8], which yields

Y ()ll7~ < Co(1 +1tC (M, K)).
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Finally, to bound Im W from below we use directly the W equation to obtain

R
8 + Re FO,) ImW = (1 +ReW,)1 _ ),
(0 + Re Fou) ImW' = (1 + Re )m(1+w)

which yields

inlf:Ll +ImW(t,a) > ¢y — tC(M, K).
aE

Summarizing, in order to close the bootstrap we need to have the bounds

M > Coc 'C(K)(1 + tO(M,K)), K> Coc '(1+tC(M,K)),  c<co—tC(M,K).

1

This is achieved by first choosing ¢ = ¢q/2, then K large enough K? = 2Cyc™! next M large

enough M = 2C,C(K)c™!, and finally a small enough T' < T (M, K, ¢).

4. H™ solutions for n > 2. Here we relax our low frequency regularity assumption for the
data to (W, Q)(0) € H, while keeping the high frequency regularity (W, R)(0) € H", n > 2,
and prove that solutions still exist. By Step 2, such solutions are also unique. To obtain such
solutions we consider a sequence of data (Wi, Q,)(0) with regularity (W,, Q,)(0) € L? x Hz
so that

(W, Qu)(0) = (W, Q)(0) m H, (W, R,)(0) = (W, R)(0) in H*.
This is easily achieved by cutting off the low frequencies

(Wna Qn)(o) = P>—n(VVa Q)(O)

For n large enough this family of data is uniformly bounded in the sense of (@), so by the
previous step they generate solutions (W,,, @,,) with uniform bounds life-span. But then the
estimates on the linearized equation in Section [5] show that the sequence (W,,, @Q,) converges
to some (W,Q) uniformly in the $ topology. Due to the uniform bounds on (W,,Q,)
this linearly yields (W,,@,) — (W,Q) in $*. Thus R is well defined and we also have
(W,,R,) = (W,R) in H!. Using now the uniform bounds on (W,,, R,) we obtain weak
convergence (W,,, R,) — (W, R) in H?, and strong convergence in all weaker topologies.
Thus we have obtained the desired solutions (W, Q).

5. Rough solutions. Here we show that the solution operator constructed above for data
(W,Q)(0) € H with (W, R)(0) € H? extends continuously to data with only (W, Q)(0) € H
and (W, R)(0) € H!.

Indeed, consider some data which only satisfies the latter requirement. Then we regularize
the data (W, @Q)(0) to (W,,Q,)(0) = P—,(W,Q)(0). This linearly guarantees convergence

which also shows that W,,(0) — W(0) uniformly, and also
(W,,R,) = (W,R) in H'.

Now we turn our attention to the key point, which is to improve this last convergence to
H'. We will in effect do slightly better than that, and for this we need to work with slowly

varying frequency envelopes. Precisely, we have the following:
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Lemma 9.1. Let {c,}n>0 be a slowly varying frequency envelope for (W, R)(0) in H'. Then
we have the estimate

22" [[(Wo, R)(0) = Pen(W, R)(O) 12+ 27 (Wo, Ra)(0) 32 S .

We note that this lemma not only shows that (W, R,)(0) — (W, R)(0) in H!, but also
that they share the common ¢, frequency envelope.

Proof. We drop the “(0)” notation for this proof. Only the R part of the bounds is nontrivial.

Expressing all in terms of R and W, for the first expression above we need to bound in H 2
the difference

1 1
— P JRAI+W)-P,R=—
T ow ! B+ W= Pl = =5

We will bound the last difference in L? using the usual paradifferential decomposition. We
can express it as
P_y[RW] — P_,RP_,2W =1I(P,R, P,W) + [Pcp, Repn_4]| P, W + [P,, W_,,_4| P, R.
Estimating the high frequency factors in L? and the low frequency factors in L> we obtain
|Peu[RW] — Poy RP., W || 2 < A27 3",

The R, bound in the second expression above is easier and is left for the reader. O

(P, [RW]| — P.,RP.,W).

Once we have uniform bounds for (W,,, R,,)(0) in H!, by the previous step it follows that
the corresponding solutions (W, R,) have a uniform life-span, with uniform bounds. Our
next goal is to show that the frequency envelope bounds are inherited also by the solutions.

Lemma 9.2. Let (W, Q,) be the solutions associated to the initial data as above. Then we
have the estimates

(9.5) [(Whi1, Quir) — (Wa, Qu)lls Sas 272"
(96) H (Wn7 Rn) H’H2 fSA,B 2ncn7
respectively

(9.7) (Wit Bs1) = (Wa, Bl Sas 27"

Proof. Given the H? bound for the initial data (W, Q,)(0) in the previous lemma, the bound
([@.6)) is a direct consequence of our higher order energy bounds.

For ([@.3]) we will use instead the linearized equation. Precisely, we now interpret n as a
continuous parameter. Then the functions

(w4) = (¥, Q)

solve the linearized equation, and have initial data (w, ¢)(0) = P,,(W, @)(0) localized at fre-
quency 2". Considering now the diagonalized variables (w,r) = (w, ¢+ RT?w), an argument
similar to the proof of Lemma shows that their data satisfies

(9-8) 1w, ) (0)[l2 < 27*"ea.

Applying the bounds for the linearized equation Theorem .l we extend the estimate (0.8))
along the flow,

(9.9) (w, 7)[l3e S 27" ¢n
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For the estimate (@.7) we first bound the high frequency part using the H? bound (@.6]).
Precisely,

[ Pornt1(Wost, Rogd) |3+ [[Pon(Wa, Rl S 27"en,
where the constant is independent of n.
To bound the low frequency part we define

d
('LUl, Tl) = _n(WTU Rn)

We observe that in terms of (w, ) we have
(wi,71) = (Way T + Ru(1 + THwg + (Rp)o T w).
A simple application of the usual Littlewood-Paley trichotomy then yields the estimate

(9.10) [ Per(wi, 1) [l Sa 2" [ (w, )32

From the estimate (9.9) we gain an $) bound for (w, q), which integrated between [n,n+1]
yields ([@.5]). On the other hand, we have

d
%P<n(wm Rn) = P<n(w17 Tl) + Pn(wna Rn)7

where the second term may again be bounded using (0.6]). Integrating (9.10) we obtain (Q.7).
U

The bounds in the last lemma insure not only that the sequence (W, Q,) converges
strongly to a solution (W, Q) in the sense that

(Wa, @Qn) = (W, Q) uniformly in H?
(W,, R,) = (W, R) uniformly in H*
but also that (W, R) inherits the same frequency envelope {c,} in H!.
Once we have constructed the rough solutions (W, Q) as the unique limit of the regularized
problems, the frequency envelope bounds easily lead to continuous dependence with respect

to data. This is a standard argument; for which we refer the reader to [§].
O

Proof of Theorem[3, outline. Using the spatial scaling , it suffices to assume that A = 1.
Given the initial data (W, Q)(0) for (L6]) satisfying

g W, Q)(O0) s + g7 (W, R)(0) 3¢ + (W, Ra)(0) I < €,
we consider the solutions on a time interval [0, 7] and seek to prove the estimate
(911) g W QO+ g7 W, R)B)lle + [(Wa, Ra)(®)l3 < Ce,  t €0, T,

provided that T is much smaller than ¢ 2. In view of our local well-posedness result this

shows that the solutions can be extended up to time T, = C'e~2, concluding the proof of the
theorem.
In order to prove (@.I1]) we use a bootstrap argument; we make the bootstrap assumption

(9.12) g7 WV, Q)b + g7 W, R)(O) I3 + (W, Ra)(t) |5 < 2Ce, t €0, T1.

From (@.I2), and by Sobolev embedding theorem, (LI5) and (II6), our control norms A
and B satisfy
A, B < Ce.
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To bound (W, Q) in time we directly use the conserved energy £. Using the expression
(L) for £ we see that

&= (1+0(A)Eo(W, Q).

Hence, using the bootstrap assumption (@.I2) we obtain
(W, Q)lln S gle+Ce?).

The bound for (W, R) can be obtained from the cubic energy estimates already established
for the differentiated equation in Proposition B2 To obtain such a bound we first need to
recall that the cubic energy estimate in there is in terms of the control norm Ny, which is
now taken uniformly in time. Explicitly, we integrate (8.2]) in time

(9.13) EYO (W, R)(t) < EY®)(W, R)(0) + TABN?,
and use (8.1]) to obtain

(9.14) Eo(W, R)(t) < Eo(W, R)(0) + TABNY + AN,
We further need control of N; norm, and this follows from

(9.15) NT Sa Eo(W,Q) + Eo(W. R),

where the first term on the right is needed in order to account for the low frequencies in
(W, R). Thus, we arrive at

I(W, R) [z 0.).3¢ SEo(W, R)(0) + TAB sup (Eo(W,Q)(t) + Eo(W, R)(t))

te[0,T

+ A sup ((Eo(W,Q)(t) + Eo(W, R)(1)),

t€[0,T
and using the bootstrap assumptions (Q.12]) we get
(W, R)|ly < gle+TC? + Ce?).
The bound (W,, R,) is obtained in the same way as above

l(Wa, Ra)llZoe 0.7 S Eo(W, R)(0)
+TAB sup (Eo(W,Q)(t) + Eo(W, R)(t) + Ey(Wa, Ra)(t))

te[0,7

+ A sup (Eo(W, Q)(t) + Eo(W, R)(t) + Eo(Wa, R)(t)),

te[0,7
and using the bootstrap assumptions ([@.12]) we get
||(Wa> Roe)”?-l 5 €+ TC2€3 + 062.

Hence, the estimate in (@I1) follows provided that C' > 1 and T <« C~'e™2. Similar
bootstrap argument applies for higher derivatives. 0
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APPENDIX A. MULTILINEAR ESTIMATES

A.1. Some harmonic analysis results. In this section we collect a number of elementary
estimates that will allow us to adapt the estimates established in infinite depth case [§] to
the finite depth setting.
We take an inhomogeneous Littlewood-Paley decomposition I = Sy+ > ;>1 P and denote
Jo=50f, fi=pbf j=1
We define the inhomogeneous Besov space B;? with norm

1 e = D 1D fill%s,

=0

with the usual modification when ¢ = oco. We also define the inhomogeneous space bmo of
functions of bounded mean oscillation with norm

[ fllbmo = [[f1[Brn0 + ([ foll oe,

where .
thwwgﬁﬂév—ﬁdM, f@ZLfM,

and the supremum is taken over all intervals Q C R. We recall that BY™  bmo c B%>.
We define the corresponding bmo-Sobolev spaces by

[tllbmos = [[{D)*u|[bmo-
We define the paraproduct operators

Trg = Zf<j—49jv 1[f, 9] = Z ik

j>4 lj—k|<4
3,k=0

and the associated product decomposition
fg="Trg+Tyf +1[f, g].

We then have the following estimates (see for example [8, Propositions 2.2, 2.6]):

Lemma A.1 (Paraproduct bounds).
a) Coifman-Meyer paraproduct estimates. For 1 < p < oo and s,0 > 0,

KDY Tipyrut e S N f lbmor+elull o,
KDY ILLE, (D) ulll e S [ fllpmos+e llul Lo
b) Besov endpoint estimates. For s > 0,

DY Tipyeufllim S IFllgroull oo, 0> 0
{DYILS, (D) ull[ e S [ f]
¢) BMO endpoint estimates. For s > 0,

KDY Tipjouf lbmo S 1f lbmos+= l[tllbmo, >0

D) TS, (D) ulllbmo S 1 lbmos+ol[tellbmo, = 0.
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The following bounds, which are direct consequences of the classical Coifman-Meyer esti-
mates, are closely related:

Lemma A.2 (Commutator bounds).
a) Let M € St be a smooth Fourier multiplier with principal symbol homogeneous of order
1. Then for 1 < p < oo we have the estimate

(A.4) M, flulle S Il fall e llul 2o

b) Let M € S* be a smooth Fourier multiplier with principal symbol homogeneous of order
s with 0 < s < 1. Then for 1 < p < oo we have the estimate

(A.5) 1M, flullze S T flomos

We also need the following more involved estimate:

UHLp.

Lemma A.3. The following double commutator bound holds:
(A.6) I[7L, 6], L[ 212 < [[ballbmo-
Proof. We consider the paradifferential decomposition of the multiplication by b. For the
map
u — T,b,
we have the bounds

[Tubll S Nlull2llballbmo, — ITubllz2 S lull = [ballbmo,

which follow from the first estimate in (A.I)). Thus we can neglect the commutator structure.
Similarly, for the map
u — Iu, b],

we have the bounds

T w, O]l S lJullz21ballomos — ITT[w, B]f[ 22 S Jlull -2{]balbmo;

from the second estimate in (AJ]), and again we can neglect the commutator structure.
It remains to consider the contribution of Tj. For this we write

[Ty, T Llu = Z[b<k—47 T Llug = Z 273 By, (Oabak—1, ur),
k

k

where By, are translation invariant bilinear operators with uniformly integrable kernels. Com-
muting again we have

([T, TL), Lu =Y > 272 Bi([0abara, L wx) = D> 27 C(@Pbars, ),
k k k

where again C}, are translation invariant bilinear operators with uniformly integrable kernels.
Then we can bound

(T TL, Lullze S Y 27 102b<k-all e llunll 22 S 1ball poce ] 22,
k

which suffices. O

We will make use of the following estimates for rapidly decaying Fourier multipliers:
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Lemma A.4. Let S be a Fourier multiplier with Schwartz symbol. Then for all real s, o,
1 <p<ooand N > 0 we have the estimate

(A7) {D)*STy(D) ulle + (D) TrS(D) ullr Snv [ f]] poree llull o
Further, we have the commutator estimate
(A.8) (D) [S, Te (D) ull e Sn (T fll povese l|ull 2

Proof. This is a standard argument based on the classical Littlewood-Paley trichotomy. Due
to the frequency localization of the paraproduct operator 7%, the rapid decay in the symbol
of S transfers to both the input u, the factor f and to the output. This directly leads to the
derivative gains in the Lemma. O

The next result serves to bound commutators with the Tilbert transform 7:

Lemma A.5. Let M be a Fourier multiplier whose symbol m(x) is bounded with m'(§) in
the Schwartz class. Then for 1 < p < oo and s > 0 we have the commutator estimates

KDY M, FID) ull 2 S 1T f llomos+ llull 22, o>0
(A.9) (D) M, D) ull e S NIT Fll ggrocellull goe, 0> 0
KDY M, D) tllomo S I T fllomor+o lullomo, > 0.

Proof. By hypothesis we can split the multiplier M as
M = m(00)Ps19 + m(—00)Pc_19 + 5,

where P19 and P._1q are multipliers whose symbols are smooth cutoff functions selecting
the indicated frequency regions, and S has Schwartz kernel. For the commutator with Psqq
(and similarly with P._j) we have

(D)S[P>10,Tf]<D>”u>20 = O, <D>S[P>10, f(]](D)UUO =0.

The estimates then follow from Lemma [A 1] as in the infinite depth case [§].
For the second term we write

(D)5, FID) u = (D)°[S, Tf|(D)"u+ (D)°[S, fo (D) usa + (D)*STipjouf
— (D) Ts(pyouf + (D) SI[f>1,(D)7u] — (D)*1[ f>1, S(D)"u].
The first and second terms term may be estimated using (A.8]). The remaining terms may

be estimated using Lemma [A 1] O

Finally we recall two Moser estimates, the first of which is classical, and the second from [§].

Lemma A.6. Let F' be a smooth function such that F(0) = 0 then for s > 0 andu € L*NH*
we have the Moser estimate

(A.10) IE ) ae Spuzoe llull s
Similarly, for u € bmo® we have
(A.11) [E () [bmos Sullyoe [2]]bmos-
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A.2. Holomorphic functions on the strip. We recall the projection to holomorphic func-
tions is given by

Pu = % [(1—4T)Reu+i(1+47 ") Imu] == [(2—iT +iT u—i(T +T 1]

N

As a consequence,

| =

RePu = % [Reuw— T "Imu| = = [(1+4T u+ (1 —iT ],

|'_‘,.;;

I Pu = — [T Rew— Tme] = F [0 =Ty (1 +iTha).

We also recall the definition of the inner product, which is given by

(u,v) = /TReu-TRev+Imu-Imvda

:%Re/(Tu~T@+u~@)+(Tu~Tv—u-v) dov.

It is useful to understand the adjoints of multiplication operators with respect to this inner
product:

Lemma A.7. Let f be a complez-valued function. With respect the inner product (-,-) the
adjoint of the operator My is
(A.12) Miu=T '(P-P)[fTP[]].

Proof. Using that 7 ReP[v] = —ImP[v] and that T is skew-symmetric we may write the
inner product as

(Myu,v) = /Re[fu] - TImP[v] — Im[fu] - T Re P[v]

=— /’TReu T Im(fTP[v]) + Imu - Re(fTP[v]).
As a consequence we have
v =—T ?Im(fTP[v]) — iRe(fTP[v]).
Comparing this to the expression for P we obtain the formula . O

The following immediate consequence of the above Lemma is very handy to use:

Corollary A.8. Ifu and v are holomorphic functions in $ then we have

(A.13) (fTu,v) = —{u, fTv).

As our function spaces £, H lose a derivative at low frequency in the real component, for
a space X of complex-valued functions we define the norm

1£15x = 1T Re flI% + [ Tm f]I%,

with the shorthand $ = $§L2. We will frequently use the following estimate for the commu-
tator with the projection to holomorphic functions:
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Lemma A.9. For s > 0 we have the estimates
(D) [P, FUD) Tylls < 1Sl sbmos+=[9ll5 cd>0
I(DY [P, FUDY Tolloz S Ifllggseeliglypoe: > 0.

Proof. We may write the real and imaginary parts of the commutator as

(A.14)

T Re[P, 1)(D)"Tg = 5T, Re J(D)" Img — LT, 1m [{D)"T* Reg

— % Im f(1 4 7T2)(D)°T Reg,

1 1
I[P, fD)*Tg = —5[T,Re f{D)*T Reg + 5T, Im f{D)T Img
1
+ 5 Im f(D)7(1+ 7% Img.
The estimates then follow from the commutator estimate[A.9 and the paraproduct estimates
(Ad), (A2) and (A7), using that the operator 1 + 7?2 has Schwartz symbol. d

Finally we prove the following lemma that allows us to estimate the product of two holo-
morphic functions in negative Sobolev spaces:

Lemma A.10. If f, g are holomorphic then for s > 0 and 2 < p,q < 0o satisfying %+% =1

2
we have the estimate
(A.15) 1f gl S N Fllzellgll gy o

Proof. For each j > 0 we decompose

|Pi[f9lllz = |1 Pj[f 9<js0)llez + | P f 95 j+10]ll L2

The first term may now be estimated using dyadic decomposition. For the second term both
f, g must be localized at comparable dyadic frequencies > 27. In particular, one term must
be localized at negative wavenumbers and the other at positive wavenumbers. However, as
both terms are holomorphic we may harmlessly apply the projection P to each term, which
is rapidly decaying on positive wavenumbers. U

A.3. Water wave related bounds. We begin with the following result for the function Y
which follows directly from [8, Lemma 2.5] and Moser type estimates:

W
Lemma A.11. The function Y = oW satisfies the bounds
(A.16) IVl 3 Sag 7B,
respectively
(A.17) 1Y |gos <a g 2N,, n>1

Next we consider the advection velocity b:
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Lemma A.12. The the advection velocity b satisfies the estimates

(A.18) ITbl, 3 Sag2A, [ Tbllpme Sa B.
respectively
(A.19) HTbHHn,% <a N,, n>1.

Proof. We write b = b; + by where
by = 2ReR, by = —2ReP[RY].
For b; we have the estimate
C IT0lwer < Bl
For by we may write P[RY] = [P, R]Y so
[ Tb2llbmos = T Re[P, B]Y [|bmos-

As Y is antiholomorphic we have
_ 1 ~ 1 _ 1 _
TRe[P, RY = S[T,Re FjReY — [T, Im R Im ¥ — = Im R(1 +T?)ReY.
For the first two terms we may use the commutator estimate (A.9]) to obtain
17, Re ] Re ¥ lumor + |7, 1 B Tm ¥ lymer S Al Rlomor-
For the final term we simply use that 1 + 72 has Schwartz symbol to estimate
[ Tm R(1+ T*) Re Y [lomos S AllRbmos-
The proof of the L2-type bound follows in a similar manner. O

Next we prove a number of estimates for the real frequency shift a. Our estimates are
similar to [8, Proposition 2.6] although the present case is slightly more involved due to the
different projector P, as well as the extra term in a.

Lemma A.13. The following bounds hold for the frequency shift a:

(A.20) lallLe Sa g4, lall, 3 <a 9*B,
(A.21) lall o1 Sa 92N,
(A.22) a; + bag + g(1+T?) Re Ry |1~ < gAB.

Proof. We recall that a = a + a; where
a=2ImP[RR,], a;=g(1+T*)ReW.
We will prove the bounds in the Lemma separately for a and for a;.
1. L, bmo? and H" ! bounds. For a; we use that 1+ 72 has Schwartz symbol to obtain
oot SIIWIL 1

For a we use that PR, = 0 to write InP[RR,] = Im[P, R]R,. We then apply the
commutator estimate (A.I4)) to obtain

lallz~ < IR
B

larllzee S gIW Lo, laal] a1 llzm—r < glIW [ zrmr.

1
lalys S 14D 2allz S IRIE

7

3000
2

3007
3



and for the second of these we apply the interpolation estimate

11 4« S IKD)2 Bll oo | Rll b
2

For the H"~! estimate we first differentiate
n—1
0" 'a=2Im» P[RWR"H],
k=0
If £ > 1 then we estimate by interpolation and if & = 0 then we apply the commutator

bound (A.14]).

2. Transport equation bounds. For a; we calculate
(O + b0a)ar + g(1 + T?)Re Ry = g(1 + T?) Re [W; + bW, + R, ] — ig[T,b]W

The first term may be bounded using Lemmas [A ] [A.4] the estimate (A.24]) for M and that
1+ 772 has Schwartz symbol. For the second term we apply the commutator estimate (A9)
to obtain
Il H Wl < gITO 3 IWI .
2 2

By interpolation,

7l Tb||2 3 170 W |W||L°°||W||2 Ry

4OON|| 40<>N|

and we may then apply the estimate (AIS) for b.
For a we have

(0; + bds)a = 2Im([P, P [R, + bR,]| Ry + 2Im[P, R|0.P [R; + bR, ]
+2Im (b0, P[RR,) — P [bR.R.] — P [RO,P(bR,)]) .
For the first two terms we apply the commutator estimate (A.14)) to obtain
[2Im[P, P [R; + bRo]| Ra ||, + ||21m[P, R]O.P [R; + bR,
< ImP (A, + bRy IRl

I

We observe that
1 1 1
ImP [R, + bR, = 5(9 +a)ReY — sot 57‘[(9 +a)ImY],
and hence

[T P [, + bRo] || i S S llall Zoo(lﬂlY!ILoo) (g +llallz=) Y]] 3.
2

and the estimate follows from interpolation and the estimates ([A.20) for a and (A.I6) for Y.

For the final term appearing in a; 4+ ba, we must ensure that b does not appear undiffer-
entiated at low frequency. We start by dividing up dyadically according to the frequency of
the holomorphic term R:

b0.P[RR.] — P [bR.Ro] — P [ROP(DR.)] = D f;,

7>0

where

fj = b0.P[R;R,] — P [bR,;jR,] — P [R;0,P(bR.)] .
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We then decompose each f; = f]high

£ = b2 ;0P[R Ra] — P [bs;RajRa] — P [R;0,P(b5;R,)]
i = b<j0aP[R;Ra] — P [b;Ra jRa] — P [Rj0.P(b<;Ra)] -
When b is at high frequency we write

fhigh = b>jaa[P7 Rj]Ra - [P, b>jRa,j]Ra - [Pv Rj]gap(b>jlfga>’

J

+ f]l-"w according to the frequency balance of b and R,

Taking the imaginary part and applying the commutator estimate (A.14]) we obtain
high ;
Hm f5" o S 20550 g Byl [ B g oo
2 2
Summing over j > 0 we obtain
Y [ Tm £ e < b
2. [T f" | e S >°HB§'°°HR||B§'°°HRHB§’°°’

and the estimate follows from interpolation and the estimate (A.18]) for b.
When b is at low frequency we write

F7 = Balb<j, Pl(R;Ra) — b<ja[P, Rj]Ra + P[R;04[P, b<j] Ra).
Again we apply the commutator estimate (A.14]), using that b<;, is real-valued, to obtain

3.
I Tm £ S 20 Thsill o s loe I BRI g

Summing over j > 0 we obtain
S It £ S T g Rl g < IRl g S AB,
Jj=0

which completes the proof of (A22). O

We now estimate some of the secondary auxiliary functions d and M:

Lemma A.14. We have the estimate
(A.23) dllbmo Sa B-
Proof. We recall that B
d=R,(1-Y).
As a consequence it suffices to show that
IR.Y |lbmo < AB.
Decomposing using paraproducts we have
R,Y =T, Y + Ty Ry + 1[R,,Y].
We then use ([A.3) to estimate
175,V llomo S KDY Rll =Y

~Y

HH[RMY]Hme S ||Ra||bm0HYHbmo-

1
bmo?2’ ~

For the remaining term we are unable to use (A.3), but we can obtain a similar estimate
by relaxing bmo to L* for the low frequency term (see [8, Proposition 2.2]),

HTYRaHbmo 5 ||Y||L°°||Ra||bm0'
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The estimate (A.23) then follows.

Lemma A.15. The function M satisfies the pointwise bounds
(A.24) M|z < AB,
as well as the Sobolev bounds for n > 1

(A.25) 1M g Sa ANk, [ Mo Sa g 2 BN

2

Proof. We start with the proof of (A.24)). We first decompose M = My + M>; into a low
and high frequency part.
For the high frequency part we first write M in the form

M = 2Re[P, R]Y, — 2Re[P,Y]R,,
and then use (A.14]) to obtain
[Mollzee SATMl[oe SR g oYl 30 S AB-
For the low frequency part we face an additional difficulty compared to the infinite depth

case, which is due to the low frequenct unboundedness of the projector P. To address this
we observe that M has a certain null structure, by writing

M = 2ReP[RY, — YR,] = Re[RY, — YR,]| — T 0, Im(RY).
Applying the projection Sy we obtain
[ Mol S TR, Ya][lee + [TI[Y, Ra]llpee + TI[R, Y] || o
We may then estimate these terms using ([A.2)) to complete the proof of (A.24). The proof

of (A.29) is similar. O

Lemma A.16. The following estimates hold:

(A.26) |20, + Ty0a) W | e + 2 [AZ2(01 + Ti0a) R 3. Sa AB,
respectively the L? bounds

(A.27) g 2[|AZ2(0; + Ty0a) Rl g+ Sa AN, n>1,

and

(A.28) IAZ2(8; + T300)W | g Sa AN, n > 2.

If instead n = 1 then for each k there is a decomposition
P A28, + Ty0,)W = Fy + F7,
so that

(A.29) |F |2 <a BNy, 1F2|| 2 <a 22 AN;.
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Proof. We recall the equations for (W, R):

1+W
W;+bW,+ ——=R,=(1+W)M
HOWa b g fle = 1FW)
gW —a
Ry +0R, = 1=——.
ot AW
We begin with the pointwise bounds. For the M term we use (A24)). Next we estimate
W-W W -W W -W
— R, 5 ||Ra||bm0 X ||RH 2,00 X 1 5 AB,
1w e I+ W |, s T W[

which is akin to the bmo bound for d. For the Y term in the second equation we use (A.16)
as well as the algebra property for bmo?. The same applies for the a term in combination

with (A.20).
It remains to bound the b terms, where we carefully note that no low frequencies of b are
included here. Then using (A-I8) we have

10 =To)Wallze S ITO 3 WI 3. S AB,
2 2

respectively
(b= Ti)Rall, 3 S IT0 g 1R g S AB.

~J

Next we consider the L? bounds. For the M term we use a standard Littlewood-Paley
decomposition together with (A.24]) and ([A.25]). For the a term we similarly use (A.20) and
(A21). For the b paradifferential remainder we use (A.I8) and (A.I9). The other terms
follow in standard bilinear fashion.

In the case n = 1 the same method applies once we have produced a convenient decom-

position of (8; + T,0,)W. Precisely, all contributions go to F}! except for those arising from

1+W
the t boris —Ty) W, tivel Y Retison
e terms (begyq — Tp) respectively - N ek,

O
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