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Implications of a reverse polarity earthquake pair on1

fault friction and stress heterogeneity near Ridgecrest,2

California3

Peter M. Shearer1, Nader Shabikay Senobari2, Yuri Fialko1
4

1Scripps Institution of Oceanography, UC San Diego, La Jolla, California5

2Department of Computer Science and Engineering, UC Riverside, California6

Key Points:7

• We identify a pair of 2019 Ridgecrest earthquake aftershocks at 10 km depth with8

reverse polarity P and S wavetrains at several stations.9

• The events are about 115 m apart and have opposing focal mechanisms with fault10

planes 10 to 20 degrees different in orientation.11

• These results can be explained by either locally low effective fault friction or, more12

likely, strong short-wavelength stress heterogeneity.13

Corresponding author: Peter Shearer, pshearer@ucsd.edu
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Abstract14

We apply the Matrix Profile algorithm to 100 days of continuous data starting 10 days15

before the 2019 M 6.4 and M 7.1 Ridgecrest earthquakes from borehole seismic station16

B921 near the Ridgecrest aftershock sequence. We identify many examples of reversely17

polarized waveforms, but focus on one particularly striking earthquake pair with strongly18

negatively correlated P and S waveforms at B921 and several other nearby stations. Waveform-19

cross-correlation-based relocation of these events indicates they are at about 10 km depth20

and separated by only 115 m. Individual focal mechanisms are poorly resolved for these21

events because of the limited number of recording stations with unambiguous P polar-22

ities. However, relative P and S polarity and amplitude information can be used to con-23

strain the likely difference in fault plane orientation between the two events to be 5 to24

20 degrees. We explore possible models to explain these observations, including low ef-25

fective coefficients of fault friction and short-wavelength stress heterogeneity caused by26

prior earthquakes. Although definitive conclusions are lacking, we favor local stress het-27

erogeneity as being more consistent with other observations for the Ridgecrest region.28

Plain Language Summary29

Earthquake focal mechanisms are estimated from seismic observations and provide30

valuable information on fault geometry and crustal stress orientation at depth. Most fo-31

cal mechanisms are spatially correlated, that is, mechanisms tend to be similar to those32

of neighboring earthquakes. However, on rare occasions earthquake pairs are observed33

that appear nearly opposite in orientation, as evidenced by seismograms that are flipped34

in polarity. These extreme examples of focal mechanism diversity are valuable because35

they provide strong constraints on fault and stress properties at depth. Here we iden-36

tify and study a particularly well-recorded reverse-polarity earthquake pair among af-37

tershocks of the 2019 M6.4 and M7.1 earthquakes at Ridgecrest, California. Our anal-38

ysis shows that they are at 10 km depth in the crust but only 115 m apart and that their39

fault planes differ in orientation by less than 20 degrees. This implies either unusually40

low values of fault friction, which permit faults to slip even when they are far from their41

optimal faulting orientation, or strong changes in stress orientation at depth, perhaps42

caused by residual stresses from prior earthquakes.43
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1 Introduction44

Earthquake focal mechanisms provide important constraints on stress orientation45

at depth. While a single mechanism provides only limited information, a group of focal46

mechanisms of varying orientation can be used to invert for the principal stress direc-47

tion, assuming uniform stress across the source region (e.g., Gephart & Forsyth, 1984;48

Michael, 1987). In general, greater focal mechanism diversity will provide tighter con-49

straints on stress orientation and may also place limits on the effective coefficient of fric-50

tion during faulting. For example, many aftershock zones following the 1989 Loma Pri-51

eta, California, earthquake contained widely divergent mechanisms, which Michael et al.52

(1990) interpreted as indicating an extremely heterogenous stress field resulting from a53

near-total stress drop of the Loma Prieta mainshock. In contrast, Beroza and Zoback54

(1993) and Zoback and Beroza (1993) argued that the Loma Prieta focal mechanism di-55

versity was consistent with a nearly uniform uniaxial stress field with principal stress axis56

almost normal to the mainshock fault plane and very low effective coefficients of fault57

friction.58

Nakamura (1978) used cross-spectra to identify inverted polarity records in the A159

deep moonquake cluster. More recently, the widespread use of waveform cross-correlation60

to characterize and relocate earthquakes has led to the discovery of “reverse-polarity”61

earthquake pairs with seismograms of nearly opposite polarity (see recent review by Cesca62

et al., 2024). Prieto et al. (2012) identified examples of reverse polarity waveforms from63

five or more stations for events in the Bucaramanga earthquake nest at ∼160-km depth64

in Colombia. Ma and Wu (2013) found five doublets among 2631 aftershocks of the 200865

Wenchuan, China, earthquake with flipped polarity on all three components of a nearby66

station. Trugman et al. (2020) detected 45 “antisimilar” earthquake pairs among ∼30,00067

aftershocks of the 2019 Ridgecrest, California, mainshocks, with interevent separations68

of hundreds of meters. In the same Ridgecrest aftershock sequence, Wang and Zhan (2020)69

used moment tensor analysis to identify two pairs of reverse polarity mechanisms with70

hypocenter separations of 2 to 4 km.71

These reverse-polarity earthquake pairs are valuable as extreme examples of focal72

mechanism diversity, but it is not yet clear how much local stress heterogeneity they re-73

quire or if they can be explained entirely with low effective coefficients of fault friction.74

To address these issues, we apply the Matrix Profile (MP) algorithm (Shabikay Seno-75
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bari et al., 2024) to 100 days of continuous data (starting 10 days before the 2019 M 6.476

Ridgecrest earthquake) from a nearby borehole seismometer. We find many examples77

of anti-correlated waveforms, including a particularly striking pair at about 10 km depth78

with nearly identical polarity-flipped P and S waveforms, which became the focus of this79

paper. Our analysis shows that the earthquakes in this reverse-polarity pair are located80

only 115 m apart with fault planes that likely differ in orientation by 10 to 20 degrees.81

We explore the implications of this result for local stress heterogeneity and fault friction.82

2 Data analysis83

The July 4–5 2019 M 6.4 and M 7.1 Ridgecrest mainshocks generated a vigorous84

aftershock sequence with tens of thousands of events detected in the first few months (e.g.,85

Plesch et al., 2020). To detect reverse polarity waveforms during this time period, we86

obtained 100 days of continuous data from the vertical component of borehole station87

B921 (see Figure 1) extending from 10 days before to 90 days after the M 6.4 event. We88

applied a 1 to 10 Hz bandpass filter and downsampled to 20 samples/s. We modified the89

Matrix Profile (MP) algorithm (Shabikay Senobari et al., 2024) to output the minimum90

rather than the maximum value of the correlation coefficient of every 5-s segment with91

the rest of the time series. As described in Shabikay Senobari et al. (2024), the MP pro-92

vides an efficient way to perform template matching without templates, that is to cross-93

correlate everything with everything. This has the advantage of detecting even the tini-94

est event pairs that cross-correlate, even if neither event is contained in an existing cat-95

alog.96

From the MP output for station B921, we searched for times when the correlation97

coefficient was less than −0.95 for at least 2 seconds and found many examples of anti-98

correlated waveform segments (see Figure 2). Note that the anti-correlated pulse shapes99

are distinctive enough that the negative correlations could not have resulted from cycle-100

skipping of positively correlated pulses (see discussion on p. 7 of Cesca et al., 2024). Most101

of the example pairs we identified were of anti-correlated P-waves, with the correspond-102

ing S-waves showing little or no correlation (either positive or negative). This result dif-103

fers from the observations of Ma and Wu (2013) for Wenchuan aftershocks, who found104

reversed polarity S-waves but not P-waves and Trugman et al. (2020) who plot many ex-105

amples of anti-correlated S-waves for Ridgecrest aftershock pairs. We suspect that the106
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Figure 1. (a) A map showing the locations of the 4 July M 6.4 and 5 July M 7.1 Ridgecrest

mainshocks, catalog seismicity in 2019 (gray dots), station locations (triangles), and the reverse

polarity earthquake pair that is the focus of our analysis. (b) A closeup of the region outlined

in the dashed rectangle in the top map, showing the epicenters of the reverse polarity pair as

squares.

–5–



manuscript submitted to JGR: Solid Earth

0 2 4 6 8 10
Time (s)

2019/07/15 21:29:52  3.7
2019/07/21 22:27:30  0.7

amp ratio = 2596.8

2019/07/19 00:01:07  3.2
2019/08/04 08:19:50  2.1

amp ratio =    8.7

2019/07/20 08:03:11  2.8
2019/09/13 01:05:37  0.8

amp ratio =  139.6

2019/07/20 13:43:45  2.7
2019/08/30 08:30:17

amp ratio =  446.4

2019/08/13 22:18:11  2.5
2019/09/09 02:27:37

amp ratio =  309.7

2019/08/18 18:56:41  3.5
2019/08/20 06:51:13  1.3

amp ratio =  102.5

Figure 2. Reverse polarity records from station B921 identified using the Matrix Profile

algorithm. Six earthquake pairs are plotted with the red trace flipped in polarity to show its

negative correlation with the black trace for the first two seconds of the wavetrain (i.e., the P-

wave arrival). Trace alignment is from the MP results. The black trace is normalized to the same

maximum amplitude and the red trace is scaled to match the P-wave amplitude. The red-to-

black trace P-wave amplitude ratio is labeled. Corresponding date/times are indicated above the

traces. Events associated with earthquakes in the SCSN catalog have magnitudes listed to the

right of the date/time.
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dominance of anti-correlated P-waves in our analysis may result from our selection cri-107

teria, which tends to favor anti-correlation of the initial part of the P and S wavetrain.108

It is interesting to note the large difference in magnitude between many of our anti-109

correlated P-wave event pairs. For example, the top pair of events in Figure 2 have cat-110

alog magnitudes of 3.5 and 1.3 and we find a P-wave amplitude ratio at B921 of about111

100. The bottom pair of events is the most extreme, with magnitudes of 3.7 and 0.7 and112

a P-wave amplitude ratio at B921 of about 2600. These results are similar to those ob-113

served for Parkfield repeating earthquakes by Nadeau et al. (1995) who found highly cor-114

related waveforms for a micro-earthquake cluster with an observed amplitude range of115

more than 40 (see their Figure 1). Good correlation of large-event waveforms with those116

of smaller events occurs because their apparent pulse widths are similar, a result of both117

attenuation and the 1- to 10-Hz bandpass filter we apply to the data. In our case, the118

Cajon Pass borehole results of Abercrombie (1995) suggest corner frequencies of 2 to 10119

Hz for M 3.7 earthquakes, corresponding to source durations of about 0.03 to 0.16 s, which120

are less than or roughly equal to the pulse durations seen in Figure 2.121

Although most of our reverse polarity observations were of P-waves alone, we found122

one particularly striking example of a reverse polarity earthquake pair, which contains123

both P- and S-waves with flipped polarity. The waveforms for this pair are plotted in124

Figure 3, showing the B921 waveforms as well as data from other stations that also show125

anti-correlated waveforms. Note that this pair is not among the 45 antisimilar Ridge-126

crest earthquake pairs previously identified by Trugman et al. (2020), who used a multi-127

station approach based on waveform cross-correlation of known events and required at128

least five negative correlations of -0.85 or less from separate P- and S-wave 1.5-s windows.129

In contrast, our method is applied to data from a single station and requires a negative130

correlation of -0.95 or less over a 5-s window. Because we examine continuous data, we131

are not limited to known events and indeed many of our detected events are not in the132

SCSN catalog. Detection of anti-correlated events using focal mechanism analysis, wave-133

form cross-correlation, template matching, and the MP algorithm is a rich area for fu-134

ture research.135

Here, we focus on the pair shown in Figure 3 rather than perform a more compre-136

hensive analysis of all our reverse-polarity observations at station B921 for the follow-137

ing reasons:138

–7–



manuscript submitted to JGR: Solid Earth

1. Trugman et al. (2020) has already shown that 45 anti-correlated pairs are widely139

distributed among Ridgecrest aftershocks and Wang and Zhan (2020) identified140

two pairs of M> 3.5 earthquakes near the Ridgecrest mainshock epicenters with141

nearly opposite focal mechanisms. Adding more examples of anti-correlated pairs,142

while of some value, will not necessary contribute as much to our understanding143

as exploring the implications of a single well-constrained pair in detail.144

2. The tightest constraints on local fault properties and stress heterogeneity are pro-145

vided by pairs of events at the shortest separation distances and with the most146

anti-correlated focal mechanisms. Because our target event pair has both anti-correlated147

P- and S-waves at several stations, it is possible to obtain precise differential lo-148

cations and limits on allowed focal mechanism differences.149

3. Other examples of reverse polarity waveforms we found for station B921 contained150

only anti-correlated P-waves and thus are unlikely to be as closely located as our151

target event pair.152

4. More detailed analysis of other pairs requires obtaining waveforms from other sta-153

tions and performing waveform cross-correlation, a process that may be difficult154

to automate, given the errors in the catalog location that we found for one of our155

target events (see below).156

The two events occurred on July 10 at 22:47:20 and July 22 at 12:37:19. The ear-157

lier event is associated with a M 0.96 SCSN catalog event with cuspid 38524287 and lo-158

cation: lat = 35.7623, lon = -117.5617, depth = 11.80 km, time = 22:47:17.48. However,159

examining waveforms for this earthquake showed that some SCSN phase identifications160

were incorrect owing to the presence of other earthquakes occurring at similar times. Care-161

ful hand picking of P and S arrivals at 16 stations and application of the COMPLOC162

location algorithm (Lin & Shearer, 2006) yields a solution (lat = 35.6278, lon = -117.4586,163

depth = 9.95 km, time = 22:47:19.98) that predicts P and S arrival times all within 0.64 s164

of the observed picks, with most residuals less than 0.2 s. This relocation step is crit-165

ical for our analysis because the original catalog location is off by over 15 km.166

The second event is much smaller than the first event (note a factor of 8 to 19 am-167

plitude difference between the two events in Figure 3) and its phase arrivals are less clear.168

However, waveform cross-correlation of the traces shown in Figure 3 gives 12 differen-169

tial P and S times that can be used to compute relative event locations for the pair, which170
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we perform using the DIFLOC subroutine from the GrowClust algorithm (Trugman &171

Shearer, 2017). This yields final locations of (35.62765, -117.45822, 9.9076 km) and (35.62795,172

-117.45899, 9.9924 km) for the two events, which are separated by only 115 m. The re-173

sulting differential time residuals are all less than 0.01 s. Note that separate locations174

for the two events are visible in Figure 1b and trend along an azimuth of about N65◦W,175

which crudely agrees with a local alignment of the aftershock seismicity.176

We focus for the remainder of this paper on this specific earthquake pair because177

of its strong anti-correlation of both P and S at several stations, which allow us to com-178

pute a precise differential location, and, as explained below, constrain differences in the179

event focal mechanisms. In the future, we hope to more thoroughly explore the other180

reverse-polarity waveform pairs contained in the MP results, which may help to expand181

the set of anti-correlated events cataloged by Trugman et al. (2020), particularly if we182

relax the −0.95 correlation coefficient cutoff.183

2.1 Focal mechanism analysis184

We found that there are too few records with clear P-wave polarities to accurately185

determine a focal mechanism for either event in the anti-correlated earthquake pair. How-186

ever, we can use the differential amplitude information from our cross-correlation results187

to place limits on how “opposite” the mechanisms are, i.e., the angular separation be-188

tween the inferred slip planes. Our approach is related to the use of relative P polari-189

ties from waveform cross-correlation by Shelly et al. (2016) and relative polarities and190

S/P amplitude ratios by Shelly et al. (2023) to estimate focal mechanisms within clus-191

ters of earthquakes and is very similar to the strategy of Cheng et al. (2023) to combine192

P polarities with P and S amplitude ratios to perform a joint focal mechanism inversion193

for event clusters that minimizes the differences between observed and radiation-pattern-194

predicted amplitude ratios between focal mechanism pairs.195

Our analysis works as follows:196

1. For the larger, earlier event, we hand-pick P polarities for stations with clear and197

unambiguous onsets, i.e., stations CCC, CLC, B917, and B921, all of which have198

up (positive) P-wave first motions.199
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P-wave
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PB B921 Z
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PB B921 1
S-wave
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PB B921 2
S-wave
 19.3x

CI CCC  E
S-wave
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CI CCC  N
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Figure 3. P and S waveform comparison for the reverse polarity earthquake pair. The top

trace in each pair shows the July 10 event in black and July 22 event in red (aligned with flipped

polarity). The bottom trace in each pair shows the July 22 event with its original polarity. Sta-

tion network, name, and component are labeled at right. Records are bandpass filtered at 1 to

10 Hz. Amplitudes are self-normalized with the second-event amplitude increased by the indi-

cated scaling factor (e.g., 13.2 for the top record pair) to match the first event.
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Figure 4. Sixteen examples of focal mechanism solutions for the Ridgecrest reverse polarity

earthquake pair for that satisfy the available P-wave polarity data and achieve at least a 50%

reduction in RMS misfit to the available differential P and S amplitudes. In each pair, the earlier

and larger event is plotted on the lower right in its relative map-view location with respect to the

later event to the northwest.

2. We use the HASH algorithm (Hardebeck & Shearer, 2002; Skoumal et al., 2024)200

to return a large set (13,716) of focal mechanisms consistent with positive polar-201

ities at these four stations.202

3. We obtain observed P and S amplitude ratios using waveform cross-correlation at203

stations B917, B921, CCC, CLS, and LRL. These ratios are labeled in Figure 3204

and generally agree between the components at the same station but vary some-205

what among the different recording stations, suggesting that the focal mechanisms206

are not perfectly reversed (assuming no directivity amplitude variations). Next,207

we consider every possible focal mechanism pair within the allowed set and com-208

pute its predicted differential P and S amplitude ratios at these stations. We con-209

sider acceptable fits to achieve at least a 50% reduction in log amplitude ratio mis-210

fit RMS compared to a single amplitude scaling factor between the events.211

Examples of focal mechanism pairs that meet this criteria are plotted in Figure 4212

and show that both strike-slip and oblique-slip mechanisms are possible, given the lim-213

ited P-polarity information. Histograms showing the number of pairs as a function of214

the angular separation between the fault planes and the difference in fault strikes are shown215

in Figure 5a. Both nodal planes are used to compute these angular differences. The best-216

fitting focal mechanism pairs achieve log amplitude ratio misfit reductions of about 65%217
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Figure 5. (a) For the Ridgecrest reverse polarity earthquake pair, a histogram of focal mech-

anism solution pairs that satisfy the available P-wave polarity data and achieve at least a 50%

reduction in RMS misfit to the available differential P and S amplitudes from waveform cross-

correlation, plotted as a function of the angular separation between the two fault planes. (b) A

histogram of permitted fault strike differences between the two events.

and span angular separations from 2 to 20◦, with many at 10◦ to 15◦ separation. How-218

ever, we don’t necessarily expect perfect fits to the differential amplitude observations,219

given that directivity effects may cause amplitude variations not predicted by double-220

couple radiation patterns. Thus we consider that the results constrain the fault planes221

of the two events to be between 0 and 25◦ apart, with a 5◦ to 20◦ separation being most222

likely. Figure 5b plots the difference in fault strike between the first and second event223

for the allowed focal mechanism pairs (event 2 strike minus event 1 strike). The aver-224

age strike difference is near zero, with a spread between about -10◦ and +10◦. Most of225

the angular difference (Figure 5a) is thus likely due to a small difference in dip angles.226

3 Discussion227

Reversed or nearly reversed focal mechanisms have been observed in comparisons228

between pre-mainshock events and those following large ruptures, such as the 2011 Tohoku-229
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oki earthquake (e.g., Yagi & Fukahata, 2011; Ide et al., 2011; Hardebeck & Okada, 2018;230

Hasegawa et al., 2012), and have been attributed to a near-total stress drop for the main-231

shock and/or dynamic overshoot. Large stress rotations caused by mainshock slip have232

also been observed for the 1992 Landers earthquake (Hauksson, 1994) and the 2002 De-233

nali earthquake (Ratchkovski, 2003). Wang and Zhan (2020) identified two pairs of nearly234

reverse-polarity mechanisms among ML > 3.5 Ridgecrest aftershocks, which are close235

to epicenters of the M 6.4 and 7.1 Ridgecrest events. Wang and Zhan (2020) noted that236

the identified reverse-polarity pairs are located near regions of high coseismic slip, and237

suggested that they result from dynamic overshoot. However, given that both of the events238

in our anti-correlated earthquake pair occurred after the M 7.1 mainshock and the events239

are only about ∼100-m apart, dynamic overshoot due to the mainshock cannot account240

for their reverse polarity. One might argue for dynamic overshoot produced by the first241

event of the reverse-polarity pair, thus locally reversing the stress orientation for the sec-242

ond event. However, the likelihood of overshoot is low for small events and can be ruled243

out as the cause of the reverse polarity for our anti-correlated earthquake pair because244

the distance between the events greatly exceeds their estimated dimensions (less than245

40 m for the larger event, assuming a stress drop of 3 MPa or higher), implying negli-246

gible stress interactions.247

More viable explanations include those discussed in the introduction, in which pre-248

vious studies have attributed extreme aftershock focal mechanism diversity to hetero-249

geneity in either stress and/or fault strength (e.g., Michael et al., 1990; Beroza & Zoback,250

1993; Zoback & Beroza, 1993). For our reverse polarity pair, these possibilities can be251

evaluated in light of the very small separation of the event hypocenters (115 m) and the252

opposing slip that occurs on fault planes that differ in angular orientation by less than253

25◦. In the following analysis, we assume that the sense of fault slip is the same as the254

sense of resolved shear stress on a slip interface prior to the earthquake occurrence.255

3.1 Homogeneous background stress256

The close spatial proximity of the two events might be used to argue that they oc-257

curred under the same background stress. Under the assumption of a locally homoge-258

neous stress, both the orientation and magnitude of principal stresses are the same at259

each hypocenter. If so, the opposite polarity implies that (i) nodal planes of the two events260

are distinct (i.e. the angle between them is neither 0 nor 90◦); (ii) the principal stresses261

–13–
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are almost parallel to one of the nodal planes (and almost perpendicular to the other nodal262

plane) for each event; and (iii) the maximum compression axis is in the extensional quad-263

rant of a focal mechanism for each event. Figure 6 illustrates the respective rupture ori-264

entations, assuming that both events are predominantly strike-slip. In case of a substan-265

tial dip-slip component, the maximum compressive stress is sub-vertical rather than sub-266

horizontal, and the analysis presented below still applies. We note that the assumed con-267

figuration (Figure 6) may be consistent with the regional stress field. Taking the deter-268

mined event locations at face value, the azimuth from the second (more westerly) event269

to the first one is ∼ 116◦. Near-coincident nodal planes of the two events allow one to270

use the relative event locations to infer the absolute orientation of the nodal planes, and271

thus approximate orientations of the principal stress axes (∼116◦ and ∼26◦). Account-272

ing for uncertainties, these orientations are close to those of the minimum and maximum273

horizontal compression axes in the Ridgecrest area (e.g., Yang & Hauksson, 2013; Fialko274

& Jin, 2021). We also note that conditions (i) and/or (iii) above would be inconsistent275

with the assumption of a locally homogeneous stress if the strike difference between the276

two fault planes is equal to, or less than zero (Figure 5b). We therefore proceed consid-277

ering the case of a small but positive difference in strike angles, such that the nodal planes278

of the second event have larger strike angles compared to those of the first event, as de-279

picted in Figure 6.280

A near-orthogonal orientation of the nodal planes with respect to the principal stress281

axes requires the respective faults to be extremely weak, as the shear stress resolved on282

slip planes becomes vanishingly small for θ1 → 0 and θ2 → 90◦ (Figure 6). Such a weak-283

ness can be attributed to a low coefficient of friction µ, high pore fluid pressure p, or some284

combination of the two. Fault friction can be low either statically or dynamically. Be-285

cause strong dynamic weakening is thought to require sufficiently large displacements286

and slip rates (e.g., Rice, 2006; Brown & Fialko, 2012; Di Toro et al., 2011), it is unlikely287

activated during small earthquakes (e.g., Fialko, 2021). To place constraints on the static288

coefficient of friction, we consider the state of stress in the hypocentral region of the re-289

verse polarity events.290

We assume that one of the principal stresses is vertical and lithostatic, σlith = −ρrgz,291

and the pore pressure is hydrostatic, p = ρwgz, where z is depth (positive downward),292

g is the gravitational acceleration, and ρr and ρw are the densities of rock and water,293

respectively. Occurrence of both strike-slip and normal earthquakes in the Ridgecrest294
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Figure 6. Admissible orientations of fault planes of the reverse polarity events under the as-

sumption of a homogeneous stress. Blue and red arrows denote potential fault planes and sense

of slip. Black arrows denote the axis of the maximum horizontal compressive stress σHmax. Po-

tential fault planes are at angles ±θ1 (red arrows) and ±θ2 (blue arrows) to σHmax axis. Angle

θ1 is close to 0, and angle θ2 is close to 90◦.

area indicates a transtensional stress regime (e.g., Yang & Hauksson, 2013; Jin & Fialko,295

2020), so that the maximum (σ1) and intermediate (σ2) compressive stresses have sim-296

ilar magnitudes, σ1 ≈ σ2 = σHmax = σlith, and the least compressive stress (σ3) is297

horizontal (Fialko, 2021). The lower bound on the magnitude of the effective least com-298

pressive stress (the least compressive stress less the pore pressure) is given by the Mohr-299

Coulomb failure envelope for normal faulting (e.g., Sibson, 1974),300

σ′
3 = − (ρr − ρw)gz

K
, (1)

where301

K = (
√
1 + µ2 + µ)2 (2)

is the lateral Earth pressure coefficient. Orientations of small seismically active faults302

in the Ridgecrest area suggest an in situ coefficient of friction µ = 0.4−0.6, with high-303

end values corresponding to optimally oriented faults, consistent with Byerlee’s law (Fialko,304

2021). Figure 7 shows the corresponding state of stress at depth of 10 km.305

The coefficient of friction that enables slip on sub-optimally oriented faults depends306

on the fault orientation with respect to the principal stresses. The angular difference be-307

tween the reverse polarity faults provides an upper bound on the angle between the fault308
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Figure 7. Assumed state of stress in the hypocentral region of the reverse polarity events.

Black curve (the Mohr circle) denotes variations in shear stress on potential slip planes as a

function of fault orientation. Radius of the Mohr circle represents the maximum shear stress,

S = |σ′
1 − σ′

3|/2. Red solid line is the Mohr-Coulomb failure envelope corresponding to slip on

pre-existing optimally oriented faults for the coefficient of friction µ0=0.6. Cohesion on the fault

interface is assumed to be negligible. Angles θ1 and θ2 correspond to orientations of the reverse

polarity faults with respect to the maximum horizontal compressive stress (Figure 6). The ratio

of shear stress to the effective normal stress at the intersections between thin black lines and the

Mohr circle gives the coefficients of friction, µ1 and µ2, for the correspondingly oriented faults.

Dashed red and blue lines denote failure envelopes for faults that are nearly parallel and nearly

orthogonal to the maximum compressive stress, respectively (see Figure 6). Calculations assume

z = 10 km, ρc = 2.7× 103 kg/m3, ρw = 103 kg/m3, g = 9.8 m/s2, θ1 = 6◦. and θ2 = 84◦.
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plane and the maximum compressive stress axis. Given the maximum admissible differ-309

ence in strike angles of ∼10-15◦ (Figure 5b), we consider a particular case of θ1 = 90◦−310

θ2 = 6◦, which corresponds to the compression axis aproximately bisecting the dihe-311

dral angle formed by conjugate fault pairs (red and blue arrows in Figure 6). This yields312

the coefficient of friction of 0.22 for the reverse polarity faults that are sub-parallel to313

the maximum compression axis (red arrows in Figure 6), and 0.07 for faults that are nearly314

orthogonal to the maximum compression axis (blue arrows in Figure 6). Relaxing the315

assumption of fault plane symmetry about the σHmax axis (Figure 6) would result in a316

small increase in the estimated coefficient of friction for one of the two faults, but a de-317

crease for the other. The estimated values of the coefficient of friction on the reverse po-318

larity faults will be lower still, e.g., for a smaller difference in strike angles (Figure 5b),319

larger than assumed magnitude of the effective least compressive stress |σ′
3|, and/or non-320

negligible cohesion (fault strength at zero normal stress).321

Next, we consider the possibility that the reverse polarity faults are weakened due322

to high pore fluid pressure. An elevated (above hydrostatic) pore pressure cannot ex-323

plain activation of severely mis-oriented faults in the presence of faults of different ori-324

entations, as faults that are more optimally oriented will be activated first. We there-325

fore consider a case of pre-existing faults of a certain orientation in relatively intact host326

rocks. Given the maximum and minimum effective principal stresses σ′
1 and σ′

3, respec-327

tively, a condition for activation of a pre-existing fault is (Sibson, 1985):328

σ′
3

σ′
1

=
1− µ tan θ

1 + µ cot θ
, (3)

where θ is the angle between the fault plane and the maximum compression axis. Equa-329

tion (3) gives rise to the following expression for the differential stress:330

σ′
1 − σ′

3 = µ
tan θ + cot θ

1 + µ cot θ
σ′
1. (4)

The Mohr-Coulomb criterion for failure of intact rock (i.e., formation of new faults) in331

terms of the effective principal stresses is332

σ′
1 = −C +Kσ′

3, (5)

where C is the uniaxial compressive strength of rocks, and K is given by equation (2).333

Equation (5) can be written as334

σ′
1 − σ′

3 = −C

K
+

(
1− 1

K

)
σ′
1. (6)
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Assuming that the maximum compressive stress is lithostatic, σ′
1 = −ρrgz(1−λ), where335

λ is the fluid pressure ratio (for hydrostatic fluid pressure, λ = ρw/ρr), equations (4)336

and (6) can be combined to relate the fault orientation θ to the fluid pressure ratio λ for337

the transtensional stress regime:338

λ = 1− 1 + µ cot θ

µK(tan θ + cot θ)

C

ρrgz
. (7)

The long-term uniaxial compressive strength of crystalline rocks C is of the order339

of 100 MPa (e.g., Price, 2016). Figure 8 shows the magnitude of fluid overpressure nec-340

essary to activate pre-existing faults while preventing creation of new optimally oriented341

faults, for C = 50 MPa (black solid contours) and C = 100 MPa (white dashed con-342

tours). Smaller values of C result in a narrower range of fault orientations that admit343

re-shear. As one can see from Figure 8, faults that are sub-parallel to the maximum com-344

pression axis (θ < 10◦) can be activated with relatively modest increases in the pore345

fluid pressure above the hydrostatic value (λ > 0.4). Activation of faults that are at346

high angles to the maximum compression axis requires fluid pressure approaching the347

lithostatic value (λ → 1). High pore fluid pressures raise a possibility of hydrofracture.348

The latter can be initiated if the least compressive stress becomes tensile, and exceeds349

the intrinsic tensile strength (of the order of several megapascals for common rock types,350

e.g. Fialko & Rubin, 1997). This condition is never met for the range of parameters ex-351

plored in Figure 8, even at near-lithostatic values of pore fluid pressure. This is because352

both the least and maximum principal stresses approach the lithostatic level as the pore353

pressure increases.354

We argue that neither very low friction nor a chronic over-pressurization of the host355

rocks are a likely explanation for the observed reverse polarity events. Analysis of ori-356

entations of active faults in the Ridgecrest region indicates that most faults are consis-357

tent with an in situ coefficient of friction of 0.4–0.6 (Fialko, 2021), well above the val-358

ues of 0.1–0.2 inferred for the reverse polarity faults under the assumption of a locally359

homogeneous stress. Low friction and/or high fluid pressure cannot be widespread through-360

out the seismogenic zone because they would make the crust extremely weak and un-361

able to support deviatoric stresses greater than several megapascals (Figure 7). Such a362

low strength of the bulk of the upper crust would be insufficient to maintain surface to-363

pography, and inconsistent with earthquake stress drops of several tens of megapascals364

commonly observed in the region (e.g. Shearer et al., 2022). Anomalously low friction365

–18–



manuscript submitted to JGR: Solid Earth

Figure 8. Orientations of faults that can be re-activated by increases in pore fluid pressure,

as a function of the fluid pressure ratio λ. Re-activation is prohibited in the shaded areas, where

criteria for the formation of new (optimally oriented) faults are first met. Black solid lines de-

marcate the parameter space of fault re-activation, assuming uniaxial compressive strength of the

“intact” rocks C = 50 MPa. White dashed lines correspond to C = 100 MPa. Hydrostatic pore

pressure corresponds to λ ≈ 0.4. Calculations use µ = 0.6 and z = 10 km.
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and/or high pore fluid pressure might be unique to small isolated faults such as those366

that produced the reverse polarity events. However, we note that few rock types have367

coefficients of friction below 0.3 (e.g., water-saturated clays), and the respective rocks368

are typically velocity-strengthening (e.g. Moore & Lockner, 2007), i.e., prone to creep369

rather than to stick-slip. In general, higher coefficients of friction tend to correlate with370

more unstable slip, and vice versa (e.g. Mitchell et al., 2015, 2016). A conditional slip371

stability is also promoted by high fluid pressure (low effective normal stress), especially372

for small faults (e.g. Dieterich, 1979). Thus near-lithostatic pore fluid pressure may help373

reduce the effective strength of severely mis-oriented faults, but at the same time sup-374

press slip instabilities and thus seismic ruptures.375

3.2 Heterogeneous background stress376

An alternative possibility is that the stress field is not locally homogeneous, but377

varies considerably over length scales of the order of 102 meters (the inferred distance378

between hypocenters of the reverse polarity events). In this case, the fault planes do not379

need to be highly mis-oriented with respect to the principal stresses. Stress heterogene-380

ity implies rotation of the principal stress axes, by as much as 90 degrees (e.g., if the nodal381

planes of the two events are parallel, and each rupture is optimally oriented with respect382

to the local principal stress). Note that a locally homogeneous stress would not be able383

to cause slip on faults if the difference between their strike angles is equal to, or less than384

zero (Figure 5b), thus requiring variations in the state of stress over the respective dis-385

tances.386

Stress heterogeneity can result from several factors, including stress concentration387

at the fault tips (e.g. d’Alessio & Martel, 2004), heterogeneous fault slip (e.g. Rice, 1993;388

Smith & Heaton, 2011), slip on non-planar faults (Dieterich & Smith, 2009; Lindsey et389

al., 2014), and variations in the mechanical properties of the host rocks (Fialko et al.,390

2002; Barbot et al., 2009; Bedford et al., 2022). At small wavelengths of tens to hundreds391

of meters, large spatial variations in stress are most likely due to stress concentration392

at the fault tips, or arrested fronts of earthquake ruptures propagating along pre-existing393

faults.394

We quantify rotation of the principal stress axes at the fault tip using a model of395

an in-plane (Mode II) non-singular shear crack in an elastic medium (Fialko, 2015). We396
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use the background stress field illustrated in Figure 7, and assume that the crack plane397

is optimally oriented with respect to the principal stress axes. The background (“far-398

field”) shear stress resolved on the crack plane is σ0 ≈ 49 MPa (Figure 7). Fault slip399

reduces stress on the fault surface to some residual level σd, with ∆σ = σ0−σd repre-400

senting the static stress drop. A stress singularity at the crack tip is prevented by a thin401

process zone having length R. Within the process zone, we assume the Mohr-Coulomb402

yield stress,403

σs = σc − µσ′
n, (8)

where σc is the cohesive stress, and σ′
n is the effective normal stress. The cohesive stress404

σc is related to the uniaxial compressive strength C (equation 5) as σc = 0.5C/
√
K (e.g.,405

Twiss & Moores, 1992, p. 214). The short-term compressive strength measured in the406

lab is higher than the long-term compressive strength of the crust (Price, 2016). Because407

the former is likely more appropriate for arresting propagating ruptures, the magnitudes408

of the cohesive stress and the long-term compressive strength may be similar. We use409

σc = 70 MPa in the subsequent analysis. Note that for the assumed background stress410

and crack orientation, −µσ′
n = σ0.411

Within the process zone, slip gradually increases from zero to the critical slip-weakening412

displacement Dc. The work done to evolve the shear stress from σs to σd is (σs−σd)Dc,413

referred to as the fracture energy. The crack half-length is L, of which F = L − R is414

the half-length of the developed part of the crack on which the shear stress is equal to415

σd (see Fig. 4 in Fialko, 2015). The cohesive, background, and residual stresses are re-416

lated to the crack length as follows:417

σs − σ0

σs − σd
=

2

π
arcsin exp

(
−Lc

F

)
, (9)

where418

Lc =
πDc

4(1− ν)

G

σs − σd
(10)

is the process zone length in the limit of small-scale yielding (F ≈ L ≫R). In Equa-419

tion (10), ν is the Poisson ratio. An exact expression for the process zone length is420

R = F

(
exp

Lc

F
− 1

)
. (11)

The along-crack slip distribution is given by Equation 33 in Fialko (2015, note a typo:421

σ0 should read σs). The magnitude of stress perturbations at the crack tip scales with422

–21–



manuscript submitted to JGR: Solid Earth

the stress drop ∆σ, while the wavelength of stress perturbations scales with the process423

zone size R. Stress gradients are maximized by increasing the stress drop σ0−σd, and/or424

the strength drop σs − σd. In the following example, we use σd = 0.1σ0 (i.e., nearly425

complete stress drop), and Dc = 0.1 m (suggested by seismic data, e.g., Tinti et al., 2004).426

For typical elastic moduli of rocks (G = 30 GPa and ν = 0.25), these parameters give427

rise to R ≈ 30 m, L ≈ 170 m, and ∆σ ≈ 44 MPa. An earthquake with the respective428

rupture size and stress drop would have a moment magnitude Mw ≈ 3.8.429

The total stress in the surrounding medium is given by a sum of the assumed back-430

ground stress, and stress change due to a crack. To calculate stress change due to a crack,431

we approximate the along-crack slip distribution with an array of N finite edge dislo-432

cations, each having length L/N . For each dislocation, the Burger’s vector is equal to433

the amount of slip due to a crack calculated at the mid-point of the respective disloca-434

tion. A finite edge dislocation can be represented by a superposition of two semi-infinite435

in-plane edge dislocations of an opposite sign. Analytical expressions for stresses due to436

a semi-infinite edge dislocation in a homogeneous elastic medium are readily available437

(e.g., Landau & Lifshitz, 1970, p. 130). The dislocation model is accurate at distances438

greater than the size of individual dislocations (i.e., L/N) off of the crack plane. In the439

examples presented below, we use N = 300.440

Figure 9 shows the resulting stress field near the crack tip. The maximum com-441

pressive stress axis is rotated clockwise (away from the crack plane) in the extensional442

quadrant (below the crack plane), and counter-clockwise (toward the crack plane) in the443

compressional quadrant (above the crack plane). The maximum differential rotation is444

about 70–80 degrees, with largest gradients across the crack plane. Colors denote an area445

where slip on pre-existing faults can be activated. For the given orientation of the prin-446

cipal stress axis σ′
1, we compute the shear and normal stresses resolved on potential slip447

planes that are optimally oriented with respect to σ′
1. The ratio of shear to normal stress448

normalized by the coefficient of friction denotes how close the material is to failure. Pre-449

existing optimally oriented faults would be activated if the normalized ratio is equal to,450

or greater than unity. Results shown in Figure 9 predict extensive off-fault yielding be-451

cause the medium was already on the verge of failure prior to fault slip. In case of the452

intact medium (i.e., no pre-existing faults), off-fault yielding would involve creation of453

new faults, and have a more limited extent due to cohesion (equation 5). A number of454

simulations exploring a wide parameter range produced similar results (see figures S1-455
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Figure 9. Stress field at the tip of a right-lateral Mode II shear crack. Black and white tick

marks denote the orientation of the maximum compressive stress axis. Solid cyan line denotes

the crack, and dashed cyan line denotes the process zone. Color represents the ratio of shear

to normal stress divided by the assumed coefficient of friction (0.6). Shear and normal stresses

are resolved on planes that are optimally oriented for failure according to the Mohr-Coulomb

criterion. White area below the crack tip corresponds to positive σ′
3 (likely resulting in tensile

fracturing).
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S3 in Supplementary Information). In particular, larger cracks and process zones increase456

the wavelength of stress perturbations at the crack tip, but result in smaller stress gra-457

dients. Varying the coefficient of friction changes the stress drop, but also the background458

stress, so that the ratio of stress perturbation to the background stress (which determines459

the amount of stress rotation) is not strongly affected. If the resolved shear stress is smaller460

(e.g., due to a non-optimal fault orientation), and/or the stress drop is a smaller frac-461

tion of the resolved shear stress, the amount of rotation of the principal stress axes is462

proportionally reduced (e.g., Fialko, 2021).463

Results shown in Figure 9 do not exhibit large (up to 90 degrees) stress rotations464

over distances of ∼ 102 meters. However, it is conceivable that such rotations could be465

achieved by e.g. a superposition of several faults or rupture fronts. Also, larger process466

zones (e.g., due to larger slip-weakening distance Dc) can produce stress rotations that467

extend over larger distances away from the fault plane (Figure S3). The magnitude and468

spatial extent of stress perturbations can be further increased in the case of dynamic rup-469

ture at near-limiting speeds (e.g., Rice et al., 2005; Dunham et al., 2011). We note that470

the reverse polarity events occurred within the fault zone of the 2019 M 7.1 mainshock471

(Figure 1), where a significant stress heterogeneity may be expected from aftershocks of472

the 2019 event, as well as prior seismicity. We also note that field measurements suggest473

the fault offset-to-length ratios O(10−2) (e.g., Cowie & Scholz, 1992), about a factor of474

5 larger than that in our “nearly complete stress drop” model (Figure 9). The latter there-475

fore may not provide an upper bound on the amount of stress rotation near fault tips.476

The effective strains of ∼ 10−2 associated with cumulative fault slip, however, imply ex-477

tensive yielding off of the fault plane, which can ultimately moderate the amount of ro-478

tation of the principal stress axes. The same is true for stress perturbations due to slip479

on geometrically complex interfaces (Dieterich & Smith, 2009; Lindsey et al., 2014). While480

models of slip on non-planar faults predict large stress perturbations due to fault rough-481

ness (Dieterich & Smith, 2009; Fang & Dunham, 2013), including local reversals in the482

sign of the resolved Coulomb stress, such perturbations are likely relaxed by secondary483

faulting and the bulk off-fault plasticity as faults continue to accumulate slip. Stress con-484

centrations due to passing rupture fronts and slip on geometrically complex interfaces485

are one of the primary contributors to the formation of fault damage zones (Dieterich486

& Smith, 2009; Kaneko & Fialko, 2011; Cochran et al., 2009).487
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An additional stress rotation within fault damage zones might result from a “plas-488

tic core” which supports smaller deviatoric stresses compared to the host rocks, and there-489

fore can develop higher fluid pressures without reaching a condition for hydrofracture490

(Rice, 1992; Faulkner et al., 2007). The plastic core model was proposed to explain op-491

eration of mature faults that are highly mis-oriented with respect to the regional tectonic492

stress, and unlikely applies to the Ridgecrest rupture which occurred on a developing low-493

offset fault that is nearly optimally oriented with respect to the regional stress field (e.g.,494

Fialko & Jin, 2021).495

A high diversity in orientations of closely spaced faults was reported in previous496

studies (e.g., Iio et al., 2017; Fialko, 2021). For example, Iio et al. (2017) found diverse497

focal mechanisms on the scale of 102 m near the fault that produced the 1984 M 6.8 West-498

ern Nagano Prefecture Earthquake in Japan, and attributed it to a heterogeneous strength,499

although it is possible that local stress heterogeneity might be involved as well. Smith500

and Heaton (2011) proposed that stress in the seismogenic upper crust is stochastically501

heterogeneous at all scales. Our results lend support to the existence of substantial stress502

heterogeneities at spatial scales of tens to hundreds of meters, e.g., due to stress concen-503

tration at the fault tips, in the near field of major faults due to stress perturbations from504

arrested rupture fronts, fault roughness, and secondary faulting. The same mechanism505

may explain diverse focal mechanisms of aftershocks observed in Ridgecrest (Trugman506

et al., 2020; Wang & Zhan, 2020) and elsewhere (Michael et al., 1990; Beroza & Zoback,507

1993). Extreme stress heterogeneity is also known to exist at micro scales because of508

the irregular nature of elementary contacts (e.g., Bowden & Tabor, 1954; Dieterich &509

Kilgore, 1994; Mitchell et al., 2013). The available data however seem to indicate that510

stresses can be spatially coherent in the bulk of the crust over length scales of kilome-511

ters to tens of kilometers (e.g., Yang & Hauksson, 2013; Fialko & Jin, 2021; Iio et al.,512

2017). This view is supported by the fact that events with nearly reversed polarity ap-513

pear to be relatively rare, have small magnitudes (i.e., sample stresses variations over514

relatively short wavelengths), and are limited to the near field of major faults, as doc-515

umented in this study, as well as in previous studies (e.g., Trugman et al., 2020; Wang516

& Zhan, 2020).517
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4 Conclusions518

We analyze seismic waveform data from the 2019 Ridgecrest, California, earthquake519

sequence, using the Matrix Profile algorithm. We identify a number of event pairs that520

produced anti-correlated waveforms. One pair has a particularly striking anti-correlation521

of both P- and S-waves observed on several seismic stations. The respective events are522

located near the rupture zone of the 2019 M 7.1 mainshock at depth of about 10 km, and523

are only ∼100 meters apart. We constrain the difference in orientation of the nodal planes524

of the two events to be less than 25 degrees. A near-perfect reversal in polarity implies525

either extremely low effective strength or strong stress heterogeneity. In case of a locally526

homogeneous stress, fault orientations that are sub-parallel to the orientation of the max-527

imum horizontal stress would require less extreme values of the coefficient of friction and528

pore fluid over-pressure compared to fault orientations that are nearly orthogonal to the529

maximum horizontal stress axis. This would imply that faults that produced the reverse530

polarity events are more likely sub-parallel, rather than co-planar. A combination of mod-531

erate over-pressurization (above hydrostatic, but well below lithostatic) and a reduced532

coefficient of friction could help explain the reverse polarity events without the need to533

appeal for extremely low values of the coefficient of friction. However, the occurrence of534

events within the fault zone (Figure 1) makes the assumption of isolated pre-existing over-535

pressurized faults in otherwise competent host rocks (Figure 8) unlikely. Thus, we fa-536

vor heterogeneous stress models, in which local stress heterogeneities, perhaps caused537

by rupture fronts and fault roughness, produce stress rotations that can explain the re-538

verse polarity events, especially in combination with heterogeneous fault strength.539
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