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The rapid development of our transportation systems has brought much 

convenience to our daily lives, while also introducing various issues related to safety, 

mobility, and environmental sustainability. To address these transportation system issues, 

connected and automated vehicle (CAV) technology has had significant development 

during the last decade. With CAV technology, the capabilities of vehicles is greatly 

improved, allowing for equipped vehicles to not only drive partially or fully automatically 

using information from on-board sensors, but also behaving cooperatively through vehicle-

to-everything (V2X) communications. 

In this dissertation research, agent-based distributed cooperative vehicle-

infrastructure systems have been developed to evaluate CAV applications from the 

perspective of safety, mobility and environmental sustainability, both qualitatively and 

quantitatively. Specifically, the proposed CAV systems described in this dissertation are 

divided into two major categories: The first category is based only on vehicle-to-vehicle 
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(V2V) communication among CAVs, while the second category is based on both V2V and 

infrastructure-to-vehicle (I2V) communication. 

In this dissertation, three different cooperative automation applications are 

addressed, including cooperative adaptive cruise control (CACC), cooperative eco-driving 

at signalized intersections, and cooperative merging at highway on-ramps. Different agent-

based motion control algorithms of CAVs are proposed and evaluated, including a 

distributed consensus control algorithm, an online feedforward/feedback control algorithm, 

and an optimal control algorithm. All proposed applications are qualitatively and 

quantitatively evaluated using numerical simulations and/or microscopic traffic 

simulations, showing their benefits of avoiding collisions, increasing traffic flow, 

decreasing travel time, and/or decreasing energy consumption and pollutant emissions. 

Field implementations with real vehicles traveling in the real-world traffic environment 

have also been conducted to evaluate the effectiveness of the proposed algorithms.  

Additionally, studies of the aforementioned cooperative automation applications 

were also carried out using a game engine, which provided a simulation environment with 

more realistic vehicle models and road networks. Human-in-the-loop simulations were 

conducted on the driving simulator platform, and a learning-based approach was developed 

to model the human factors.  
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1 INTRODUCTION 

1.1 Motivation 

The rapid development of our transportation system has brought a large amount of 

convenience into our daily lives, allowing both passengers and goods to be transported 

domestically and internationally in a quicker fashion. It is estimated that more than one 

billion motor vehicles are owned by people over the globe, and this number will likely 

double within one or two decades [1]. However, a number of negative consequences related 

to our transportation system growth are also generated by such a huge number of motor 

vehicles. In terms of safety, more than 30,000 people perish from roadway accidents on 

U.S. highways every year [2]. In terms of mobility, Los Angeles, for instance, topped the 

global ranking in traffic congestion during 2016, with 104 excess hours being spent per 

commuter [3]. And in terms of environmental sustainability, 11.7 billion gallons of fuel 

were wasted worldwide due to traffic congestion in 2015 [4]. 

To address the aforementioned issues, cooperative vehicle-infrastructure systems 

has had some major developments during the last decade. By taking advantage of various 

communication approaches, intelligent vehicles can communicate with each other, and also 

with the infrastructure to conduct cooperative decisions and maneuvers such as crash 

avoidance, trip planning, toll collection, etc. An illustration of such cooperative vehicle-

infrastructure systems can be seen in Figure 1-1. 
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Figure 1-1. Illustration of Cooperative Vehicle-Infrastructure Systems [5] 

A specific type of intelligent vehicle in such systems is a Connected and Automated 

vehicle (CAV), which is now attracting significant research interest around the globe. With 

CAV technology, the level of connectivity and automation of vehicles can be greatly 

improved, allowing for equipped vehicles to not only drive partially or fully automatically 

using information from on-board sensors, but also behave cooperatively through vehicle-

to-everything (V2X) communications. Cooperative automation of CAVs has been widely 

studied by researchers around the world recently, whereby CAVs cooperative with each 

other to form or maintain certain formations by use of motion control systems that rely on 

their on-board sensors and vehicle-to-vehicle (V2V) and/or infrastructure-to-vehicle (I2V) 
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communication. The V2V communication mainly provides real-time state information 

about the forward vehicle or vehicles (i.e., state information such as acceleration, speed, 

position), while the I2V communication mainly provides information about downstream 

traffic conditions or local speed suggestions as part of an active traffic management 

approach.  

By cooperatively controlling the motion of different CAVs, some or all of the 

following benefits are brought to the transportation system: 1) Roadway capacity can be 

increased due to the reduction of gaps between vehicles; 2) Energy consumption and 

pollutant emissions are reduced due to the reduction of unnecessary velocity changes and 

aerodynamic drag on following vehicles; 3) Driving safety is improved since the detection 

and actuation time is shortened compared to manually driven cases, and downstream traffic 

information can be propagated upstream sooner; and 4) Customer satisfaction is improved 

since the system behavior can be more responsive to traffic changes, and the shorter 

following gaps can deter cut-ins of other vehicles [6]. 

1.2 Problem Statement and Contribution of the Dissertation Research 

It is well recognized that CAVs have great potential to bring system-wide benefits 

to our current transportation systems, with respect to safety, mobility, and environmental 

sustainability. However, much of the existing research on CAV systems come from a traffic 

system perspective, without considering the detailed specific vehicle-level planning and 

control logic. These high-level CAV system designs are often not that realistic and 

accurate, since many detailed parameters such as vehicle dynamics and V2V/I2V 

communication capabilities are neglected. 
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In this dissertation research, an agent-based distributed approach is adopted to 

develop a more effective cooperative vehicle-infrastructure system. The approach of agent-

based modeling and simulation allows us to build CAV systems in a distributed manner, 

focusing on their heterogeneities and internal relations. In this research, we not only adopt 

V2V communication to develop distributed cooperative vehicle-infrastructure systems, but 

also I2V communication, where the infrastructure is considered as an agent of the 

cooperative automation system. The proposed agent-based approach allow agents in the 

transportation systems to reach global goals (in terms of safety, mobility, and 

sustainability) through distributed collaboration. 

The specific contributions of this dissertation can be summarized as: 

 A high-level architecture for agent-based distributed cooperative vehicle-

infrastructure systems is developed.  

 Multiple cooperative automation applications in the CAV environment under V2V 

and/or I2V communication are proposed, with each of them bringing one or more 

benefits to the transportation system 

 Multiple motion control algorithms are developed to realize the desired movements 

of CAVs in the proposed CAV applications, where algorithms were analyzed 

qualitatively and quantitatively by various simulation approaches. 

1.3 Organization of the Dissertation Research 

The dissertation is organized as follows: Chapter 2 describes the research 

background of this dissertation and conducts a literature review on several related topics, 

including the general architecture of CAV systems, different cooperative vehicle-
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infrastructure systems in the transportation systems, and the agent-based modeling and 

simulation. Chapter 3 introduces the distributed cooperative systems proposed during this 

dissertation using only V2V communication, such as distributed consensus-based 

cooperative adaptive cruise control (CACC) systems and distributed optimal control-based 

CACC systems. Chapter 4 introduces the distributed cooperative systems proposed during 

this dissertation using both V2V communication and I2V communication, such as 

cooperative eco-driving at signalized intersections and cooperative merging at highway on-

ramps. Chapter 5 concludes this dissertation with presenting the publications resulted from 

this dissertation, as well as pointing out some future directions in the future research. 

The general framework of this dissertation could be illustrated as Figure 1-2.  

 

Figure 1-2. General framework of the dissertation 
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2 RESEARCH BACKGROUND AND LITERATURE 

REVIEW 

2.1 General Architecture of Connected and Automated Vehicle 

Systems 

In this section, different modules of CAV systems are introduced, providing 

background information for this dissertation. Many related publications are reviewed to 

explain the functions of separate components of a CAV system, including the 

communication component, the perception component, the localization component, the 

planning component, and the control component. In general, the architecture of such CAV 

systems can be illustrated as shown in Figure 2-1. 

 

 

Figure 2-1. General architecture of a CAV system  

2.1.1 Communication Module 

The communication module of CAV system facilitates real-time, and reliable 

wireless V2V and I2V communication. The bandwidths of both communication 

approaches are possibly insufficient as the number of CAVs increases inside the coverage 
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area [1]. Therefore, short-range wireless technologies become advantageous in such 

scenarios, and specifically, Dedicated Short Range Communications (DSRC) has been 

selected as the standard communication protocol for V2V communication. The term 

“Dedicated” in DSRC points to the fact that the U.S. Federal Communication Commission 

allocated 75 MHz of licensed spectrum in the 5.9 GHz band for DSRC [8]. V2V safety 

messages are expected to be exchanged on Channel 172, which is a safety-specific channel 

that the aforementioned licensed spectrum has [9]. The term “Short Range” in DSRC refers 

that this communication protocol operates over a distance of several hundred meters, which 

is shorter than cellular and WiMax services [10]. 

However, one of the key drawbacks of DSRC is its low scalability, which often 

fails to provide the required time-probabilistic characteristics when traveling in a dense 

traffic [11]. The asynchronous disadvantage of DSRC may also lead to performance 

degradation by the collisions with hidden node problem in carrier sense multiple access 

with collision avoidance (CSMA/CA) [12]. With versatile communication types from one-

to-one to one-to-many transmissions, 4G-LTE systems has been enhanced to enable V2V 

and I2V communication [13]. Not only software-based simulations, but also field 

experiments of 4G-LTE for V2V and I2V communication were conducted by researchers 

worldwide during the past decade [14], [15]. Furthermore, given the characteristics of very 

high data rates, massive number of devices, very low latency and very high reliability, the 

next generation of cellular networks, 5G, is also considered one feasible approach for V2V 

and I2V communication [16], [17]. 
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As can be seen from the communication module in Figure 2-1, hardware 

communication devices installed on the ego CAV receive information from other CAVs, 

meanwhile also sending its own information to others through V2V communication. 

Additionally, it can also exchange information with the roadside infrastructure through I2V 

communication. The information sent through V2V communication includes vehicle 

dynamics (e.g., position, velocity, acceleration, yaw angle, and yaw rate) and CAV 

formation-related messages (e.g., formation status and formation leader ID). The 

communication topology (i.e., information flow topology) defines the origins and 

destinations of information transmission among vehicles and the infrastructure, thus 

playing a very important role in information exchange and sharing [18]. Some of the 

representative information flow topologies of CAVs are illustrated in Figure 2-2. The first 

four are V2V-only communication topologies, while the last two are V2V/I2V-hybrid 

communication topologies. More detailed information is listed as: (a) predecessor-

following (PF), (b) predecessor+leader-following (PLF), (c) multiple-predecessor-

following (MPF), (d) bidirectional (BD), (e) predecessor-following (PF) with the 

infrastructure sending information to the leader, and (f) predecessor-following (PF) with 

the infrastructure broadcasting information. 
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Figure 2-2. Typical information flow topologies 

2.1.2 Perception Module 

Perception sensors equipped on a CAV system are the primary source of the 

information with respect to surrounding vehicles and the road environment provided to the 

sensor fusion component of the planning module. The communication module of a CAV 

system can provide additional information that cannot be detected by perception sensors, 

and can generally provide it more quickly. This includes: 

 Information from other vehicles that are beyond sensor range or that are occluded 

from view by intermediate vehicles or horizontal or vertical road curvature; 

 Information about the status of other vehicles that cannot be sensed by remote 

sensors (wheel speeds, fault status, performance capabilities, etc.) 

 Immediate notification of speed change or steering commands as soon as they have 

been issued to another vehicle’s actuators, even before the vehicle’s motion has 

begun to change. 
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 Negotiations between cooperative vehicles regarding desired maneuvers (merging, 

lane changing), so that these can be done more safely and efficiently. 

 The perception sensors also play a crucial fallback role in terms of acquiring 

information about the driving environment, when information about other CAVs or the 

infrastructure from V2V/I2V wireless communication is impeded by wireless dropouts or 

channel congestion. Note that the scope of this dissertation is limited to longitudinal motion 

control of CAV, where most existing related implementations are Level 1 automation as 

defined by SAE [24]. Lateral control maneuvers like lane keeping and lane changing are 

conducted by the human driver of the CAV. Therefore, the perception sensors of such CAV 

systems need to focus primarily on providing the preceding vehicles’ information, like 

detecting the speeds of the preceding vehicles and the clearance with respect to the 

immediately preceding vehicle. 

2.1.3 Localization Module 

The localization module of a CAV system consists of two different hardware 

components: GNSS & INS (i.e., global navigation satellite system and inertial navigation 

system) and map matching. 

The GNSS & INS component serves as a combined satellite & inertial-based 

navigation system, which can be optionally augmented by terrestrial reference stations 

[19]. This component can provide precise position, movement, and posture measurements 

for the self-localization and attitude determination of CAVs by differential correction. It 

should be noted that the relative positioning accuracy between the ego CAV and other 

equipped objects (i.e., other CAVs and/or infrastructure features) is not solely determined 
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by the GNSS update frequency. It is also based on the accuracy of the GNSS position 

measurements, and communication delay. Considering the aforementioned factors, a 

GNSS update rate of 10 Hz is sufficient for general cooperative automation applications, 

and a faster sampling rate based on GNSS & INS integrated measurements will reduce 

positioning errors at higher vehicle speeds [23]. 

Map matching is important to a CAV system, especially for some of the 

applications where the ego CAV needs to adjust its longitudinal speed to merge with other 

CAVs coming from another lane at an intersection or a highway ramp. The correct 

assignment of CAVs to lanes is important, as well as their relative longitudinal gaps. 

Therefore, a map of the implementation environment can be built a priori, and match with 

the vehicle coordinates (i.e., longitude, latitude, heading) received from the GNSS & INS 

component. To compute distances between the ego vehicle with other vehicles, traffic 

lights, merging point or other objects, they need to be adjusted to their closest lane by 

retrieving the nearest neighbor GPS track vertex [19]. Each object’s coordinate can be then 

matched onto the associated lane to obtain its project point, and then the relative 

longitudinal distance between two objects can be derived by summing the segment lengths 

falling in between those projection points on the same GPS track (if they are on the same 

lane), or by calculating the difference of distances to the merging point of two GPS tracks. 

2.1.4 Planning Module 

The planning module processes data received from the communication module, the 

localization, as well as the perception module, and sends the motion commands of the ego 

vehicle to the control module. The planning module of a CAV system usually includes the 
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following components: sensor fusion, vehicle controller area network (CANBUS), and 

state estimator. 

The sensor fusion component processes all sensing data received from the 

perception sensors and the communication module of the CAV system, and sends it to the 

state estimator component. Unlike more highly automated vehicle systems that require the 

entire surrounding environment to be precisely measured by multiple perception sensors, 

the cooperative longitudinal motion control discussed in this dissertation requires less 

information regarding the surrounding environment, and therefore less data are fused in the 

sensor fusion component. However, this component is crucial in harnessing the 

complementary nature of vehicle’s sensors and communication systems, based on the 

following issues that Kianfar et al. encountered during the development of their CAV 

system [12]: 1) When the ego CAV is under tunnels or bridges, information from GNSS 

will be unreliable. Therefore, in addition to the INS, the position of the CAV can also be 

improved by using the sensing data measured by the perception sensors if it can be 

associated with a reference map; 2) When the V2V communications are impaired, the data 

measured by perception sensors will still be available to estimate the relative position, 

speed, and acceleration of the immediately preceding vehicle. 

Although the GNSS & INS component is able to provide the speed of the ego CAV, 

its measurement is highly affected by the GNSS connection and precision. For example, if 

the ego CAV is traveling through a tunnel, the measured speed would be much likely less 

accurate than in an open space. More accurate and timely speed measurements should be 

obtained from the wheel-speed sensors that are an integral element of production anti-lock 
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braking and traction control systems. Therefore, wheel speed measured from the ABS 

system on the CANBUS could be much more accurate. CANBUS also allows the planning 

module of the CAV system to get access to many other vehicle states data.  

The state estimator component receives data from the sensor fusion, CANBUS, as 

well as map matching, and then computes a desired motion of the ego CAV for the control 

module to realize. Motion planning has been developed in various ways for high-level 

automated vehicles, including graph search-based planners, sampling-based planners, 

interpolating curve planners and numerical optimization approaches [25]. However, since 

we only focus on the longitudinal motion of CAVs in this dissertation, the planning process 

in the state estimator component becomes much easier: Simply choose when and by how 

much to accelerate or decelerate, or else keep the current longitudinal speed. As mentioned 

in the CAV system developed by Martensson et al. [20], the accuracy of the state estimate 

highly depends on the quality of the available data (e.g., the accuracy, latency or the outage 

duration of the GNSS measurements or V2V communication, the performance of the 

perception sensors under the existing environmental conditions), and also the quality of the 

process estimation models. 

2.1.5 Control Module 

The control module of CAV systems consists of a software part and a hardware 

part: A controller component that integrates the motion control algorithms of the CAV, and 

the physical actuators of the CAV that actuate the longitudinal and/or lateral commands 

generated by the controller component. Although lateral control is not within the scope of 
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this dissertation, we still put it into Figure 2-1 to make the CAV system architecture 

complete. 

The controller component in this control module receives the ego CAV’s desired 

motion from the planning module, which includes information such as the reference 

trajectory or desired path of the CAV [26], the decision whether to join or leave a vehicle 

platoon [20], the desired position of the ego CAV in the vehicle platoon [22], or the desired 

arriving time at a specific location (e.g., traffic signal or ramp merging point) [27]. The 

cooperative longitudinal motion control, which is the major topic of this dissertation, will 

be developed and implemented in this controller component to determine the reference 

acceleration or speed at each time step. This reference value will then be converted into 

longitudinal commands for the engine and brakes of this CAV, thereby allowing it to 

achieve the desired motion determined by the planning module [21]. 

 

2.2 Cooperative Vehicle-Infrastructure Systems in the CAV 

Environment 

The cooperative automation of CAVs can introduce benefits to current 

transportation systems with respect to safety, mobility, and environmental sustainability. 

As one of its major tasks, cooperative longitudinal motion control of multiple vehicles has 

been widely studied. Many researchers have been focusing on the mathematical modeling 

and software simulation of cooperative longitudinal motion control under different cases 

in transportation systems, while some others have been contributing much efforts to the 

testing of such systems on full-scale vehicles to verify their effectiveness in realistic traffic 

conditions. In this section, relevant studies are categorized into five different operational 
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concepts (vehicle cooperative ACC and platooning on highways, cooperative merging at 

highway on-ramps, variable speed limits near highway bottlenecks, coordination at isolated 

intersections, and eco-driving at signalized corridors), where each type reviews both 

simulation-based theoretical work and experimental work. 

As shown in the performance matrix Table I, we evaluate these five operational 

concepts based on five different criteria: 1) The extent of theoretical research reported to 

date; 2) The extent of experimental research reported to date; 3) The potential 

transportation safety benefits; 4) The potential mobility benefits; 5) The potential 

environmental benefits. The first two criteria are independent from the latter three criteria, 

so we differentiate them by different markings in the performance matrix. Number of stars 

denotes the extent of work conducted, and the extent of the benefits to current 

transportation systems. 

Table I Performance Matrix of Different Cooperative Vehicle-Infrastructure 

Systems. 

 
 

2.2.1 Cooperative Adaptive Cruise Control (CACC) and Platooning 

Cooperative adaptive cruise control (CACC) and platooning are terms that have 

been adopted and utilized relatively loosely during recent years, such that different 

researchers visualize different functions and capabilities when discussing CACC or platoon 
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systems. At the heart of the concept is the merging of adaptive cruise control (ACC), a 

subset of the broader class of automated longitudinal speed control systems, with a 

cooperative module enabled with V2V communication and/or I2V communication [28]. In 

this subsection, only V2V communication based CACC and platoon studies are discussed, 

while some I2V communication based CACC studies are covered in some of the latter 

subsections. 

Extensive research has been conducted in the field of CACC, where the literature 

reviews conducted by Dey et al. covered several different aspects of this operational 

concept of CAVs [29]. Specifically, the cooperative longitudinal motion control is 

considered as the core of a CACC system, since it keeps the string stability of a CACC 

string and avoids rear-end collisions of multiple CAVs. 

Linear feedback control has been widely adopted as the key cooperative 

methodology for much previous CACC work. Milanes et al. developed a classic PD 

controller for the gap regulation, and a simple linear function for the gap-closing of each 

vehicle in a CACC string [21]. Van Arem et al. developed a feedback control algorithm to 

compute the reference acceleration, so it could be further converted to a position of 

gas/brake pedal by the vehicle model and control the motion of the CAV [29]. This 

proposed methodology was simulated in the microscopic traffic simulation model MIXIC 

to examine the impact of CACC on the traffic flow. Double-integrator consensus 

algorithms have been adopted widely for the cooperative longitudinal motion control of 

CACC vehicle strings. Similar to van Arem et al., many other double-integrator consensus 
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algorithms also compute a reference acceleration based on the speed and position of the 

ego CAV and its predecessor [31], [32]. 

Optimal control has been considered as another approach for the longitudinal 

cooperation in a CACC string by many research projects. In general, the design of an 

optimal controller can be equivalently formulated as a structured convex optimization 

problem with multiple objectives (e.g., minimizing energy consumption) and system 

constraints. Unlike most linear feedback control approaches that only consider vehicle 

speed and position as inputs, optimal control approaches often take nonlinearity and 

constraints into account, such as vehicle powertrain and vehicle aerodynamics. Van de 

Hoef et al. formulated a convex optimization problem with linear constraints for a group 

consisting of a coordination leader and its coordination followers, aiming to maximize the 

fuel savings [33]. Turri et al. studied the cooperative look-ahead control of a heavy-duty 

CACC system, where the fuel calculation of vehicles is formulated as an optimal control 

problem to find the optimal engine speed to minimize fuel consumption [34]. 

Although many cooperative longitudinal motion control methodologies have been 

proposed for CAVs to form CACC string from a theoretical perspective, fewer field 

experiments of this use case have been conducted over the past decades. One of the early-

stage well-known demonstration was given by University of California at Berkeley’s 

PATH Program at San Diego, California, in 1997 [35]. Another pioneering work was 

accomplished by TNO in the Netherlands, where Toyota Prius were installed with CACC 

functions to conduct highway vehicle platooning [36]. Advanced vehicle platooning 

projects were completed in the Grand Cooperative Driving Challenge (GCDC) held in the 
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Netherlands in 2011[37]. This challenge aims to support and accelerate the introduction of 

CAVs in everyday traffic, and competitions like this greatly benefits the practical case of 

vehicle platooning based on theoretical studies. 

It should be noted that, a very large portion of cooperative control methodologies 

of CACC are developed for heavy-duty trucks, where researchers around the world used 

to refer them as “truck platooning” [38]. In the United States, the PATH Program has 

developed three generations of proof-of-concept prototype truck platooning systems, 

including the first two based on Freightliner Century model tractors, and the third one based 

on a Volvo tractor. Specifically, in their truck platooning project with Volvo, different 

cooperative operational concepts were proposed, including string formation, steady-state 

cruising, string split maneuvers, and faults or abnormal operating conditions [39]. In Japan, 

the Energy ITS project led to the development of an automated truck platoon system, which 

can introduce 14 % energy saving when the trucks are empty-loaded and the gap is 10 m, 

and 15 % energy saving when the trucks are ordinarily loaded and the gap is 4 m [40]. In 

Europe, similar work was conducted by RWTH Aachen University’s “KONVOI” project, 

where the field test was conducted on German highways with one leading human-driven 

truck and three following automated trucks [41]. So far, it is clear to researchers that, truck 

platooning mainly aims at reducing air drag and thereby energy consumption, which is 

slightly different from passenger vehicle platooning which aims at improving travel 

efficiency. 
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2.2.2 Cooperative Merging at Highway On-Ramps 

Cooperative merging at highway onramps is a major conflict zone that generates 

safety and mobility concern. The difficulty for the driver along the on-ramp where he/she 

has to discern whether to accelerate or decelerate to enter the main line safely. Meanwhile, 

the drivers on main lane may have to modify their speeds to permit the entrance of merging 

vehicle, thus affecting the traffic flow [42]. To address these issues, cooperative automation 

of CAVs has been widely studied and applied to highway on-ramp merging case, where 

different control algorithms have been proposed and implemented to allow CAVs to merge 

with each other in a cooperative manner. Existing related work were reviewed by Rios-

Torres et al. and Scarinci et al. [43], [44]. 

The concept of virtual vehicle or “ghost” vehicle of a CACC system in the highway 

on-ramps cooperative merging case was originated from Uno et al. [45]. The proposed 

approach maps a virtual vehicle onto the highway main road before the actual merging 

happens, allowing vehicles to perform safer and smoother merging maneuver. Lu et al. 

applied a similar idea in their proposed systems, where they first formulated the merging 

problems differently with respect to two different geometric layouts of the road (i.e., either 

with or without a parallel lane), and then proposed a speed based closed-loop adaptive 

control method to control the longitudinal speed of merging CAVs [46]. 

Other than virtual vehicle concept, many other approaches were also proposed to 

realize the cooperative merging case. Specifically, Dao et al. proposed a distributed control 

protocol to assign vehicles into vehicle strings in the merging scenario [61]. Rios-Torres et 

al. presented an optimization framework and an analytical closed-form solution that 



 

 

 

 

 

 

20 

allowed online coordination of CAVs at on-ramp merging zones [47]. Besides, Liu et al. 

investigated the impact of CACC vehicle string operation on the on-ramp merging areas 

[48]. Their study revealed that the highway capacity increases greatly as the CACC market 

penetration rate increases, with a maximum value of 3080 veh/hr/lane at 100% market 

penetration. 

While aforementioned simulations are encouraging, their transition to experimental 

implementations are far from straightforward, given the difficulty to model the nonlinear 

gasoline-propelled vehicle dynamics at very low speeds. Therefore, much less 

experimental implementations of cooperative merging have been conducted by researchers 

worldwide. Researchers from PATH program conducted experimental tests on their 

cooperative automated merging systems both on their RFS test track and on the Crows 

Landing test track [50]. The proposed general real-time algorithm was successfully 

implemented on their CAVs which had magnet-based speed and steering control. Milanes 

et al. proposed a fuzzy logic-based controller to act on the CAV’s longitudinal motion 

control actuators (i.e., throttle and brake pedals), following the references set by a decision 

algorithm [42]. A local control station (LCS) was developed to serve as an infrastructure, 

which receives information from the CAVs in its domain, analyzes this information to 

determine when a potentially risky situation might arise, and notifies the CAVs of 

suggested maneuvers through I2V communication. Their experimental implementation 

emulates a congested traffic situation by allowing two Citroens to perform ACC between 

them at low speed. Another Citroen came from the ramp and merged between these two 

vehicles, which was decided by LCS. This work was part of their AUTOPIA program, 
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which aimed to develop autonomous vehicles using produced vehicles, and tested them in 

real-world traffic [51]. 

2.2.3 Speed Harmonization on Highways 

Speed harmonization is a highway traffic strategy framework with an objective to 

reduce temporal and spatial variations of traffic speed, so as to increase safety and mobility 

of the transportation systems, while at the same time reducing negative impacts on the 

environment [52]. Traffic approaches of speed harmonization include variable speed limit, 

ramp metering, and some other hybrid approaches that changes. Within the scope of this 

survey, we review the cooperative longitudinal motion control methods of existing CAV-

based speed harmonization case on highways. 

Many research efforts focus on only sharing speed harmonization information with 

connected vehicles and allow their drivers to behave according to that information. 

However, within the scope of this survey, we only review the speed harmonization cases 

where the longitudinal motion of vehicles is also controlled by developed cooperative 

longitudinal motion control methods. Li et al. proposed and analyzed a describing-function 

based approach for speed harmonization. A V2V communication based cooperative 

longitudinal motion control algorithm was proposed, taking leading CAV’s status as the 

input of the algorithm. The simulation results showed the proposed method effectively 

suppressed development of oscillation, and therefore mitigated energy consumption and 

emission. 

However, more researchers applied variable speed limit (VSL) to the speed 

harmonization case on highways. Wang et al. developed a VSL based longitudinal motion 
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control algorithm for CAVs using I2V communication, showing this speed harmonization 

approach reduces total travel time and average energy consumption [53]. Kondaker et al. 

firstly established an I2V-based VSL system, where CAVs with CACC functions can 

receive downstream information much in advance [54]. The sensitivity analysis showed 

that the developed approach outperformed the uncontrolled scenario by 20% travel time 

reductions, 6-11% safety improvements, and 5-16% energy consumption reductions, 

respectively. 

Although there were quite a few practices and field tests of speed harmonization 

cases worldwide during the past decade, such as the ones conducted in the U.S., Germany 

[57], France [58], Sweden [59], and Greece [52], none of these used CAV technology. 

More recently, there were only a very few experimental implementations of CAV-based 

speed harmonization cases. Federal Highway Administration (FHWA) conducted a speed 

harmonization implementation on interstate I-66, Washington, DC with three CAVs that 

are equipped with I2V communication, and three more probe vehicles [52]. A simplified 

speed harmonization algorithm was proposed to control the longitudinal motion of CAVs, 

where those three CAVs were positioned in a row to regulate the upstream traffic speed 

along highway. The impacts of this speed harmonization implementation were measured 

by those three probe vehicles, showing the traffic stream trajectories after this speed 

harmonization approach reduced oscillatory behavior as characterized using the power 

spectral densities of the measurements. 
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2.2.4 Cooperative Eco-Driving at Signalized Intersections 

Eco-driving at signalized intersections using I2V communication has been a 

research interest for multiple research organizations globally, including “Eco-Approach 

and Departure” application proposed by University of California at Riverside in the U.S. 

[74], and “GLOSA” application proposed by University of Surrey in the U.K. [61]. In their 

applications, the signal phase and timing (SPaT) information is sent to the approaching 

CAV, so it can plan its longitudinal speed trajectory to avoid unnecessary speed change or 

full stop. 

Based on the existing I2V communication-based eco-driving case, some 

researchers proposed to integrate it with V2V communication-based case such as CACC, 

aiming to increase the system-wide benefits. As illustrated in Fig. 6, the leader of a CACC 

vehicle string can receive SPaT information from the roadside equipment unit, and share it 

with its following CAVs while traveling at signalized corridors [62]. A typical scenario of 

this case would be that, when the leading CAV decides to decelerate and slowly approach 

the intersection to avoid a full stop at the intersection during the red phase, upstream CAVs 

can also follow its maneuver through V2V communication based cooperative longitudinal 

motion controllers to save energy. 

Yang et al. developed a cooperative longitudinal motion control algorithm for 

CAVs traveling through isolated signalized intersections, where the optimal longitudinal 

speed trajectory was computed to minimize the energy consumption, ensuring that each 

CAV arrives at the intersection as soon as the last CAV in the queue is discharged [63]. 

Microscopic traffic simulation showed that the proposed system produces vehicle energy 



 

 

 

 

 

 

24 

savings up to 40% when the CAV market penetration rate is 100%. Zhao et al. developed 

a cooperative eco-driving longitudinal motion control scheme for a group of vehicles with 

mixed CAVs and conventional vehicles [64]. A complicated interaction scheme was 

developed by them to allow CAVs and conventional vehicles cooperate with each other, 

and the numerical simulations with different penetration rates showed the overall energy 

consumption continues to drop while the penetration rate of CAVs increases. 

Another scenario at signalized intersections that the cooperative longitudinal 

motion control can make a significant difference is likely to be the coordinated start of 

CAVs. Shladover et al. specified in their work that, even if the I2V communication is not 

adopted in this scenario, the first CAV stopped at a signal in a queue can broadcast its state 

information so that any following CAVs can accelerate in a synchronized fashion [28]. It 

was expected that, the cooperative longitudinal motion control of multiple CAVs in the 

string enable a much quicker clearance of the queue at the signal, increasing the intersection 

throughput or facilitating the selection of shorter signal cycles without sacrificing 

throughput. 

The basic concept of eco-driving is an important element in the AERIS Project’s 

Eco-Signal Operations scenario, however, that scenario focused more on providing advice 

to the driver about the recommended speed, which assumes the vehicle is controlled by the 

human driver [65]. The Multi-Modal Intelligent Traffic Signal System (MMITSS) project 

is developing a family of intersection signal control applications for CAVs, and aims to 

reach the goal of eco-driving and improving efficiency and throughput of the transportation 

systems [66]. When CAVs reach a high market penetration and the cooperative 
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longitudinal motion control can be applied, the general intelligent traffic signal control 

(ISIG) can ensure that CACC strings are not broken by signal phase changes, allowing all 

CAVs in the string to travel through the intersection within the same green phase. 

Given the limited amount of theoretical research in the use case of cooperative eco-

driving at signalized intersections, there is no published experimental implementation of 

this use case. However, including the AERIS and MMITSS projects, there are several 

ongoing projects in the U.S. that are looking into testing this use case with realistic CAVs. 

It could be expected that more experimental implementations on eco-driving at signalized 

intersections will be conducted by federal agencies and research organizations worldwide 

in the coming years. 

2.2.5 Automated Coordination at Non-Signalized Intersections 

The cooperative automation of CAVs at non-signalized intersections has been 

another popular topic in the research field of intelligent transportation systems for a long 

time. Since intersection is considered as one of the most common traffic cases that cause 

traffic conflicts, much work has been conducted to increase traffic safety by applying V2V 

communication and/or I2V communication. Specifically, approaching CAVs are assigned 

with specific sequences by the proposed planning/scheduling algorithms, and their motions 

can be controlled by the proposed cooperative longitudinal motion controllers once the 

planning/scheduling is finished. 

In 2004, Neuendorf et al. firstly proposed a decentralized cooperative longitudinal 

motion controller for CAVs at autonomous intersections by adopting the idea of the virtual 

platoon concept, where the general idea can be illustrated by Fig. 7 [67]. Medina et al. 
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further developed an autonomous intersection system for CAVs using similar approach, 

which consists of a bi-level architecture: A supervisory level with subsystems Target 

Vehicle Assignment and Control Reconfiguration; An execution level with cooperative 

vehicle motion control design [68], [69]. Xu et al. also adopted the virtual platoon 

methodology to project vehicles approaching from different directions of an intersection 

into a virtual lane [70]. 

Upon addressing the safety issue at conflict-free intersections, some proposed 

cooperative longitudinal motion control methods also considered the mobility and 

efficiency issues of CAVs. Bashiri et al. adopted the capability of V2V communication to 

improve the efficiency of the intersection in terms of average delay time per vehicle [71]. 

In the simulation study, the proposed cooperative autonomous control scheme was able to 

reduce average delay by up to 40% while reducing variance by 50% compared to the 

traditional stop sign policy. Jin et al. proposed a multi-agent motion management protocol 

for CAVs to form platoons based on V2V communication before approaching to the non-

signalized intersection [72]. Compared to the conventional traffic signal control system, 

the proposed system shortens the average travel time by 30% and reduces the energy 

consumption by 23%. Diab et al. developed a scaled testing platform with four 1:14 scaled 

CAVs to test the proposed safe intersection management system [73]. A PI controller was 

developed to control the longitudinal motion of CAVs, and different crossing modes for 

CAVs in the CACC platoon were designed, including pass, stop, split, and join. 

For the use case of conflict-free coordination at non-signalized intersections, there 

were a few experimental implementations conducted by European research organizations, 



 

 

 

 

 

 

27 

such as Cybercars project and Cybercars-2 project in France [74], [75]. However, including 

the aforementioned two projects, most testing projects put their research focus on the 

motion planning of CAVs, i.e., how to plan the trajectories of CAVs so they will not collide 

with each other while travelling through the intersection. Very limited literature could be 

found that discussed about the motion control of CAVs in their implementations of 

conflict-free coordination at non-signalized intersections. This could be a potential research 

field that organizations worldwide could contribute to in their future developments. 

2.3 Agent-Based Modeling and Simulation 

Agent-based modeling and simulation (ABMS) focuses on microscale models that 

simulate the simultaneous operations and interactions of multiple agents [76]. There is no 

universal definition of the term “agent”, however, certain characteristics are often shared 

by agents from a modeling standpoint [77]. Those characteristics include:  

 An agent is identifiable, a discrete individual with a set of characteristics and rules 

governing its behaviors and decision-making capability. Agents are self-contained. 

The discreteness requirement implies that an agent has a boundary and one can 

easily determine whether something is part of an agent, is not part of an agent, or 

is a shared characteristic. 

 An agent is situated, living in an environment with which it interacts with other 

agents. Agents have protocols for interaction with other agents, such as 

communication protocols, and the capability to respond to the environment. Agents 

have the ability to recognize and distinguish the traits of other agents. 
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 An agent is goal-directed, having goals to achieve (not necessarily objectives to 

maximize) with respect to its behaviors. 

 An agent is autonomous and self-directed. An agent can function independently in 

its environment and in its dealings with other agents, at least over a limited range 

of situations. 

 An agent is flexible, and has the ability to learn and adapt its behaviors over time 

based on experience. This requires some form of memory. An agent may have rules 

that modify its rules of behavior. 

Given the fact that CAVs can fulfill the above characteristics to large extent, ABMS is 

considered an attractive approach for modeling transportation systems comprised of CAVs. 

There are many existing tools to model and simulate cooperative vehicle-

infrastructure systems, from the traditional four-step travel demand models, to the state-of-

the-art agent-based models, they all have their unique advantages and thus are suited for 

different purposes [78]. In this subsection, we give some brief introduction on the tools that 

are used in this dissertation study, including MATLAB/Simulink, PTV VISSIM, Unity, 

and MOtor Vehicle Emission Simulator (MOVES). 

MATLAB is a widely-used multi-paradigm numerical computing environment and 

proprietary programming language developed by MathWorks [79]. Simulink is a graphical 

programming environment for modeling, simulating and analyzing multi-domain 

dynamical systems, and it offers tight integration with the MATLAB environment [80]. 

Since its capabilities to numerically model dynamic systems, MATLAB/Simulink is used 
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in this dissertation as a fundamental tool to model CAV dynamic systems, developing and 

analyzing the motion planner and controller of CAVs. 

 PTV VISSIM is a microscopic multi-modal traffic flow simulation software 

package developed by Planung Transport Verkehr AG in Germany [81]. Specifically, 

VISSIM Application Programmer’s Interface (API) package enables users to integrate 

external applications to take influence on the traffic simulation. In this dissertation, we 

implement the proposed vehicle control methodologies in the DriverModel.DLL by C++, 

which can be assigned to specific vehicle types in VISSIM and overwrite the standard 

driving behavior. Additionally, the EmissionsModel.DLL is provided by VISSIM to add 

user-defined emission models, where we implement the MOVES model to perform 

analysis on the environmental impacts of the system. 

The emergence of the CAV technology triggers a challenging system modeling 

problem: Traditional modeling tools that consider only one target vehicle can no longer be 

adopted since we need to also consider a CAV’s surrounding environment, such as other 

vehicles, road infrastructure, and pedestrians. Microscopic traffic simulators, such as 

SUMO, Aimsun, and aforementioned PTV VISSIM, provide the options for researchers to 

model a relatively large amount of vehicles in a traffic environment [82], [83]. However, 

users of such simulators cannot model full dynamics of vehicles, and neither can they get 

involved in the control of vehicles. Conversely, game engines are able to model complex 

virtual reality environments, and also allow users (i.e., game players) to get fully immersed 

in the simulation game. 
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The Unity game engine used in this dissertation integrates a custom rendering 

engine with the Nvidia PhysX physics engine and Mono, the open source implementation 

of Microsoft’s .NET libraries [84]. Unity has been widely used to build simulation 

platforms. Graighead et al. implemented the Search and Rescue Game Environment 

(SARGE) with Unity, where robotic vehicles in this environment are equipped with various 

sensors, such as 3D camera, GPS, odometer, inertial measurement unit (IMU), and planar 

laser ranging [85]. KTH Royal Institute of Technology in Sweden conducted several 

studies on the visualization of truck platooning using Unity [86], [87]. Toyota 

InfoTechnology Center in USA also contributed a series of work to the vehicle prototyping 

research by Unity. Yamaura et al. built a virtual prototype of advanced driver-assistance 

systems (ADAS) with a closed-loop simulation framework that consists of four tools: 

Unity, Simulink, OpenMETA, and Dymola [88]. Kim et al. proposed several research 

directions and potential approaches for testing autonomous vehicle software in a virtual 

prototyping environment using Unity, from the perspective of test criteria and test case 

generation [89]. As an extended work of that work, Dai et al. presented a co-simulation 

tool-chain for the automated optimization of various parameters in the virtual prototyping 

environment [90]. In general, Unity has the following advantages over other simulation 

tools: 

 Graphics and visualization: Since Unity is designed for developers to develop 3D 

video games, it has an impressive capability of graphics rendering and visualization. 

It streamlines the demonstration of the proposed CAV technology to the audience, 
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especially to the general public (without knowing technical details). This is the 

primary reason why we selected Unity for performing ABMS of CAVs. 

 Integration with driving simulator: Unity provides easy access to change the input 

equipment, which makes it possible to integrate it with driving simulator hardware. 

Since we want to compare the proposed CAV technology with the baseline, using 

driving simulator hardware with human-in-the-loop simulation is more realistic 

than simply applying some human driver models in the simulation. 

 Asset store: Unity has an official asset store where Unity developers and users can 

upload and download different Unity assets, which allows Unity users to develop 

their own game environment based on others’ previous work, instead of building 

things from scratch. 

 Documentation and community: Unity provides thorough, well-organized, and 

easy-to-read documentation covering how to use each component in Unity, and an 

online commUnity website for all Unity users to ask and answer questions. 

MOVES is developed by U.S. Environmental Protection Agency (EPA), which 

creates emission factors or emission inventories for both on-road motor vehicles and non-

road equipment [99]. Its purpose is to provide an accurate estimate of emissions from cars, 

trucks and non-highway mobile sources under a wide range of user-defined conditions. In 

this dissertation, we extract the main functions of MOVES based on the database provided 

on U.S. EPA’s official website, and develop customized versions in MATLAB and PTV 

VISSIM. In such a manner, the energy consumption and pollutant emission results can be 
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directly computed during our simulations, instead of outputting vehicle speed profiles in 

each simulation scenario and inputting them in the official MOVES’ application.  
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3 DISTRIBUTED COOPERATIVE SYSTEMS WITH V2V 

COMMUNICATION 

3.1 Introduction and Background 

Recently, the rapid development of our transportation systems has led to a world-

wide economic prosperity, where transportation for both passengers and goods is much 

more convenient both domestically and internationally. The number of motor vehicles 

worldwide is estimated to be more than 1 billion now, and will double again within one or 

two decades [1]. Such a huge quantity of motor vehicles and intensive transportation 

activities have brought about various social-economic issues. For example, more than 

30,000 people still perish from roadway crashes on U.S. highways every year [2]. For the 

past few years, cities that have experienced more economic improvements are at a higher 

risk to face worsening traffic conditions, resulting in increased pollutant emissions and 

decreased travel efficiency. In terms of average time wasted on the road, Los Angeles for 

example tops the global ranking with 104 hours spent in congestion per commuter during 

the year of 2016 [3]. It was also estimated by [4] that there were 3.1 billion gallons of 

energy wasted worldwide due to traffic congestion in 2014, which equated to 

approximately 19 gallons per commuter. 

Significant efforts have been made around the world to address these transportation 

issues. Many propose to simply expand our existing transportation infrastructure to help 

solve these traffic-related problems. However, this is not only costly, but also has many 

negative social and environmental effects. As an alternative solution, the development of 

connected and automated vehicle (CAV) can help better manage traffic, thus improving 
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traffic safety, mobility, and reliability without the cost of infrastructure buildout. One of 

the more promising CAV applications is Cooperative Adaptive Cruise Control (CACC), 

which extends Adaptive Cruise Control (ACC) with CAV technology (e.g., mainly via 

V2V communication) [6]. By sharing information among vehicles, a CACC system allows 

vehicles to form platoons and be driven at harmonized speeds with constant time headways 

between vehicles. The main advantages of a CACC system are: a) connected and 

automated driving is safer than human driving by minimizing driver distractions; b) 

roadway capacity is increased due to the reduction of inter-vehicle time gaps without 

compromising safety; c) fuel consumption and pollutant emissions are reduced due to the 

reductions of both unnecessary acceleration maneuvers and aerodynamic drag on the 

vehicles in the platoon [91]. 

3.2 Distributed Consensus-Based CACC System 

3.2.1 Problem Statement 

Given the second-order dynamics of a vehicle 𝑖 

�̇�𝑖(𝑡) = 𝑣𝑖(𝑡)       (3-1) 

�̇�𝑖(𝑡) = 𝑎𝑖(𝑡)       (3-2) 

𝑎𝑖(𝑡) =
1

𝑚
[𝐹𝑛𝑒𝑡𝑖(𝑡) − 𝑅𝑖𝑇𝑏𝑟𝑖(𝑡) − 𝑐𝑣𝑖𝑣𝑖(𝑡)

2 − 𝑐𝑝𝑖𝑣𝑖(𝑡) − 𝑑𝑚𝑖(𝑡)]  (3-3) 

where 𝑟𝑖(𝑡) , 𝑣𝑖(𝑡)  and 𝑎𝑖(𝑡)  denote the longitudinal position, longitudinal speed and 

longitudinal acceleration of vehicle 𝑖  at time 𝑡 , respectively, 𝑚𝑖  denotes the mass of 

vehicle 𝑖 , 𝐹𝑛𝑒𝑡𝑖(𝑡)  denotes the net engine force of vehicle 𝑖  at time 𝑡 , which mainly 

depends on the vehicle speed and the throttle angle, 𝑅𝑖 denotes the effective gear ratio from 
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the engine to the wheel of vehicle 𝑖, 𝑇𝑏𝑟𝑖(𝑡) denotes the brake torque of vehicle 𝑖 at time 𝑡, 

𝑐𝑣𝑖 denotes the coefficient of aerodynamic drag of vehicle 𝑖, 𝑐𝑓𝑖 denotes the coefficient of 

friction force of vehicle 𝑖, 𝑑𝑚𝑖(𝑡) denotes the mechanical drag of vehicle 𝑖 at time 𝑡.  

The following equations can then be derived from the principle of vehicle dynamics 

when the braking maneuver is deactivated, i.e., vehicle 𝑖 is accelerating by the net engine 

force: 

𝐹𝑛𝑒𝑡𝑖(𝑡) = �̈�𝑖(𝑡)𝑚𝑖 + 𝑐𝑣𝑖�̇�𝑖(𝑡)
2 + 𝑐𝑝𝑖�̇�𝑖(𝑡) + 𝑑𝑚𝑖(𝑡)   (3-4) 

and when the braking maneuver is activated, i.e., vehicle 𝑖 decelerates by the brake torque: 

𝑇𝑏𝑟𝑖(𝑡) =
�̈�𝑖(𝑡)𝑚𝑖+𝑐𝑣𝑖�̇�𝑖(𝑡)

2+𝑐𝑝𝑖�̇�𝑖(𝑡)+𝑑𝑚𝑖(𝑡)

𝑅𝑖
     (3-5) 

It should be noted that the net engine force is a function of the vehicle speed and 

the throttle angle, which is generally based on the steady-state characteristics of engine and 

transmission systems, and the mathematical derivation can be referred to [94], [95]. 

Generally, the longitudinal control command of a vehicle is based on a hierarchical 

strategy, where the high-level controller (eq. (3-1) and (3-2)) generates a target 

acceleration, while the low-level controller commands the vehicle actuators to track the 

target acceleration (eq. (3-3)). In this dissertation, we focus on the high-level vehicle 

controller, where we propose the online feedforward/feedback longitudinal controller 

based on the predecessor following information flow topology of a string of vehicles, 

where the following vehicle only gets information from its immediate leading vehicle 

through V2V communications. 
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In this section, we propose the different algorithms based on the predecessor 

following information flow topology of a string of vehicles, where the following vehicle 

only gets information from its immediate leading vehicle through V2V communications. 

Given that, the problem can be generalized as a car-following problem shown as the 

following figure. 

 

Figure 3-1. Typical information flow topologies 

In this figure, the term 𝑙𝑗  denotes the length of vehicle 𝑗 . As can be seen, the 

following vehicle 𝑖  receives information from the leading vehicle 𝑗  through V2V 

communications. Therefore, the problem of forming a predecessor following string of 

vehicles can be formulated as that, given determined 𝑙𝑖  and 𝑙𝑗 , and 𝑟𝑖(0), 𝑣𝑖(0), 𝑎𝑖(0), 

𝑟𝑗(0), 𝑣𝑗(0), 𝑎𝑗(0), how to apply a longitudinal control algorithm such that 

𝑟𝑖(𝑡) → 𝑟𝑗(𝑡) − 𝑟ℎ𝑒𝑎𝑑𝑤𝑎𝑦     (3-6) 

𝑣𝑖(𝑡) → 𝑣𝑗(𝑡)       (3-7) 

𝑎𝑖(𝑡) → 𝑎𝑗(𝑡)       (3-8) 

where “→” means the value on the left-hand side converges to the value on the right-hand 

side, 𝑟ℎ𝑒𝑎𝑑𝑤𝑎𝑦 is the desired distance headway between two vehicles.  
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3.2.2 Distributed Consensus Algorithm 

We represent the information flow topology of a distributed network of vehicles by 

using a directed graph 𝒢 =  (𝒱, ℰ), where 𝒱 = {1, 2, … , 𝑛} is a finite nonempty node set 

and ℰ ⊆ 𝒱 ×  𝒱 is an edge set of ordered pairs of nodes, called edges. The edge (𝑖, 𝑗) ∈ ℰ 

denotes that vehicle 𝑗 can obtain information from vehicle 𝑖. However, it is not necessarily 

true in reverse. The neighbors of vehicle 𝑖 are denoted by 𝒩𝑖 = {𝑗 ∈ 𝒱: (𝑖, 𝑗) ∈ ℰ}. The 

topology of the graph is associated with an adjacency matrix 𝒜 = [𝑎𝑖𝑗] ∈ ℝ, which is 

defined such that 𝑎𝑖𝑗 = 1 if edge (𝑗, 𝑖) ∈ ℰ, 𝑎𝑖𝑗 = 0 if edge (𝑗, 𝑖) ∉ ℰ, and 𝑎𝑖𝑖 = 0. ℒ =

[ℓ𝑖𝑗] ∈ ℝ (i.e., ℓ𝑖𝑗 = −𝑎𝑖𝑗 , 𝑖 ≠ 𝑗 , ℓ𝑖𝑖 = ∑ 𝑎𝑖𝑗
𝑛
𝑗=1,𝑗≠𝑖 ) is the nonsymmetrical Laplacian 

matrix associated with 𝒢. A directed spanning tree is a directed tree formed by graph edges 

that connects all the nodes of the graph. 

Before proceeding to designing our distributed consensus algorithm for the CACC 

system, we recall here some basic consensus algorithms which can be used to apply similar 

dynamics on the information states of vehicles. If the communication between vehicles in 

the distributed networks is continuous, then a differential equation can be used to model 

the information state update of each vehicle.  

The single-integrator consensus algorithm [92] is given by  

�̇�𝑖(𝑡) =  −∑ 𝑔𝑖𝑗𝑘𝑖𝑗 (𝑟𝑖(𝑡) − 𝑟𝑗(𝑡))
𝑛
𝑗=1 , 𝑖 ∈  𝑉   (3-9) 

where 𝑥𝑖 ∈  ℝ, 𝑘𝑖𝑗 > 0, 𝑔𝑖𝑗 = 1 if information flows from vehicle 𝑗 to 𝑖 and 0 otherwise, 

∀𝑖 ≠ 𝑗. The adjacency matrix 𝐴 of the information flow topology is defined accordingly as 
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𝑎𝑖𝑖 = 0 and 𝑎𝑖𝑗 = 𝑔𝑖𝑗𝑘𝑖𝑗 , ∀𝑖 ≠ 𝑗 . This consensus algorithm guarantees convergence of 

multiple agents to a collective decision via local interactions. 

The former equation can be extended to second-order dynamics to better model the 

movement of a physical entity, such as a CAV. For a second-order model, the double-

integrator consensus algorithm [93] is given by 

{
 

 
�̇�𝑖(𝑡) = 𝑣𝑖(𝑡)                                             

�̇�𝑖(𝑡) = −∑ 𝑔𝑖𝑗𝑘𝑖𝑗 (𝑟𝑖(𝑡) − 𝑟𝑗(𝑡))
𝑛
𝑗=1

                      +𝛾𝑔𝑖𝑗𝑘𝑖𝑗 (𝑣𝑖(𝑡) − 𝑣𝑗(𝑡)) , 𝑖 ∈  𝑉

    (3-10) 

where 𝑥𝑖 ∈  ℝ, 𝑣𝑖  ∈  ℝ, 𝑘𝑖𝑗 > 0, 𝛾 > 0, and 𝑔𝑖𝑗 = 1 if information flows from vehicle 𝑗 

to 𝑖 and 0 otherwise, ∀𝑖 ≠ 𝑗.  

3.2.3 Feedforward/Feedback Consensus Algorithm 

3.2.3.1 Introduction 

Most existing relevant works adopt the same set of control parameters (i.e., 

damping gains) independently of certain driving scenario characteristics [30], [31], [96], 

[97]. Such uniform assignment of control gains may not guarantee the constraints of the 

proposed longitudinal control algorithms under some driving scenarios. For example, the 

algorithm might work well when the initial speed difference of two vehicles are relatively 

small, and the initial headway is relatively large. However, when the initial conditions of 

these parameters change dramatically but the control gains remain the same, some 

overshoot of the headway might appear during the convergence process. Although the 

dynamics of two vehicles will still converge to consensus eventually, safety constraints 

cannot be satisfied since rear-end collision between vehicles will happen. The convergence 
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to stability might also take a very long time, making the algorithm inefficient. Additionally, 

the speed or acceleration can change dramatically during a short period without considering 

the riding comfort of human passengers. These are the issues we want to address in this 

dissertation by developing an online feedforward/feedback longitudinal controller, where 

the block diagram is shown as Figure 3-2. 

 
Figure 3-2. Typical information flow topologies 

3.2.3.2 Feedback Control: Distributed Consensus Algorithm 

Based on aforementioned consensus algorithm eq. (3-10), a double-integrator 

distributed consensus longitudinal control algorithm for CAVs is proposed as 

�̇�𝑖(𝑡) = 𝑣𝑖(𝑡)          (3-11) 

�̇�𝑖(𝑡) = −𝛼𝑖𝑗𝑘𝑖𝑗 ∙ [(𝑟𝑖(𝑡) − 𝑟𝑗 (𝑡 − 𝜏𝑖𝑗(𝑡)) + 𝑙𝑗 + 𝑣𝑖(𝑡) ∙ (𝑡𝑖𝑗
𝑔 (𝑡) + 𝜏𝑖𝑗(𝑡))) + 𝛾𝑖 ∙

(𝑣𝑖(𝑡) − 𝑣𝑗 (𝑡 − 𝜏𝑖𝑗(𝑡)))],  𝑖, 𝑗 ∈ ℋ (3-12) 

where 𝜏𝑖𝑗(𝑡) denotes the time-variant communication delay between two vehicles, 𝑡𝑖𝑗
𝑔
(𝑡) 

is the time-variant desired time gap between two vehicles, which can be adjusted by many 

factors like road grade, vehicle mass, braking ability, etc. The term [𝑙𝑗 + 𝑣𝑖(𝑡) ∙
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(𝑡𝑖𝑗
𝑔 (𝑡) + 𝜏𝑖𝑗(𝑡))] is another form of the term 𝑟ℎ𝑒𝑎𝑑𝑤𝑎𝑦 . The longitudinal position and 

speed converges to position consensus and speed consensus, respectively as 

𝑟𝑖(𝑡) → [𝑟𝑗 (𝑡 − 𝜏𝑖𝑗(𝑡)) − 𝑙𝑗 − 𝑣𝑖(𝑡) ∙ (𝑡𝑖𝑗
𝑔 (𝑡) + 𝜏𝑖𝑗(𝑡))]  (3-13) 

𝑣𝑖(𝑡) → 𝑣𝑗 (𝑡 − 𝜏𝑖𝑗(𝑡))      (3-14) 

If we define 𝑟�̃� and 𝑣�̃� as the position error and speed error of vehicle 𝑖 with respect 

to the leading vehicle of a vehicle string (i.e., the desired values of all following vehicles 

in the string), then this problem can be rewritten as 

�̇�𝑖(𝑡) = 𝑣𝑖(𝑡)            (3-15) 

�̇�𝑖(𝑡) = −𝛼𝑖𝑗𝑘𝑖𝑗 ∙ [(𝑟�̃�(𝑡) − 𝑟�̃� (𝑡 − 𝜏𝑖𝑗(𝑡))) + 𝛾𝑖 ∙ (𝑣�̃�(𝑡) − 𝑣�̃� (𝑡 − 𝜏𝑖𝑗(𝑡)))],

𝑖, 𝑗 ∈ ℋ(3-16) 

If we further define the dynamics of the vehicle in a compact form as 

�̃� = [�̃�1
𝑇 , �̃�2

𝑇 , … , �̃�𝑖
𝑇 , … , �̃�𝑛

𝑇]𝑇      (3-17) 

�̃� = [�̃�1
𝑇 , �̃�2

𝑇 , … , �̃�𝑖
𝑇 , … , �̃�𝑛

𝑇]𝑇      (3-18) 

then the state vector can be defined as 

�̃� = [�̃�𝑇 �̃�𝑇]𝑇        (3-19) 

The double-integrator vehicle dynamics in equation eq. (3-11) and (3-12) can be 

further transformed into a compact form as 

�̇̃�(𝑡) = Γ1�̃�(𝑡) + Γ𝑘�̃�(𝑡 − 𝜏𝑘(𝑡))         (3-20) 

Γ1 = [
0𝑛×𝑛 𝐼𝑛×𝑛
−�̃� −𝛾�̃�

] , Γ𝑘 = [
0𝑛×𝑛 0𝑛×𝑛
�̃�𝑘 𝛾�̃�𝑘

]    (3-21) 

�̃� =  diag{𝛼12, 𝛼23, … , 𝛼𝑖𝑗 , … , 𝛼(𝑛−1)𝑛}               (3-22) 
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where 𝜏𝑘(𝑡) , 𝑘 = 1, 2, … ,𝑚  with 𝑚 ≤ 𝑛(𝑛 − 1) is defined as an element of the time-

varying communication delay 𝜏𝑖𝑗(𝑡). 

Given the Leibniz-Newton formula 

�̃�(𝑡 − 𝜏𝑘(𝑡)) = �̃�(𝑡) − ∫ �̇̃�(𝑡 + 𝑠)𝑑𝑠
0

−𝜏𝑘(𝑡)
      

= �̃�(𝑡) − Γ𝑙 ∫ �̃�(𝑡 + 𝑠 − 𝜏𝑙(𝑡 + 𝑠))𝑑𝑠
0

−𝜏𝑘(𝑡)
      (3-23) 

where 𝑙 = 0, 1, 2, … ,𝑚, and after substitution we have 

�̇̃�(𝑡) = 𝐵�̃�(𝑡) − Γ𝑘Γ𝑙 ∫ �̃�(𝑡 + 𝑠 − 𝜏𝑙(𝑡 + 𝑠))𝑑𝑠
0

−𝜏𝑘(𝑡)
       (3-24) 

𝐵 = Γ1 + Γ𝑘 = [
0𝑁×𝑁 𝐼𝑁×𝑁
−�̅� −𝛾�̅�

]             (3-25) 

where �̅� = −�̃� + �̃�𝑘. 

If there exists a directed spanning tree in the platoon information flow topology 𝒢, 

and the control gain 𝛾 suffices 

𝛾𝑖 > max
𝜇𝑖∈𝜂(�̅�)

{
|Im{𝜇𝑖}|

√|Re{𝜇𝑖}|∙|𝜇𝑖|
}    (3-26) 

where 𝜇𝑖 is the 𝑖th eigenvalue of �̅�, and 𝜂(�̅�) is the set of all eigenvalues of �̅�, then there 

exists a constant 𝜏0 > 0 such that when 0 ≤ 𝜏𝑘 ≤ 𝜏0 (𝑘 = 1, 2, … ,𝑚 ), the vehicles in the 

same string can achieve consensus as defined in equation eq. (3-6) and (3-7). 

String stability is a desirable characteristic for vehicle strings to attenuate either 

distance error, velocity or acceleration along upstream direction, and therefore guarantee 

the safety of the longitudinal control algorithm. If we consider vehicle 𝑖  as a following 

vehicle 𝑗 (= 𝑖 − 1), then we can write eq. (3-12) in the Laplace domain with time-variant 

communication delay set to a constant value 𝜏 as 
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𝐴𝑖(𝑠) = −𝛼𝑖(𝑖−1)𝑘𝑖(𝑖−1) ∙ [(𝑅𝑖(𝑠) − 𝑅(𝑖−1)(𝑠)𝑒
−𝜏𝑠 +

𝑙𝑖−1

𝑠
+

             𝑉𝑖(𝑠)𝑒
−𝜏𝑠

(𝑡𝑖(𝑖−1)
𝑔

+𝜏)

𝑠
) + 𝛾𝑖(𝑉𝑖(𝑠) − 𝑉𝑖−1(𝑠)𝑒

−𝜏𝑠)] , 𝑖 ∈ ℋ   (3-27) 

After some algebraic manipulations when assuming low frequency condition, the 

following equation can be derived 

 
𝐴𝑖(𝑠)

𝐴𝑖−1(𝑠)
=

𝛼𝑖(𝑖−1)𝑘𝑖(𝑖−1)∙[𝑒
−𝜏𝑠+𝑠𝑒−𝜏𝑠(𝑡𝑖𝑗

𝑔
+𝜏)𝑏𝑖+𝑠𝛾𝑖𝑒

−𝜏𝑠]

𝑠2+ 𝛾𝑖𝑠+1
  (3-28) 

where the control gains 𝑘 and 𝛾 in eq. (3-12) can be chosen to guarantee 
𝐴𝑖(𝑠)

𝐴𝑖−1(𝑠)
≤ 1 and 

hence satisfy the string stability for all frequencies of interest. 

3.2.3.3 Feedforward Control: Online Parameter Modeling Algorithm 

As can be seen in the proposed consensus algorithm (3-12), there are two control 

gains 𝑘 and 𝛾. Although most existing literature proved convergence and string stability of 

their proposed consensus algorithms, whether they can satisfy real-world constraints 

during the implementation is not known. Since most works only adopt one initial condition 

of vehicles in the simulation study, one single set of well-defined control gains worked 

well under that condition. However, given different initial states of CAVs, the consensus 

algorithm tends to behave differently in terms of overshoot, convergence rate and 

maximum changing rate. A set of control gains working well under one initial condition 

does not necessarily mean working well under all other initial conditions. Finding the ideal 

value of control gains in real time when the initial conditions of vehicles are dynamically 

changing remains an unsolved problem. 
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In this section, we propose the feedforward control-based parameter modeling 

algorithms, aiming to find the ideal values of control gains in terms of different initial states 

of the leading vehicle and the following vehicle by building up a lookup table. Given the 

second-order dynamics of vehicles as equation (3-1) and (3-2), the initial condition of the 

following vehicle 𝑖  and the leading vehicle 𝑗  are (𝑟𝑖(𝑡0), 𝑣𝑖(𝑡0), 𝑎𝑖(𝑡0))  and (𝑟𝑗 (𝑡0 −

𝜏𝑖𝑗(𝑡0)) , 𝑣𝑗 (𝑡0 − 𝜏𝑖𝑗(𝑡0)) , 𝑎𝑗 (𝑡0 − 𝜏𝑖𝑗(𝑡0))), where 𝑡0 denotes the initial time step when 

the consensus algorithm is applied. Since the proposed double-integrator consensus 

algorithm (3-12) does not consider the acceleration of the leading vehicle, and the positions 

of vehicles are only calculated as their difference, the initial condition of the proposed 

consensus algorithm can be simplified to (∆𝑟𝑖𝑗(𝑡0), 𝑣𝑖(𝑡0), 𝑣𝑗 (𝑡0 − 𝜏𝑖𝑗(𝑡0))) , where 

∆𝑟𝑖𝑗(𝑡0) = 𝑟𝑗 (𝑡0 − 𝜏𝑖𝑗(𝑡0)) − 𝑟𝑖(𝑡0). The reason we cannot simplify the initial speed of 

two vehicles into one term is that the term 𝑣𝑖(𝑡0)  is also calculated in the position 

consensus term (3-6), so the value of each vehicle’s speed matters to the consensus 

algorithm. 

Every time the consensus algorithm (3-12) starts to run on the vehicle 𝑖, the value 

of control gains 𝑘𝑖𝑗  and 𝛾 can be set in real time with the initial condition of vehicles 

(∆𝑟𝑖𝑗(𝑡0), 𝑣𝑖(𝑡0), 𝑣𝑗 (𝑡0 − 𝜏𝑖𝑗(𝑡0))). The method is to build a 3-dimension lookup table 

ahead of time covering certain possible values of the initial conditions within certain sets, 

and the ideal values of control gains can be picked from certain sets of candidates. The 
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three major constraints we consider when choose the ideal control gains are: safety, 

efficiency, and comfort. 

Constraint 1: Safety Constraint. The overshoot of the algorithm influences the 

safety of the longitudinal motion controller. Since the consensus algorithm is proposed to 

control the longitudinal motion of vehicles, overshoot of the longitudinal position might 

cause rear-end collision between two vehicles. Therefore, the following constraint should 

be satisfied to guarantee the safety of the longitudinal motion controller 

𝑟𝑗 (𝑡 − 𝜏𝑖𝑗(𝑡)) − 𝑟𝑖(𝑡) > 𝑙𝑗 , 𝑡 ∈ [𝑡0, 𝑡𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠]   (3-29) 

where 𝑡𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠 denotes the time step when consensus is reached. If the headway between 

the leading vehicle and the following vehicle is no greater than the length of the leading 

vehicle, a rear-end collision happens. Control gains should be set to guarantee no overshoot 

of the headway. 

Constraint 2: Efficiency Constraint. The convergence rate of the consensus 

algorithm influences the efficiency of the longitudinal motion controller. If the 

convergence process takes a relatively long time, the traffic mobility and roadway capacity 

are highly affected during this process. Specifically, if the consensus algorithm is applied 

to control the longitudinal motion of ramp merging vehicles, slow convergence rate also 

introduces safety issue since consensus must be reached before two vehicles merge with 

each other. Control gains should be set with the least time to consensus min 𝑡𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠 

(they need to firstly satisfy constraint). Consensus is reached when the following 

constraints are satisfied 
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|𝑟𝑗 (𝑡𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠 − 𝜏𝑖𝑗(𝑡𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠)) − 𝑟𝑖(𝑡𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠)| ≤ 𝜂𝑟 ∙ [𝑙𝑗 + 𝑣𝑖(𝑡𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠) ∙

(𝑡𝑖𝑗
𝑔 (𝑡𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠) + 𝜏𝑖𝑗(𝑡𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠))]          (3-30) 

|𝑣𝑗 (𝑡𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠 − 𝜏𝑖𝑗(𝑡𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠)) − 𝑣𝑖(𝑡𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠)| ≤ 𝜂𝑣 ∙ 𝑣𝑗 (𝑡𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠 −

𝜏𝑖𝑗(𝑡𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠))            (3-31) 

|𝑎𝑖(𝑡𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠)| ≤ 𝛿𝑎     (3-32) 

|𝑗𝑒𝑟𝑘𝑖(𝑡𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠)| ≤ 𝛿𝑗𝑒𝑟𝑘    (3-33) 

where 𝑗𝑒𝑟𝑘𝑖  is the derivative of vehicle 𝑖 ’s acceleration/deceleration, 𝜂𝑟  and 𝜂𝑣  are 

proportional thresholds of the headway consensus and speed consensus, respectively, 𝛿𝑎 

and 𝛿𝑗𝑒𝑟𝑘 are differential thresholds of acceleration and jerk consensus, respectively. 

Constraint 3: Comfort Constraint. The maximum changing rate of the consensus 

algorithm is defined as the maximum absolute value of acceleration/deceleration and jerk. 

This factor influences the ride comfort of the proposed longitudinal motion controller. A 

high maximum changing rate does not necessarily mean a high convergence rate, since 

algorithm (3-12) can either converge to consensus within a relatively short time but in a 

smooth manner, or converges to consensus within a relatively long time but change 

extremely fast at first. In this constraint, the maximum absolute value of 

acceleration/deceleration and jerk matter, since passengers on the vehicle would expect a 

comfort ride with acceleration/deceleration and jerk limited to certain intervals. The 

maximum changing rate of the consensus algorithm is evaluated by defining a parameter 

Ω as 
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Ω𝑖 = 𝜔1 ∙ max
 𝑡∈[𝑡0,𝑡𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠]

(|𝑎𝑖
max(𝑡)|, |𝑑𝑖

max(𝑡)|) + 𝜔2 ∙

max
 𝑡∈[𝑡0,𝑡𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠]

(|𝑗𝑒𝑟𝑘𝑖
max(𝑡)|, |𝑗𝑒𝑟𝑘𝑖

min(𝑡)|), 𝑡 ∈ [𝑡0, 𝑡𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠]      (3-34) 

where 𝑎𝑖
max , 𝑑𝑖

max , 𝑗𝑒𝑟𝑘𝑖
max  and 𝑗𝑒𝑟𝑘𝑖

min  denote the maximum acceleration, maximum 

deceleration, maximum jerk and minimum jerk of vehicle 𝑖, respectively, and 𝜔1 and 𝜔2 

are weighting parameters. Control gains should be set with the minimum value of Ω in this 

constraint. 

Upon proposing above three constraints, we propose Algorithm 1 to build the 3-

dimension lookup table for choosing the control gains. The set of ∆𝑟𝑖𝑗  contains 𝜁1 

elements, the set of 𝑣𝑖  contains 𝜁2  elements, and the set of 𝑣𝑗  contains 𝜁3  elements, 

therefore, the size of this lookup table is 𝜁1 × 𝜁2 × 𝜁3. These three sets Π∆𝑟𝑖𝑗 , Π𝑣𝑖 and Π𝑣𝑗  

are sorted set with ascending order. Each combination of these three parameters maps to 

an ideal value of 𝑘 and an ideal value of 𝛾, out of their sets Π𝛾 and Π𝑘. Note that some 

specific initial condition cannot satisfy Constraint 1, as shown on line 04-05 of Algorithm 

1. In that case, no value of control gains is generated, considering algorithm (3-12) being 

not functional under that particular condition. 

Once the lookup table has been generated, the initial condition of vehicles does not 

always match certain values while implementing algorithm (3-12) 

(∆𝑟𝑖𝑗(𝑡0), 𝑣𝑖(𝑡0), 𝑣𝑗 (𝑡0 − 𝜏𝑖𝑗(𝑡0))) ≠ (∆𝑟𝑖𝑗𝜉1, 𝑣𝑖𝜉2, 𝑣𝑗𝜉3)  (3-35) 

Therefore, in order to find the ideal values of control gains given different initial 

conditions, the Algorithm 2 is proposed. If the initial states of vehicles fall out of the ranges, 

invalid values are returned as shown on line 02-03, meaning no values of 𝛾 and 𝑘 could be 
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selected by the online parameter modeling protocol. In such rare cases, algorithm (3-12) 

cannot guarantee all three constraints and will not be applied to control the vehicle. The 

default car-following algorithm and lane changing algorithm equipped on the vehicle 

(whatever they are) will be applied to control the longitudinal and lateral vehicle motion, 

respectively. 
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3.2.3.4 Simulation Results 

In this section, we conduct numerical simulations to verify the effectiveness of the 

proposed longitudinal motion controller for CAV in car-following scenarios, which are 

based on the following four scenarios with different initial conditions of vehicles. These 

four scenarios stand for different typical initial conditions of vehicles, where ∆𝑟𝑖𝑗(𝑡0) can 

be either positive or negative, and 𝑣𝑖(𝑡0)  can be either larger or smaller than 

𝑣𝑗 (𝑡0 − 𝜏𝑖𝑗(𝑡0)). As shown in  

Table II, the initial headway between the leading vehicle 𝑗  and the following 

vehicle 𝑖 is a negative value in scenario 3 and 4. Since the proposed longitudinal motion 

controller is not only for car-following cases on the same lane (e.g., platooning), where the 

following vehicle is physically behind the leading vehicle, it can also be applied to ramp 

merging or intersection crossing cases, where the leading vehicle can be projected on the 

same lane as the following vehicle. Therefore, the initial distance headway between them 

can be negative. 
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Table II Settings of Simulation Scenarios. 

 

The parameters of the lookup table are set as: Π∆𝑟𝑖𝑗 = {−100, −90,… ,100}(m), 

Π𝑣𝑖 = {2,4, … ,34}(m/s), Π𝑣𝑗 = {2,4, … ,34} (m/s), Π𝛾 = {1,2, … ,10} , 𝑘 = 0.1 , 𝜁1 = 21 , 

𝜁2 = 17 , 𝜁3 = 17 . The threshold parameters in Constraint 3 are set as 𝜂𝑟 = 𝜂𝑣 =

0.05, 𝛿𝑎 = 0.001, 𝛿𝑗𝑒𝑟𝑘 = 0.005. For the sake of simplicity while simulating algorithm (9), 

we assume the communication delay 𝜏𝑖𝑗(𝑡) is a constant value of 60 ms [103]. The length 

of a vehicle is set as 𝑙𝑗 = 5 m, and the desired time gap 𝑡𝑖𝑗
𝑔 (𝑡) is set as a constant value of 

0.7 s. We compare the proposed algorithm with respect to the widely cited CACC 

algorithm proposed by van Arem et al. [30], and also with the author’s algorithm (3-12). 

The speed trajectories of the leading vehicle and the following vehicle under 

different scenarios are shown in Figure 3-3, where each scenario has three different speed 

trajectories of the following vehicle’s speed 𝑣𝑖(𝑡). The simulation results in terms of 

efficiency and comfort are shown in Table III. Since all three algorithms satisfy the safety 

constraint in these scenarios, the headway overshoot results are not shown here. Compared 

to the consensus algorithm the authors developed previously, the proposed algorithm in 

this dissertation intensively decreases convergence time and maximum jerk. When 

compared to the consensus algorithm proposed by van Arem et al., the convergence time 

is also reduced in all four scenarios. Although the proposed algorithm introduces a 
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relatively higher maximum jerk in scenario 2 and 4, they are still in the comfort zone of a 

human passenger, which is [-10 m/s3, 10 m/s3] [122]. 

 

 

Figure 3-3. Speed trajectory of vehicles under different algorithms 

 

Table III Simulation Results. 

 

It should be noted that Constraint 2 has a higher priority than Constraint 3 in the 

proposed Algorithm 2, since the efficiency of the algorithm also relates to the ride safety 
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to some extent. For example, in scenario 2 and 4, the initial longitudinal position of the 

following vehicle is in front of the leading vehicle. If these two vehicles cannot converge 

to position consensus (i.e., the following vehicle is behind the leading vehicle) before they 

enter the conflict zone of a ramp merging or intersection crossing scenario, potential crash 

might occur. Therefore, the proposed algorithm outperforms the other two algorithms due 

to its reduction of convergence time in all these four scenarios. 

3.2.4 CACC System for Heterogeneous Vehicles 

3.2.4.1 Introduction 

The development of CAV can help better manage traffic, thus improving traffic 

safety, mobility, and reliability without the cost of infrastructure buildout. One of the more 

promising CAV applications is Cooperative Adaptive Cruise Control (CACC), which 

extends Adaptive Cruise Control (ACC) with CAV technology (e.g., mainly via V2V 

communication) [91]. By sharing information among vehicles, a CACC system allows 

vehicles to form platoons and be driven at harmonized speeds with constant time headways 

between vehicles. The main advantages of a CACC system are: a) connected and 

automated driving is safer than human driving by minimizing driver distractions; b) 

roadway capacity is increased due to the reduction of inter-vehicle time gaps without 

compromising safety; c) fuel consumption and pollutant emissions are reduced due to the 

reductions of both unnecessary acceleration maneuvers and aerodynamic drag on the 

vehicles in the platoon [100]. 
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The core of a CACC system is the vehicle-following control model, which depends 

on the vehicle information flow topology. The topology determines how all CAVs in a 

CACC system communicate with others, and it has been well studied by researchers. Zheng 

et al. [101] proposed some typical types of information flow topologies, including 

predecessor following, predecessor-leader following, and bidirectional. In our research, 

each vehicle in the CACC system only receives information from the predecessor (if it 

exists), which is exactly the predecessor following type. The vehicle-following controller 

efficiently describes the vehicle dynamics and cooperative maneuvers residing in the 

system. The performance and robustness of a CACC consensus algorithm were discussed 

in [102], where packet loss, network failures and beaconing frequencies were all taken into 

consideration when the simulation framework is built with the CACC controller developed 

by [103]. Bernardo et al. [104] designed a distributed control protocol to solve the 

platooning problem, which depends on a local action of the vehicle itself and a cooperative 

action received from the leader and neighboring vehicles. Lu et al. [105] used a nonlinear 

model to describe the vehicle longitudinal dynamics, where the engine power, gravity, road 

and tire resistance, and aerodynamics drag are all considered. However, since the 

complexity of such nonlinear models are problematic for system analysis, a linearized 

model is typically used for field deployment, such as the one in [106]. Amoozadeh et al. 

[107] developed a platoon management protocol for CACC vehicles, including CACC 

longitudinal control logic, platoon merge and split maneuvers, etc. In terms of inter-vehicle 

distance in motion (at relatively high speed), the existing vehicle-following models can be 

divided into two categories: one that regulates the spatial gap, where one vehicle follows 
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its predecessor with a fixed inter-vehicle distance [108]. The other is based on time gap or 

velocity dependent distance, where the inter-vehicle distance may vary with vehicle 

velocity and vehicle length by keeping a constant time headway. Our approach falls into 

the second category. 

Stability is a basic requirement to ensure the safety of a CACC system. The control 

system should be capable to deal with various disturbances and uncertainties. Laumônier 

et al. [109] proposed a reinforcement learning approach to design the CACC system, where 

the system is modeled as a Markov Decision Process incorporated together with stochastic 

game theory. They showed that the system was capable of damping small disturbances 

throughout the platoon. The uncertainties in communication network and sensor 

information were modeled by a Gaussian distribution in [110], which was applied to 

calculate the minimal time headway for safety reasons. Qin et al. [111] studied the effects 

of stochastic delays on the dynamics of connected vehicles by analyzing the mean 

dynamics. Plant and string stability conditions were both derived, and the results showed 

stability domains shrink along with the increases of the packet drop ratio or the sampling 

time. In [112] propagation of motion signals was attenuated by adjusting the controller 

parameters in the system, which guaranteed the so-called string stability of the platoon. 

Since the inherent communication time delay and vehicle actuator delay significantly limit 

the minimum inter-vehicle distance in view of string stability requirements, Xing et al. 

[113] carried out Padé approximations of the vehicle actuator delay to arrive at a finite-

dimensional model. It was shown in [114] that the standard constant time-gap spacing 

policy can guarantee string stability of the platoon as long as a sufficient large time gap is 
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maintained. In this dissertation, we also adopted the time-gap spacing policy, and selected 

time gap large enough to ensure the platoon’s string stability. A simulation study of platoon 

restoration after disturbances is demonstrated to further prove the string stability of our 

system.  

Communication plays a crucial role in the formation of a CACC system. The United 

States Department of Transportation (USDOT) developed a Connected Vehicle Reference 

Implementation Architecture (CVRIA) to provide the communication framework for 

different applications, including V2V and I2V communications [115]. IEEE 802.11p-based 

Dedicated Short-Range Communication (DSRC) has been developed by the automotive 

industry for use in V2V and I2V communication, considered as a promising wireless 

technology to improve both transportation safety and efficiency. Bai et al. [116] used a 

large set of empirical measurement data taken in various realistic driving environment to 

characterize communication properties of DSRC. Since the increase of CAVs in a certain 

coverage area may lead to a shortage of communication bandwidth, a distributed 

methodology is more advantageous for vehicular communication. In our study, the V2V 

communication is only conducted between predecessor and follower, making the proposed 

system more distributed.  

Essentially, the proposed system is different from a conventional Adaptive Cruise 

Control (ACC) system for the following reasons: 1) In the proposed system, although some 

forward ranging sensing techniques such as camera, radar and LIDAR (Light Detection 

and Ranging) might be needed as supplementary methods, the core technique for CAVs to 

form platoon is V2V communication. CAVs send their absolute position and instantaneous 
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velocity information measured by equipped sensors (e.g., high-precision GPS, inertial 

measurement unit, and on-board diagnostic system) to their followers by V2V 

communication. However, for a conventional ACC system, V2V communication is not 

enabled, where vehicles need to use their forward ranging sensing equipment to obtain 

predecessors’ information. 2) A conventional ACC system can only implement the 

function of vehicle following, however, the proposed CACC system allows individual 

vehicle to merge into the platoon by using V2V communication. “Ghost” vehicles are 

created as predecessors for following vehicles to follow, however, since they are virtual 

and only for V2V communication, it is impossible for forward ranging sensing techniques 

to sense them. 3) The measurement delay of forward ranging sensing techniques in a 

conventional ACC system is apparently different from the V2V communication delay of 

DSRC in the proposed system, which leads to different system behaviors in different 

scenarios, especially the one we talk about in the part 3.2 Platoon Restoration from 

Disturbances. 

Despite the advantages of consensus-based platooning approach for the CACC 

system, several issues are still needed to be addressed to improve the reliability and 

practicality: 

a) The primary V2V communication method being used nowadays is DSRC, which 

normally has a 300-meter transmission range [116]. As the transmission distance increases, 

the safety message reception probability dramatically decreases, and the relative signal 

strength index (RSSI) from DSRC antenna also decreases [117], [118]. However, many 

existing CACC systems such as [119] adopted predecessor-leader following information 
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flow topology, which required the leader of a platoon to communicate with all the vehicles 

in the broadcast mode. Therefore, when a platoon expands to a bigger size, the V2V 

communication between the leader with the last vehicle may introduce lower RSSI, or be 

impaired by obstructions along the platoon. In this dissertation, we adopt predecessor 

following information flow topology (i.e., “distributed”), where each vehicle in the platoon 

only communicates with its following vehicle to reach consensus of the whole platoon. 

Therefore, the platoon size is not limited by the DSRC transmission range, and the V2V 

communication has a higher safety message reception probability and a higher RSSI than 

in the predecessor-leader following topology. 

b) Most existing CACC-related research has only considered vehicles in the system 

as homogenous point mass models. However, in reality, vehicles should be heterogeneous 

with different lengths and braking performances. Therefore, we consider the vehicle length 

together with the position of GPS antenna on vehicle in this dissertation. Moreover, 

according to different braking performances, we assign different braking factors to 

different types of vehicles in our system, allowing the inter-vehicle distances to be 

weighted based on these factors. 

c) While the information flow topology and algorithm have been well studied, not 

many protocols have been developed to apply the theory to real-world transportation 

systems, especially for different traffic scenarios. In this dissertation, we design protocols 

for the normal platoon formation scenario, and merging and splitting scenario. Sensitivity 

analysis is also conducted to study the practical issues of the proposed CACC system, 

including the convergence rate of a platoon, the driving comfort for human passengers, and 
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the driving safety of the whole system. By optimizing the damping gain value of our 

algorithm, the proposed system is supposed to be efficient, comfortable, and safe. 

3.2.4.2 Normal Platoon Formation Protocol 

This protocol is designed for vehicles to form a platoon. For vehicle 𝑖 in our CACC 

system, it needs to check whether there is a predecessor in a certain distance 𝑟 after the 

platoon formation mode is activated.  

a) If yes, then vehicle 𝑖 will communicate with its predecessor and equation (3-12) will be 

applied, which enables vehicle 𝑖 to be a following vehicle; 

b) If no, then vehicle 𝑖 may become a leading vehicle of a platoon (where 𝑖 = 1) and 

cruise at a constant velocity. The driver can also take over the control to drive however 

he/she wants, but the vehicle may still potentially act as a leading vehicle of the platoon. 

After the above procedure, vehicle 𝑖 is in the distributed consensus-based CACC 

system, whether it plays the role of a following vehicle or a leading vehicle. However, the 

“following” and “leading” role for vehicle 𝑖 may switch under the following conditions: 

a) For a following vehicle 𝑖, if all of its predecessors move out of the distance 𝑟 

ahead of vehicle 𝑖, then vehicle 𝑖 changes from a following vehicle to a leading vehicle, 

where 𝑖 = 1; 

b) For a leading vehicle 𝑖 (i.e., 𝑖 = 1), if one or more vehicles move into the distance 

𝑟 ahead of vehicle 𝑖, then vehicle 𝑖 changes from a leading vehicle to a following vehicle, 

where 𝑖 = 2, …, 𝑛. 

Figure 3-4 shows the flowchart of this protocol for the distributed consensus-based 

CACC system. 



 

 

 

 

 

 

58 

 

Figure 3-4. Normal platoon formation protocol 

3.2.4.3 Merging and Splitting Maneuvers Protocol 

Normal platoon formation protocol addresses the longitudinal maneuvers, while 

merging and splitting maneuvers protocol is aimed at handling the lateral maneuvers (i.e., 

lane change). It is introduced in [120] that there are four different cases for the lane change 

within the platoon maneuvers: 1) free-agent-to-free-agent lane change, 2) free-agent-to-

platoon lane change, 3) platoon-to-free-agent lane change, and 4) platoon-to-platoon lane 

change. In this dissertation, we focus on the second and third cases. Since this part is about 

applying the proposed algorithm Eq. (3-12) to lane change scenarios, which is focused on 

gap creation and gap closure maneuvers implemented by V2V communication, the specific 

lane change behavior is considered as a manual driving behavior.  

For the case where vehicle 𝑖 (as a free agent) tries to merge into a platoon on the 

adjacent lane, after the merging mode is activated, vehicle 𝑖 will communicate with the 

platoon leader and decide which position it will be in the platoon, as shown in Figure 3-5 
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(a). If it decides to be the 𝑗th vehicle of the platoon after merging maneuvers, then a “ghost” 

vehicle with respect to vehicle 𝑗 − 1 in the platoon will be created on the lane vehicle 𝑖 is 

on, as shown in Figure 3-5 (b). This “ghost” vehicle has all the same parameters but the 

lateral position as vehicle 𝑗 − 1. Then, vehicle 𝑖  will automatically adjust its absolute 

position and velocity with the “ghost” vehicle by Eq. (3-12). After that, vehicle 𝑖 sends a 

merging signal to vehicle 𝑗 + 1 in the platoon, as shown in Figure 3-5 (c). Upon receiving 

the merging signal, a “ghost” vehicle with respect to vehicle 𝑖 is created in front of vehicle 

𝑗 + 1, and vehicle 𝑗 + 1 starts to adjust its absolute position and velocity to create a gap for 

vehicle 𝑖 by Eq. (3-12), as shown in Figure 3-5 (d). After the gap is fully created, vehicle 

𝑗 + 1 sends a confirmation signal to vehicle 𝑖, and vehicle 𝑖 merges into the platoon, as 

shown in Figure 3-5 (e). 
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(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

Figure 3-5 Merging maneuvers protocol (assuming merging into the 2nd position) 

The case where vehicle 𝑗 (in the platoon) tries to split from the platoon is easier. It 

is studied in [121] that there are two strategies for splitting maneuvers, or so-called CACC 

string dissolution. The most efficient action is for the departing driver to do a simple lane 
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change in the direction of the off-ramp. The other strategy is for the departing vehicle to 

deactivate the CACC function by tapping on the brakes before changing lanes, creating a 

split in the CACC string, and becoming the manually driver leader of the platoon until it 

moves out of the lane. In our system, we adopt the first strategy. After the splitting mode 

is activated, the driver can take over the lateral control of the vehicle and perform the lane 

change without adjusting the velocity longitudinally. After vehicle 𝑗 completes the lane 

change, vehicle 𝑗+1 will be informed that its predecessor changes from vehicle 𝑗 to vehicle 

𝑗 − 1, and therefore adjusts its velocity to close the gap. A new platoon is formed, where 

vehicle 𝑗 + 1 becomes vehicle 𝑗, and vehicle 𝑗 + 2 becomes vehicle 𝑗 + 1, and so on. 

3.2.4.4 Simulation Study and Results 

In the first scenario, we assume that there are four CAVs of different types (i.e., 2 

sedans, 1 SUV and 1 truck) driving at randomly varied velocities on the same lane of a 

highway. At a certain time (𝑡 = 0), they all switch on the platoon mode. From then on, 

they adjust their absolute positions and velocities based on Eq. (3-12) as well as normal 

platoon formation protocol to reach consensus and form a platoon. The vehicle parameters 

of this distributed consensus-based CACC system are listed in Table IV. 
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Table IV Comparison Results between Cooperative Merging and Baseline. 

 

As can be seen from Table IV, we assume vehicle 1 and 2 are sedans with vehicle 

lengths 5 m and braking factors 1, vehicle 3 is a SUV with a vehicle length 5 m and a 

braking factor 1.1, and vehicle 4 is a truck with a vehicle length 10 m and a braking factor 

1.6. We further assume the GPS antenna is located at a point of vehicle satisfying 2𝑙𝑖𝑓 =

3𝑙𝑖𝑟. The weighted inter-vehicle distances are used instead of time gaps to measure the 

consensus of vehicles’ absolute positions in a more intuitive manner.  

As a key parameter, the damping gain 𝛾 in Eq. (3-12) will affect the convergence 

rate of absolute positions and velocities of all the vehicles in the platoon. In this 

dissertation, 𝛾 =7 is set to all three simulation scenarios. More detailed analysis on how 

the value of 𝛾 may affect the system performance (e.g., driving safety, driving comfort) is 

conducted in the next section. By implementing our distributed consensus-based strategy, 

the simulation results of our CACC system are shown in Figure 3-6 (a)-(c). 

Figure 3-6 (a) shows that after the platoon mode is activated at 𝑡 = 0, all of the 

three unweighted inter-vehicle distance converge to 13 m at around 35 seconds. This 

unweighted inter-vehicle distance can be considered as a “virtual” target value we set for 
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the system to achieve, not the “real” inter-vehicle distance. Figure 3-6 (b) shows the results 

for weighted inter-vehicle distance. By introducing the braking factor, the steady state of 

weighted inter-vehicle distance varies with different vehicle pairs. The weighted inter-

vehicle distance indicates the “real” value for inter-vehicle distance in our CACC system. 

In this case, at the steady state of the system, vehicle 1 and vehicle 2 have a 13 m (0.43 s) 

gap, vehicle 2 and vehicle 3 have a 14.3 m (0.48 s) gap, and vehicle 3 and vehicle 4 have 

a 20.8 m (0.69 s) gap. It is shown in Figure 3-6 (c) that velocities of the four vehicles 

converge within around 35 seconds after the platoon mode is activated. After running the 

distributed consensus algorithms, they all converge to 30 m/s, which is the constant 

velocity of the leading vehicle, and also the desired velocity of this platoon. 
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(a)       (b) 

 
(c) 

Figure 3-6 Simulation results of normal platoon formation 

In the second scenario, a simulation test is conducted to demonstrate the string 

stability of our CACC system, where the distributed consensus algorithm has the capability 

to attenuate the impact of sudden disturbances. In the platoon mode of our distributed 

consensus-based CACC system, if one vehicle (e.g., leading vehicle) suddenly brakes and 

reduces its velocity due to emergency, then the following vehicles will decelerate 

accordingly to maintain certain weighted inter-vehicle distances.  
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For example, we assume all the parameters remain the same as the first scenario. 

At time 𝑡 = 45 s, suppose the leading vehicle suddenly brakes due to a flat tire, and its 

velocity decreases from 30 m/s to 15 m/s. To simplify the scenario, we assume the brake 

happens only in a sudden (∆𝑡 ≈ 0), i.e., a step change in leading vehicle’s velocity.  

The simulation results of sudden brake are shown in Figure 3-7 (a)-(c). Figure 3-7 

(a) shows that the unweighted inter-vehicle distance between vehicle 1 and vehicle 2 

suffers an approximately 4 m decrease at time 𝑡 = 45 s. However, the unweighted inter-

vehicle distance between vehicle 2 and vehicle 3 only suffers an approximately 0.7 m 

decrease, and the one between vehicle 3 and vehicle 4 is further smaller. This result implies 

that the sudden disturbance on the inter-vehicle distance is attenuated along the rest of the 

platoon.  

The velocity of vehicles in platoon is shown in Figure 3-7 (c). The sudden brake 

originates from vehicle 1, and vehicle 2 tends to avoid the collision with vehicle 1 with a 

hard-braking event. The braking event of vehicle 3 is not as hard as vehicle 2 (the slope is 

smaller), and the braking of vehicle 4 is further smoother than vehicle 3. The smoother 

their braking is, the smaller the absolute value of their acceleration will be. After the 

braking event, the velocities of the three following vehicles slowly restore to the desired 

velocity. This result implies that the sudden disturbance on the vehicle acceleration is 

attenuated along the rest of the platoon.  

Figure 3-7 (b) presents the results for weighted inter-vehicle distance, i.e., the 

unweighted inter-vehicle distance multiplies by the braking factor of different vehicles. 

Overall, the simulation results of this scenario indicate that our distributed consensus-based 
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CACC system is capable of attenuating sudden disturbances and restoring to normal 

conditions, i.e., this system is string stable.  

 

(a)      (b) 

 

(c) 

Figure 3-7 Simulation results of platoon restoration from disturbances 

In the third scenario, we show the effects when the proposed distributed consensus 

algorithm is performed together with the merging and splitting maneuvers protocol as 

presented in the previous subsection. 



 

 

 

 

 

 

67 

For merging maneuvers, assume at time 𝑡 =  0, a three-vehicle platoon (same 

parameters as vehicle 1, 3 and 4 in the first scenario) is operating at the steady state (i.e., 

cruising at the velocity of 30 m/s). Another individual vehicle (same parameters as vehicle 

2 in the first scenario) traveling at the velocity of 35 m/s on the adjacent lane plans to merge 

into the platoon, and the simulation result is shown in Figure 3-8 (a). 

It can be observed from Figure 3-8 (a) that the individual vehicle switches on the 

merging mode at time 𝑡 = 5 s. From then on, a “ghost” vehicle with respect to the first 

vehicle in the platoon is created, and the individual vehicle adjusts its velocity from 35 m/s 

to 30 m/s by Eq. (3-12). After that, the individual vehicle sends a merging signal to the 

second vehicle of the platoon. Then a “ghost” vehicle with respect to the merging vehicle 

is created in front of the second vehicle of the platoon. Based on Eq. (3-12), both the second 

and third vehicle of the platoon decelerate to create a gap, and the second vehicle sends a 

signal to the individual vehicle upon the completion of gap opening. Finally, the individual 

vehicle merges into the platoon, and the velocities of the other two following vehicles 

restore to consensus in around 8 s. 

For splitting maneuvers, assume at time 𝑡 =  0, a four-vehicle platoon (same 

parameters as vehicle 1, 2, 3 and 4 in the first scenario) is cruising at the velocity of 30 m/s. 

The second vehicle will split from the platoon, and the simulation result is shown in Figure 

3-8 (b). The second vehicle of the platoon switches off the platoon mode and drives away 

(constantly accelerates from 30 m/s to 35 m/s) from platoon at time 𝑡 = 10 s. After the 

second vehicle completes its lane change, the third vehicle confirms that its predecessor 

has changed to the first vehicle of the platoon. Then it adjusts its velocity based on Eq. 
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(3-12) to close the gap. The fourth vehicle accordingly adjusts its velocity to follow the 

movement of its predecessor. Therefore, the simulation results of the third scenario show 

that our distributed consensus-based CACC system is capable of carrying out merging and 

splitting maneuvers. 

 
(a)      (b) 

Figure 3-8 Simulation results of merging and splitting maneuvers 

3.2.4.5 Sensitivity Analysis 

Firstly, we analyze the effect of 𝛾  on driving comfort. The change of vehicle 

velocity is related to vehicle acceleration and jerk, and it is studied in [122], [123] that a 

limitation of ±2.5 m/𝑠2  and ±10 m/ 𝑠3  for acceleration and jerk separately will be 

comfortable for human passengers. We measure the values of 𝑎𝑟𝑔𝑚𝑎𝑥|𝑎|  and 

𝑎𝑟𝑔𝑚𝑎𝑥|𝑗𝑒𝑟𝑘| through normal platoon formation process, and check under which value 

of 𝛾 will −2.5 m/𝑠2 < 𝑎 < 2.5 m/𝑠2 and −10 m/𝑠3 < 𝑗𝑒𝑟𝑘 < 10 m/𝑠3 be satisfied. If 𝑎 

and 𝑗𝑒𝑟𝑘 are both in the range, then driving is comfortable for human passengers. 
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Parameters of this analysis are set in Table V, which are exactly the same as the 

first two vehicles in aforementioned simulation scenarios. The result of the sensitivity 

analysis on driving comfort is shown in Figure 3-9. As can be seen from it, when 7 ≤ 𝛾 ≤ 

7.8, both the acceleration and the jerk are in the “comfort” ranges. Since a faster 

convergence rate is desired, a value of 7 can be chosen for 𝛾.  

 
Figure 3-9 Driving comfort analysis 

 

Table V Comparison Results between Cooperative Merging and Baseline. 

 

Secondly, we analyze the effect of 𝛾 on driving safety. We measure the value of 

minimum weighted inter-vehicle distance through normal platoon formation process, and 
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check whether it goes to negative. If it does, then a collision between the leading vehicle 

and the following vehicle occurs. 

We first analyze how the changes of 𝛾  and the initial weighted inter-vehicle 

distance 𝑑𝑖𝑗0  will affect the minimum weighted inter-vehicle distance min (𝑑𝑖𝑗) . All 

parameters but the initial weighted inter-vehicle distance (𝑑𝑖𝑗0 is a variable in this case) of 

this sensitivity analysis are set the same as in Table V. The result is shown in Figure 3-10. 

As shown in the result, the areas indicating min (𝑑𝑖𝑗) < 0 appear mostly when 

𝑑𝑖𝑗0  > 25 m and meanwhile 𝛾 < 1. This is because when the absolute position difference 

is large and the damping gain of velocity consensus term is small, the system tends to put 

more weight on the absolute position consensus term, resulting in a large overshoot of the 

absolute position consensus. When the initial weighted inter-vehicle distance is sufficiently 

large (𝑑𝑖𝑗0  > 0.18 m), we can avoid this by choosing the value of 𝛾 no smaller than 2. 

Also, there is a linear area indicating min (𝑑𝑖𝑗) < 0 where 𝑑𝑖𝑗0 is small. A hypothesis is 

that at time 𝑡 = 0, the following vehicle has a higher velocity and the weighted inter-vehicle 

distance is rather small, so there exists no 𝛾 to ensure the following vehicle to avoid the 

collision with the leading vehicle. If we fix the value of 𝛾, it is found that the closer 𝑑𝑖𝑗0 

approaches to 𝑑𝑖𝑗 (13 m), the larger min (𝑑𝑖𝑗) is. 
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Figure 3-10 Driving safety regarding initial weighted inter-vehicle distance 

We also analyze how the changes of γ and the initial velocity difference 𝛿�̇�𝑖𝑗0 will 

affect the minimum weighted inter-vehicle distance min (𝑑𝑖𝑗). All parameters but the initial 

velocity (the difference of �̇�𝑖0 and �̇�𝑗0 is a variable in this case) of this sensitivity analysis 

are set the same as in Table V. The result is shown in Figure 3-11. 

As shown in the figures, collision only happens in the areas where 𝛾 is small. If we 

fix the value of 𝛾, it is found that the closer 𝛿�̇�𝑖𝑗0 approaches to 0 m/s, the larger min (𝑑𝑖𝑗) 

is. A potential explanation is that although the weighted inter-vehicle distance will change 

regardless of the initial value, the change will be minimized when the initial velocity of the 

two vehicles are the same. When 𝛾 ≥ 2, no matter how much the initial velocity difference 

is, the minimum weighted inter-vehicle distance will always be 13 m. 
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Figure 3-11 Driving safety regarding initial velocity difference 

By analyzing the results of driving safety analysis, we know the preliminary value 

of 𝛾  (𝛾 = 7) chosen for our CACC system is safe without any collision between two 

vehicles. When the parameter setting changes, the procedures of convergence rate analysis, 

driving comfort analysis and driving safety analysis can be applied to choose the best value 

of 𝛾, which ensures the platoon in our CACC system to be efficient, comfortable and safe. 

3.3 Distributed Optimal Control-Based CACC System 

3.3.1 Problem Statement 

Another primary motivation of developing the CACC system is to reduce energy 

consumption and pollutant emissions. Researchers have been investigating the main factors 

of high energy consumption levels and pollutant emissions generated by vehicles. Barth et 

al. [124] found that CO2 emissions could be reduced by up to almost 20% through three 

different strategies: Congestion mitigation strategies that allow traffic to flow at better 

speeds, speed management techniques that reduce excessively high free-flow speeds to 

more moderate conditions, and shock wave suppression techniques that eliminate the 
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acceleration and deceleration events associated with the stop-and-go traffic. The CACC 

system allows vehicles to be driven in platoons with the same moderate speed and much 

shortened time gap (thus increasing the throughput), therefore the aforementioned three 

strategies are all realized to some extent. In addition, since all vehicles but the leading one 

in the CACC system follow their proceeding vehicles with a much shorter vehicle-

following gap, the presence of the boundary layer along the platoon reduces air resistance, 

hence energy consumption is further decreased [125].  

In this section, we propose a platoon-wide Eco-CACC system, developing different 

protocols for different stages of the CACC operation along freeway, i.e., platoon formation, 

platoon in-operation, and platoon dissolution. We develop an intra-platoon vehicle 

sequence optimization approach to further save energy of the eco-CACC system. The key 

protocols for the involved vehicle(s) at each stage may include sequence determination, 

gap closing and opening, platoon cruising with gap regulation, and platoon joining and 

splitting. Under each protocol, we assume all vehicles are CACC-enabled.  

3.3.2 Platoon-Wide Eco-CACC System 

3.3.2.1 Gap Closing and Opening 

Generally speaking, there are two complementary protocols for a platoon to 

accommodate the weaving in and out maneuvers of a free-agent vehicle: gap closing and 

gap opening. The gap closing process happens when a following vehicle tries to catch up 

with its preceding vehicle from a certain distance. The following vehicle should first 

accelerate to gain a large speed difference with its preceding one, then cruise at this rather 
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high speed for a while to shorten the gap, and finally decelerate to the same speed as its 

preceding one. 

In this dissertation, we propose a piecewise trigonometric function family to model 

the relationship between relative speed and relative distance of two consecutive vehicles 

to achieve higher energy efficiency for gap closing. It is noted that the similar idea has been 

proposed by the authors and extensively validated in the Eco-Approach and Departure 

(EAD) application at signalized intersections [27]. Given the relative speed and relative 

distance at time 𝑡 = 0 (without loss of generality), we can determine the planned trajectory 

for the gap closing controller by solving the following optimization problem: 

min∆𝑉ℎ0           (3-36) 

subjects to 

∆𝑉(𝑡) =

{
 
 

 
 
1

2
(∆𝑉ℎ0 + ∆𝑉0) −

1

2
(∆𝑉ℎ0 − ∆𝑉0) ∙ cos(𝑚 ∙ 𝑡) , 𝑡 ∈ [0,

𝜋

𝑚
)

∆𝑉ℎ0, 𝑡 ∈ [
𝜋

𝑚
, 𝑡1)

1

2
∆𝑉ℎ0 +

1

2
∆𝑉ℎ0 ∙ cos[𝑛 ∙ (𝑡 − 𝑡1)] , 𝑡 ∈ [𝑡1, 𝑡1 +

𝜋

𝑛
)

   (3-37) 

𝜋

2𝑚
(∆𝑉ℎ0 + ∆𝑉0) + ∆𝑉ℎ0 (𝑡1 −

𝜋

𝑚
) +

𝜋

2𝑛
∆𝑉ℎ0 = ∆𝐷0      (3-38) 

∆𝑉0 ≤ ∆𝑉ℎ0 ≤ ∆𝑉𝑚𝑎𝑥,0 and 𝑡1 +
𝜋

𝑛
≤ 𝑡𝑡ℎ       (3-39) 

0 ≤
𝑚

2
(∆𝑉ℎ0 − ∆𝑉0) ≤ 𝑎𝑚𝑎𝑥 and 0 ≤

𝑛

2
∆𝑉ℎ0 ≤ |𝑎𝑚𝑖𝑛|     (3-40) 

𝑚2

2
(∆𝑉ℎ0 − ∆𝑉0) ≤ 𝐽𝑒𝑟𝑘𝑚𝑎𝑥 and 

𝑛2

2
∆𝑉ℎ0 ≤ 𝐽𝑒𝑟𝑘𝑚𝑎𝑥      (3-41) 

where ∆𝐷0 is the difference between the initial gap and the desired gap of two consecutive 

vehicles; ∆𝑉 is the speed difference between two consecutive vehicles; ∆𝑉0 is the initial 

speed difference; ∆𝑉ℎ0  is the optimal speed difference peak calculated at time 𝑡 = 0 ; 
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∆𝑉𝑚𝑎𝑥,0 is the largest speed difference (at time 𝑡 = 0) constrained by the speed limit posted 

on the roadway; 𝑚  and 𝑛  are the angular frequencies of trigonometric functions, 

respectively; 𝑡𝑡ℎ is the time threshold to complete the gap closing maneuver; 𝑎𝑚𝑎𝑥, 𝑎𝑚𝑖𝑛 

are the maximum and minimum acceleration, respectively; and 𝐽𝑒𝑟𝑘𝑚𝑎𝑥  represents the 

maximum jerk (i.e., change rate of acceleration in time) to address driving comfort issue. 

In this dissertation, we choose 𝑎𝑚𝑎𝑥 =2.5 m/s2 , 𝑎𝑚𝑖𝑛 =-2.5 m/s2 , and 𝐽𝑒𝑟𝑘𝑚𝑎𝑥 =10 

m/s3 [123]. Figure 3-12 illustrates an example of the proposed trajectory. As can be seen 

from the figure, after time 𝑡 = 𝑡1 +
𝜋

𝑛
, two consecutive vehicles should travel at the same 

speed, while maintaining a desired gap. 

 

Figure 3-12 Trajectory planning for gap closing 

The gap opening process happens when a following vehicle tries to create a larger 

gap with its preceding vehicle to allow other vehicles to join the platoon. Similar to the 

energy-efficient trajectory designed for gap closing, another optimization problem can be 

formulated with the constraints of another piecewise trigonometric function (see Figure 

3-13) to model relative speed versus relative distance of two consecutive vehicles for gap 

opening. 
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Figure 3-13 Trajectory planning for gap opening 

3.3.2.2 Platoon Cruising with Gap Regulation 

The cruising speed of a platoon is critical, since the optimal value leads to the 

minimization of energy consumption and pollutant emissions. Based on the authors’ 

previous research [124], the estimated CO2 emissions factor (in gram/mile) for light-duty 

vehicles on a flat road can be fitted as a convex function of cruising speed (e.g., the solid 

line in Figure 3-14), i.e., a fourth-order polynomial that can be expressed by 

ln(𝑦) = b0 + b1 ∙ 𝑥 + b2 ∙ 𝑥
2 + b3 ∙ 𝑥

3 + b4 ∙ 𝑥
4   (3-42) 

where 𝑦 is the CO2 emissions in g/mi ,and 𝑥 is the cruising speed in mph. The coefficients 

for each fitted curve are given in TABLE I. In this dissertation, we choose the eco-cruising 

speed as 45 mph. 

 

Figure 3-14 𝐂𝐎𝟐 emissions as a function of average speed [124] 
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Table VI Derived Line-Fit Parameters. 

 

On the other hand, to guarantee the string stability [112], we design a gap regulation 

controller by following the recommendation in [21], which can be stated as 

𝑋𝑖(𝑠) =
𝐷(𝑠)+𝐺(𝑠)𝐾𝑃(𝑠)

1+𝐺(𝑠)[𝐾𝑃(𝑠)𝑃𝑃(𝑠)+𝐾𝐿(𝑠)𝑃𝐿(𝑠)
𝑋𝑖−1(𝑠)   (3-43) 

where 𝑋𝑖(𝑠)  and 𝑋𝑖−1(𝑠)  are the positions of two consecutive vehicles; 𝐷(𝑠)  is the 

communication delay; 𝐺(𝑠) is the vehicle model; 𝐾𝑃(𝑠) = 0.45𝑠 + 0.25 is the preceding 

gap error controller; 𝐾𝐿(𝑠) = 0.15𝑠 + 0.1 is the leading gap error controller; 𝑃𝑃(𝑠) and 

𝑃𝐿(𝑠) are preceding car-following policy and leading car-following policy, respectively, 

and can be defined as 

𝑃𝑃(𝑠) = ℎ𝑃(𝑠) + 1     (3-44) 

𝑃𝐿(𝑠) = ℎ𝐿(𝑠) + 1     (3-45) 

with ℎ𝑃(𝑠) and ℎ𝐿(𝑠) being the time-gap target values with respect to the preceding and 

leading vehicles, respectively. 

3.3.2.3 Preliminary Evaluation and Results 

MATLAB/Simulink is used to conduct numerical simulation of the proposed Eco-

CACC system under two different scenarios. All vehicles in our system are assumed to be 

connected vehicles with the ability to send and receive information among them. Results 
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of platoon-wide energy consumption and pollutant emissions are illustrated in different 

scenarios, and are also compared with the distributed consensus-based CACC system 

proposed in the previous subsection. 

Firstly, a platoon formation scenario is analyzed where two vehicles on the same 

lane form a platoon by the proposed gap closing algorithm. The parameters of this scenario 

are listed in Table VII. More specifically, the proceeding vehicle always cruise at 45 mph. 

The following vehicle has an initial speed of 45 mph and a final target speed of 45 mph as 

well, but it may conduct potential acceleration and deceleration processes to close the (7.58 

− 0.9 =) 6.68 s inter-vehicle time gap difference. After the MOVES model has been 

adopted to perform the multiple scale analysis on the environmental impacts of the 

proposed Eco-CACC system together with the existing distributed consensus-based CACC 

system, the platoon-wide benefits of our system are demonstrated in Table VIII.  

Table VII Vehicle Parameters of Platoon Formation Scenario. 

 

As can be seen from Table VIII, for the platoon formation scenario, the proposed 

system has an improvement of 1.45 % on energy consumption over the distributed 
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consensus-based CACC system. In addition, our system can also reduce the emissions of 

HC, NOx, and CO2, except for CO. 

Table VIII Comparison of Platoon-Wide Energy Consumption and Pollutant 

Emissions on Platoon Formation. 

 

Secondly, a platoon joining scenario is simulated where a free-agent vehicle tries 

to merge in a three-vehicle platoon. The parameters of this scenario are listed in Table IX. 

Table IX Vehicle Parameters of Platoon Joining Scenario. 

 

Again, this scenario is simulated along a one-mile segment. We assume that based 

on the propose sequence determination protocol, the free-agent vehicle on the adjacent lane 

of the platoon has been decided to be the second vehicle in the platoon after the joining 

maneuver. The initial speed of the free-agent vehicle is (65 − 45 =) 20 mph higher than 
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the speed of the platoon. Initially, the free-agent vehicle has a 2.7 s inter-vehicle time gap 

with the leading vehicle of the platoon, while this decreases to 0.9 s after the free-agent 

vehicle joins the platoon. After adopting the MOVES model, the platoon-wide benefits of 

the proposed Eco-CACC system over the existing distributed consensus-based CACC 

system are demonstrated in Table X. As can be seen from the results, our system has better 

performances on all the indices. For energy efficiency, the proposed Eco-CACC system 

has an improvement of 2.17 % over the distributed consensus-based CACC system. For 

pollutant emissions, our system can effectively reduce the emissions of HC, CO, NOx, and 

CO2 by 6.7%, 17.0%, 3.0% and 2.2%, respectively. 

Table X Comparison of Platoon-Wide Energy Consumption and Pollutant 

Emissions on Platoon Joining. 

 

3.3.3 Intra-Platoon Vehicle Sequence Optimization 

3.3.3.1 Vehicle Sequence Optimization 

As a follow-up effort of the previously proposed platoon-wide eco-CACC system, 

a protocol for intra-platoon vehicle sequence optimization is introduced in this section. A 

bi-level integer programing model is developed to investigate the most energy-efficient 

intra-platoon position when each vehicle joins the platoon to minimize the total of all 

acceleration, deceleration and cruising maneuvers from gap opening and closing. 
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In this subsection we develop a model to synthetically consider the impact of the 

disturbances when each single vehicle joins and splits from the platoon and optimize the 

energy consumption. We assume the time order of the event when each vehicle joins or 

leaves the platoon is pre-determined before the platoon is formulated, i.e. all vehicles 

shares their origins and destinations information before they join the platoon. For an Eco-

CACC system associated with M vehicles, there are 2M platoon joining and splitting events 

in total. For vehicle i, the event IDs of the joining event and leaving event are defined as 

𝐴𝑖 and 𝐵𝑖 respectively (𝐴𝑖<𝐵𝑖). Accordingly, for event k, the corresponding vehicle ID is 

defined as 𝑉𝑘 and the event type is defined as an integer variable 𝑆𝑘, where 𝑆𝑘 is 1 for 

joining event and -1 for leaving event. Then 𝑁𝑘, the number of vehicles in the platoon (or 

platoon length) right after event k is calculated as  

𝑁𝑘 = ∑ 𝑆𝑙
𝑘
𝑙=1                                       (3-46) 

As the time order of joining and leaving events are pre-determined, the variables 

stated above, i.e. 𝐴𝑖, 𝐵𝑖, 𝑉𝑘, 𝑆𝑘, 𝑁𝑘, can be considered as constants for a certain Eco-CACC 

system. 

In the proposed optimization problem, we aim to find the optimal sequence (i.e. 

position in the platoon) when each vehicle joins the platoon to minimize the total energy 

consumption of all acceleration and deceleration maneuvers of the entire platoon. For 

vehicle i, we define the position when joining and leaving the platoon as xi (1 ≤ 𝑥𝑖 ≤ 𝑁𝐴𝑖) 

and yi (1 ≤ 𝑦𝑖 ≤ 𝑁𝐵𝑖 + 1) respectively. Note that 𝑁𝐵𝑖 is the platoon length right after event 

Bi and yi is the vehicle position before event 𝐵𝑖, so 𝑦𝑖 may be equal to 𝑁𝐵𝑖 + 1 if the ith 

vehicle is at the end of the platoon. For the joining maneuver, a gap is created to allow 
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vehicle i to join a platoon of size 𝑁𝐴𝑖 at position 𝑥𝑖. This can be accomplished either by 

following vehicles after a deceleration-cruising-acceleration gap opening process, or by 

leading vehicles after an acceleration-cruising-deceleration process. Corresponding to the 

most energy-efficient way to open a gap, the minimum incremental energy consumption 

for vehicle i to join the platoon at position 𝑥𝑖 is defined as F(𝑥𝑖). Similarly, the minimum 

incremental energy consumption for vehicle i at position 𝑦𝑖 to leave a platoon is defined as 

G(𝑦𝑖). The objective of the optimal sequence problem is then formulated as follows: 

min
{𝑥𝑖},{𝑦𝑖}

𝑧 =∑ 𝐹(𝑥𝑖)
𝑀
𝑖=1 + ∑ 𝐺(𝑦𝑖)

𝑀
𝑖=1     (3-47) 

In (3-47), {𝑦𝑖} can be considered as a function of {𝑥𝑖}. To prove that, we define the 

position of vehicle i right after event k (𝐴𝑖≤ k< 𝐵𝑖) as 𝑅𝑖(k), which is calculated and updated 

iteratively as follows: 

1. Right after event 𝐴𝑖, 𝑅𝑖(𝐴𝑖) is initialized as 𝑥𝑖,  

2.1. Right after event k (𝐴𝑖< k< 𝐵𝑖), if 𝑆𝑘=1, vehicle 𝑉𝑘 joins the platoon at position 

𝑥𝑉𝑘 .  

𝑅𝑖(𝑘) = {
𝑅𝑖(𝑘 − 1) + 1        𝑖𝑓𝑥𝑉𝑘 ≤ 𝑅𝑖(𝑘 − 1) 

𝑅𝑖(𝑘 − 1)                𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒            
       (3-48) 

2.2. Right after event k (𝐴𝑖< k< 𝐵𝑖), if 𝑆𝑘 =-1, vehicle 𝑉𝑘 at position 𝑦𝑉𝑘  leaves the 

platoon. 

𝑅𝑖(𝑘) = {
𝑅𝑖(𝑘 − 1) − 1        𝑖𝑓𝑦𝑉𝑘 ≤ 𝑅𝑖(𝑘 − 1) 

𝑅𝑖(𝑘 − 1)                𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒            
   (3-49) 

3. Right after event 𝐵𝑖, vehicle i leaves the platoon. The final position right before 

splitting is 𝑦𝑖=𝑅𝑖(𝐵𝑖-1). Therefore 𝑦𝑖 is determined by 𝑥𝑖 after above iterations. 
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Therefore 𝑦𝑖, the position of vehicle i when leaving is formulated as follows 

𝑦𝑖 = 𝑥𝑖 + ∑ 𝜉𝑘
𝑖 𝑆𝑘

𝐵𝑖−1
𝑘=𝐴𝑖

,                             (3-50) 

where 𝜉𝑘 is a binary parameter that describes whether the event vehicle 𝑉𝑘 is in front of 

vehicle 𝑖 in event k. 

Based on (3-47) and (3-50), we can formulate the complete form of the optimal 

sequence problem: 

min
{𝑥𝑖},{𝑦𝑖}

𝑧 =∑ 𝐹(𝑥𝑖)
𝑀
𝑖=1 + ∑ 𝐺(𝑦𝑖)

𝑀
𝑖=1                  (3-51) 

s. t.  1 ≤ 𝑥𝑖 ≤ 𝑁𝐴𝑖 , 𝑖 = 1,2,3…𝑀                             (3-52)                          

1 ≤ 𝑦𝑖 ≤ 𝑁𝐵𝑖 + 1, 𝑖 = 1,2,3…𝑀                    (3-53) 

                          𝑦𝑖 = 𝑥𝑖 + ∑ 𝜉𝑘
𝑖 𝑆𝑘

𝐵𝑖−1
𝑘=𝐴𝑖

, 𝑖 = 1,2,3…𝑀               (3-54) 

The optimal sequence problem above is a bi-level optimization problem. Variable 

sets {𝑥𝑖} and {𝑦𝑖} are first applied to the sub-problems for platoon joining and splitting to 

figure out minimal incremental gap opening/closing energy consumption F(𝑥𝑖) and G(𝑦𝑖). 

Then we calculate the objective values according to each variable set pair {𝑥𝑖} and {𝑦𝑖}  

and search for the optimal solution that to minimize the total energy consumption of all 

acceleration and deceleration maneuvers of the entire Eco-CACC system. 

3.3.3.2 Gap Closing and Opening Strategies 

The optimization goal of the integer programing problem  (3-51)- (3-54) is to 

minimize the incremental energy consumption of all gap closing and opening maneuvers 

due to the joining and leaving of vehicles. We therefore need to identify F(𝑥𝑖) and G(𝑦𝑖) 
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in  (3-51)- (3-54), the minimum incremental energy consumption per gap 

opening/closing.  

There are two approaches to create a gap. If vehicle i plans to join the platoon at 

position xi, following vehicles (from the 𝑥𝑖
th vehicle to the 𝑁𝐴𝑖th vehicle in the existing 

platoon) can open a gap after a deceleration-cruising-acceleration process. The incremental 

energy consumption during this process is computed as ∑ (𝐸𝑗
𝐷 − 𝐸𝑗

𝐶)
𝑁𝐴𝑖
𝑗=𝑥𝑖

, where 𝐸𝑗
𝐷 is the 

energy consumption for vehicle j to make a designed deceleration-cruising-acceleration 

trajectory and 𝐸𝑗
𝑐 is the energy consumption for vehicle j if it keeps the current speed during 

the same time period. Symmetrically, leading vehicles (from the 1st vehicle to (𝑥𝑖 − 1)
th 

vehicle in the existing platoon) may also make an acceleration-cruising-deceleration 

maneuvers to create the gap. The incremental energy consumption during this process is 

∑ (𝐸𝑗
𝐴 − 𝐸𝑗

𝐶)
𝑥𝑖−1
𝑗=1 , where 𝐸𝑗

𝐴 is the energy consumption for vehicle j to make a designed 

acceleration-cruising-deceleration trajectory. 

The optimal strategy to open a gap is then the one with less incremental energy 

consumption, so the minimum incremental energy consumption for vehicle i to join the 

platoon at position 𝑥𝑖 is 

𝐹(𝑥𝑖) = min {∑ (𝐸𝑗
𝐷 − 𝐸𝑗

𝐶)
𝑁𝐴𝑖
𝑗=𝑥𝑖

, ∑ (𝐸𝑗
𝐴 − 𝐸𝑗

𝐶)
𝑥𝑖−1
𝑗=1  }      (3-55)                          

For gap closing process, after vehicle i at position 𝑦𝑖 leaves the platoon, there are 

also two approaches-an acceleration-cruising-deceleration gap closing process acted by 

following vehicles, or a deceleration-cruising-acceleration process acted by leading 

vehicles. Then the incremental energy consumption for each approach is   ∑ (𝐸𝑗
𝐴 −

𝑁𝐵𝑖−1

𝑗=𝑦𝑖
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𝐸𝑗
𝐶) and ∑ (𝐸𝑗

𝐷 − 𝐸𝑗
𝐶)

𝑦𝑖−1
𝑗=1 , respectively. The minimum incremental energy consumption 

for vehicle i at position yi leave the platoon is 

𝐺(𝑦𝑖) = min {∑ (𝐸𝑗
𝐴 − 𝐸𝑗

𝐶)
𝑁𝐵𝑖−1

𝑗=𝑦𝑖
, ∑ (𝐸𝑗

𝐷 − 𝐸𝑗
𝐶)

𝑦𝑖−1
𝑗=1  }     (3-56)                          

In this paper, we estimate energy consumption 𝐸𝑗
𝐴 , 𝐸𝑗

𝐷  and 𝐸𝑗
𝐶  using MOVES 

model developed by U.S. Environmental Protection Agency [99]. In MOVES, the vehicle 

operating modes (OpMode) are grouped into 23 categories with vehicle-specific power 

(VSP) as its primary metric. As VSP is a function of speed, acceleration, mass, road grade, 

and vehicle-specific coefficients, the energy consumption is mainly decided by planed 

trajectory and type (e.g. light-duty or heavy duty) of each vehicle in the platoon. As the 

sequence optimization is conducted before the actual gap opening or closing maneuvers 

are performed, it is reasonable to assume each vehicle follows a well-calibrated standard 

deceleration-cruising-acceleration or acceleration-cruising-deceleration trajectory during 

the process. For certain vehicle type n, we use ∆𝑛
𝐷  to represent the incremental energy 

consumption for deceleration-cruising-acceleration, and  ∆𝑛
𝐴  to represent that for 

acceleration-cruising-deceleration process. Then (3-49) and (3-50) could be reformulated 

as  

𝐹(𝑥𝑖) = min {∑ ∆𝑛(𝑗)
𝐷𝑁𝐴𝑖

𝑗=𝑥𝑖
, ∑ ∆𝑛(𝑗)

𝐴𝑥𝑖−1
𝑗=1  }, and         (3-57)                          

𝐺(𝑥𝑖) = min {∑ ∆𝑛(𝑗)
𝐴 )

𝑁𝐵𝑖−1

𝑗=𝑦𝑖
, ∑ ∆𝑛(𝑗)

𝐷𝑦𝑖−1
𝑗=1  },           (3-58)                          

where 𝑛(𝑗) denotes the vehicle type of vehicle j. In particular, if all vehicles in the platoon 

are under the same vehicle type (say n*), the objective function  (3-51) is reduced into 

the following form. 
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min
{𝑥𝑖},{𝑦𝑖}

𝑧 =∑ (min {𝑥𝑖∆𝑛∗
𝐴 , (𝑁𝐴𝑖 − 𝑥𝑖 + 1)∆𝑛∗

𝐷 }𝑀
𝑖=1 +min {𝑦𝑖∆𝑛∗

𝐷 , (𝑁𝐵𝑖 − 𝑦𝑖)∆𝑛∗
𝐴 })    (3-59) 

3.3.3.3 Solution Method and Model Extension 

The integer programing problem (3-51)-(3-54) is difficult to be solved exactly if 

the size of the platoon is large. Since each vehicle have 𝑁𝐴𝑖 candidate position when joining 

the platoon, it is computational expensive if all possible combinations (∏ 𝑁𝐴𝑖
𝑀
𝑖=1  in total) 

are enumerated. The complexity of the problem grows explosively as the number of 

vehicles increases, e.g. consider a platoon with 20 vehicles, there are 20! = 2.43×1018 

possible combination outcomes. To avoid enumerating all possible outcomes, the problem 

is solved using a global optimization algorithm called tabu search.  Tabu search applies 

local search procedure to move from one potential solution to another enhanced solution. 

A memory structure named tabu list is introduced to avoid poor-scoring areas that may trap 

conventional local search methods. The solution procedure is briefly summarized in Figure 

3-15. 
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Figure 3-15 Flow chart of TABU search algorithm 

The proposed model can be extended to the scenarios that multiple vehicles would 

make cooperative plan to join or leave the platoon simultaneously. In this situation, in an 

Eco-CACC system associated with M vehicles, 2M events are grouped into Mc event 

clusters. Each cluster consists of joining/leaving events that are planned to be acted 

cooperatively at the same time. For the nth cluster, we define the position set of all joining 

vehicles as {𝑥𝑖
𝑛} and the position set of all leaving vehicles as {𝑦𝑖

𝑛} . Then a bi-level 

optimization problem can be formulated to estimate the optimal {𝑥𝑖
𝑛} and {𝑦𝑖

𝑛} at each 

event cluster. Similar as the basic model in  (3-51)-(3-54), in the lower-level, we 

investigate the most energy-efficient approach to open and close multiple gaps for a certain 
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set of {𝑥𝑖
𝑛} and {𝑦𝑖

𝑛} at each event cluster. For example, if two vehicles plan to join an Eco-

CACC platoon at the 2nd and the 9th position respectively as shown in Figure 3-16, the 

existing platoon have three strategies to make two gaps to accommodate the newcomers: 

(1) the 1st vehicle makes an acceleration-cruising-deceleration maneuver to move two gaps 

forward in relative to its presumed location under operation speed, and the 2nd ~ 6th 

vehicle in the existing platoon move one gap forward; (2) the 1st vehicle moves one gap 

forward and the 7th ~ 8th vehicles move one gap backward; and (3) the 7th ~ 8th vehicles 

move one gap backward, and the 2nd ~ 6th vehicle move one gap backward. The MOVES 

based energy consumption estimation method is then applied to identify the optimal 

strategy corresponding to certain pair of  {𝑥𝑖
𝑛} and {𝑦𝑖

𝑛}.  

 

Figure 3-16 Three strategies to accommodate the newcomers to the existing platoon 

In the upper-level of the event cluster-based optimization problem, we explore the 

optimal combination of Mc event clusters that minimize the incremental energy 

consumption from all gap opening and closing behaviors. A tabu search method can be 

developed to solve this problem efficiently. 

Another extension to  (3-51)-(3-54) is to include the incremental energy that the 

new vehicle consumed when catching up the platoon and join it. To achieve the designed 

optimal sequence, the new joining vehicle may spend additional energy cost to find the 

pre-determined location and merge into the platoon. In this paper, we assume the single 
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vehicle is well coordinated and synchronized with the platoon so that it can meet the 

platoon at the pre-determined location from the optimal solution at beginning. However, if 

the relative location information is provided and the energy consumption of the new joining 

vehicle before merging is calibrated, a new energy consumption term can be included to 

the objective function  (3-51) to address the energy consumption of the new vehicles when 

they join the platoon. 

3.3.3.4 Preliminary Evaluation and Results 

In order to calibrate the sequence optimization model, sample vehicle trajectories 

for gap opening and closing are required as the input of energy consumption estimation in 

(3-55) and (3-56). As shown in Figure 3-17, we collect vehicle speed profile data from the 

simulated gap opening and closing maneuvers in a proposed distributed consensus 

algorithm based CACC system from MATLAB/Simulink simulation. As discussed in the 

previous subsection, the acceleration-cruising-deceleration profile (represented by solid 

curve) corresponds to the typical behavior of following vehicles in gap closing and that of 

leading vehicles in gap opening. The deceleration-cruising-acceleration profile 

(represented by dashed curve) corresponds to the typical behavior of leading vehicles in 

gap closing and following vehicles in gap opening.  

Based on the sample vehicle trajectories, the second-by-second VSP are calculated 

using following equation, 

𝑉𝑆𝑃 = 𝑣 [𝑎(1 + 𝜀𝑖) + 𝑔𝜙 +
9.80665

𝑊
(𝐴 + 𝐵𝑣 + 𝐶𝑣2)]  (3-60) 

where 𝑣 is the velocity (m/s), 𝑎 is the acceleration rate (m/s2), 𝑔 is the acceleration of 

gravity (m/s2), and 𝑊 is the vehicle test weight (kg). Parameters A, B, C are dynamometer 
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road load coefficients, and 𝜀𝑖, the “mass factor”, is the equivalent translational mass of the 

rotating components (wheels, gears, shafts, etc.) of the powertrain. Based on VSP, speed, 

acceleration and vehicle type information, we can identify the OpMode for specific vehicle 

at each time step, and calculate the incremental energy consumption for both maneuvers 

using MOVES [99]. In the following part of the numerical experiment sections, we assume 

all vehicles that associate with the Eco-CACC system are under passenger truck category, 

i.e. Category 31, so the incremental energy consumption is 172 kJ for the acceleration-

cruising-deceleration process and 373 kJ for the deceleration-cruising-acceleration 

process. 

 

Figure 3-17 Sample vehicle trajectories during gap opening and closing 
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Table XI Results of the numerical simulation. 

 

We then evaluate the performance of the proposed model using numerical 

simulation in MATLAB. Two baseline strategies are introduced for comparison. For “To 

front” strategy, each new vehicle becomes the first vehicle of the platoon. For “To back” 

strategy, each new vehicle is attached to the end of platoon. For different sizes of platoon 

(i.e. number of vehicles that associates with the CACC system), we make 100 runs with 

random event sequences. The numerical results are summarized in Table XI. As listed in 

the table, the incremental energy consumption from gap opening/closing are reduced 

significantly by implementing the optimal strategy. The percentage improvement of the 

optimal solution in relative to the “To back” strategy decreases from 74% to 52% when the 

platoon size increases from 8 to 20. That means, more than 50% of gap opening/closing 

related acceleration and deceleration maneuvers can be reduced by smartly organize the 

in-platoon vehicle sequence during the lifecycle of platoon. 
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To further validate the proposed VSO algorithms, MATLAB/Simulink is adopted 

to conduct a simulation on a CACC system of 10 vehicles. All vehicles in the platoon are 

assumed to be capable to send and receive velocity and position information among them. 

We further assume they adopt distributed consensus based CACC algorithm to conduct 

gap opening and closing maneuvers, which was proposed earlier as (3-12). 

MATLAB/Simulink simulation is then conducted to evaluate three different join 

strategies: “To front”, “To back”, and optimal. The parameters of the simulation are listed 

in Table XII and the vehicle speed trajectory results of the three strategies are shown below. 

Table XII Parameters of MATLAB/Simulink simulation. 
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(a) 

 

(b) 

 

(c) 

Figure 3-18 Vehicle trajectories under different optimal strategies 

Since we only analyze the gap opening and closing maneuvers of the platoon, we 

filter out the free vehicle catching-up process, which is the first 30-second trajectory of 
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each vehicle. As can be seen from the Figure 3-18(a), “To front” strategy has nine 

acceleration-cruising-deceleration profiles (six of them are overlapped in pairs) and one 

deceleration-cruising-acceleration profile, “To back” strategy also has nine acceleration-

cruising-deceleration profiles (six of them are overlapped in pairs). In Figure 3-18(c), the 

optimal strategy only has two acceleration-cruising-deceleration profiles, which shows the 

ability of the proposed vehicle sequence optimization methodology to reach higher energy-

efficiency during the lifecycle of a platoon. 

We further analyze the emissions and energy consumption of three strategies, and 

results are shown in Table XIII. For the entire trips which include all CACC cruising and 

merging/splitting processes, the proposed optimal solution have the best performance in 

emissions and energy consumption, saving 1.6% energy from the “To back” strategies and 

1.6%~23.8% air pollutant emissions. If we concentrate on the incremental emissions and 

energy consumption made from gap opening and closing, the advantage is more explicit – 

about 74% saving on emissions and energy consumption. 
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Table XIII Results from MATLAB/Simulink simulation. 
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4 DISTRIBUTED COOPERATIVE SYSTEMS WITH V2V 

and I2V COMMUNICATION 

4.1 Problem Statement 

In addition to V2V communication, I2V communication also plays an important 

role in CAV technology. Information measured or stored in the infrastructure can be sent 

or broadcasted to CAVs with I2V communication, so each CAV can plan its movement 

based on the information received, and potentially also collaborate with other CAVs 

simultaneously with V2V communication. Such information could include SPaT, vehicle 

sequence, downstream traffic flow, and etc. In this section, we develop several distributed 

consensus-based approaches and optimal control-based approaches for two major traffic 

scenarios that utilize both V2V and I2V communication: Eco-driving at signalized 

intersections and cooperative merging at highway on-ramps. 

4.2 Cooperative Eco-Driving at Signalized Intersections 

4.2.1 Introduction and Background 

In recent years, increased transportation activity continues to have significant 

impacts on the above measures and raises awareness and concerns from the general public. 

In terms of traffic mobility, drivers in the U.S. spent an average of 41 hours a year in traffic 

during peak hours in 2017, costing nearly $305 billion in total, which equals to $1,445 per 

driver [126]. In terms of traffic safety, it is estimated that 37,461 people died in accidents 

in the U.S. involving motor vehicles in 2016, which endured a 6 percent rise from the year 

before [127]. And in terms of environmental sustainability, the transportation sector was 
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the second largest producer of GHG nationwide, accounting for approximately 27% of total 

U.S. emissions in 2013 [128]. 

In recent years, there has been a significant amount of research interest on how to 

improve the mobility, safety and sustainability of signalized intersections. Specifically, 

CAV technology has been widely studied to improve the sustainability of transportation 

systems, where a CAV can be driven by itself with the help of its on-board perception 

sensors, and also communicate with the driver, other vehicles on the road (through V2V 

communications), roadside infrastructure (through I2V communications), and the “Cloud”. 

Such applications are often categorized as eco-driving at signalized intersections, with 

specific names such as GLOSA (Green Light Optimized Speed Advisory (GLOSA) or  

EAD. 

Most of the existing EAD system are designed from an ego-vehicle perspective 

(Ego-EAD), considering the interaction with other traffic in a passive manner. This may 

result in negative impacts, e.g., queue spillback, on the upstream traffic along a corridor 

with short blocks due to the “pushing-back” effects of Ego-EAD algorithms. To overcome 

this issue while preserving the benefits from EAD, we combine the ideas of EAD and 

CACC to propose a CACC-Enabled EAD application and a cluster-wise cooperative EAD 

(Coop-EAD) application, enabling CAVs to cooperate with each other to form clusters and 

travel through the signalized intersection with smaller time headways in an energy efficient 

manner. The proposed system not only reduces energy consumption and pollutant 

emissions, but also improves system efficiency (e.g. traffic throughput) and safety.  
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4.2.2 CACC-Enabled Eco-Approach and Departure 

4.2.2.1 Problem Statement 

The objective of this dissertation is to develop a cooperative eco-driving (CED) 

system by CAV technology to improve the energy efficiency along a corridor with 

signalized intersections. To study the effect of penetration rate of CAVs, we define two 

different types of vehicles in the system as conventional vehicles and CED vehicles. 

Different role transition protocols and longitudinal control models are proposed for 

different vehicles based on their degrees of connectivity and automation. In this 

dissertation, a microscopic traffic simulation network is modeled in VISSIM, where 

different vehicle longitudinal control models and their relevant logic (e.g., role transition) 

are integrated into simulation network to simulate vehicles’ behavior, and an 

energy/emission model is implemented to analyze the environmental impacts of proposed 

methodologies. 

Note that our study mainly focuses on designing an integrated traffic system with 

proposed control protocol, so some reasonable specifications and assumptions are made as 

follows to quantify the potential benefits while modelling the system: 

 All CED vehicles in the proposed system are equipped with appropriate on-board 

sensors (e.g., OBD, camera, radar, LIDAR, etc.), and their measurements and 

calculations are precise without error. 

 All CED vehicles are V2V-enabled, which are equipped with wireless 

communication devices such as Dedicated Short Range Communications (DSRC) 

on-board units (OBUs), to transmit vehicle information among each other, and also 
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I2V-enabled, which can receive MAP and SPaT (Signal Phase and Timing) 

information from intersections. 

 All intersections in the system are equipped with DSRC roadside units (RSU) to 

broadcast their MAP and SPaT message, and all signals are fixed-timing control. 

 We focus on the development of longitudinal control strategies and application in 

the simulation study. The lateral maneuvers rely on the default lane change model 

of VISSIM. 

The general framework of the proposed system can be seen in Figure 4-1. 

 
Figure 4-1. General framework of the proposed eco-driving system 

Compared to similar existing studies in this research area, such as [129], [130], 

[131], our system has the following improvements:  
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 Most current works assume 100% penetration rate of CAVs in the systems, which 

are unrealistic for real-world implementations. Further, we not only consider two 

different types of vehicles, but also model the interactions between different vehicle 

types. For example, we study how a CED vehicle will response when a 

conventional vehicle suddenly moves in front of it. 

 Different from most literatures that consider CAVs as different individual system 

that conducts eco-driving maneuver by itself, this dissertation proposes a 

cooperative eco-driving system, where different CAVs are categorized by different 

roles. Generally, leaders conduct eco-driving maneuver with respect to signals 

through I2V communication, while followers follow leaders’ maneuvers through 

V2V communications. Therefore, less conflicts will be generated among different 

CAVs due to their collaborations. 

 Instead of studying the eco-approaching maneuver on only one direction of one 

isolated signalized intersection, we model a corridor with two signalized 

intersections and all four directions, so both eco-approach and eco-departure 

maneuvers are developed and analyzed. The proposed algorithms allow CED 

vehicles to reset their parameters once passing the current intersection, and update 

parameters again while entering the I2V communication range of the next 

intersection. 

 Rather than just numerical simulations, we conduct microscopic traffic simulation 

based on the University Avenue corridor in Riverside, CA, with real-world traffic 

flow and signal timing data provided by the government. Therefore, the results of 
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implementing the proposed CAV technology on the current transportation system 

would be more realistic and convincing. 

4.2.2.2 Vehicle Role Transition Protocol 

In the proposed system, there are generally two types of passenger vehicles: 

conventional vehicles and CED vehicles. Conventional vehicles are assumed to be driven 

by human drivers with no degree of connection and automation. CED vehicles are assumed 

to be CAVs with appropriate on-board sensors to conduct automated driving, and OBUs to 

transmit information among vehicles and receive information from the infrastructure. A 

vehicle role transition protocol is proposed for V2X-enabled vehicles as Algorithm 1, since 

a CED vehicle can transit from a leader to a follower in a vehicle string, or vice versa. 

Algorithm 1: Role Transition of CED Vehicles 

Input: inter-vehicle distance 𝑑𝑔𝑎𝑝, distance              

       to the intersection 𝑑1, time-to-   
       arrival of the ego vehicle 𝑡𝑎𝑟𝑟, time-   
       to-arrival of the preceding vehicle    

       𝑡𝑝𝑟𝑒
𝑎𝑟𝑟, time-to-collision with respect to   

        the preceding vehicle 𝑡𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛 
    Output: vehicle role 

 1: for all CED vehicles do 

 2:   if 𝑑𝑔𝑎𝑝 <V2V range then 

 3:     if 𝑑𝑔𝑎𝑝 > 𝑑1 then 
 4:       ego vehicle is a CED leader 

 5:     else      

 6:       if preceding is a CED vehicle then 

 7:         if (𝑡𝑎𝑟𝑟 − 𝑡𝑝𝑟𝑒
𝑎𝑟𝑟) ≥threshold then 

 8:           ego vehicle is a CED leader 

 9:         else 

10:           ego vehicle is a CED follower 

11:         end if 

12:       else 

13:         if (𝑡𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛) <threshold then 
14:           ego vehicle is a CED follower 

15:         else 

16:           ego vehicle is a CED leader 

17:         end if 

18:       end if 

19:     end if 

20:   else 

21:     ego vehicle is a CED leader 

22:   end if 

23: end for  
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A CED vehicle continuously checks whether there is a preceding vehicle on the 

same lane, and within the V2V communication range. If no, then it is a leader of a string. 

If yes, then it compares the distance to the preceding CED vehicle with the distance to the 

intersection. If the preceding vehicle already passes the intersection, then the ego-vehicle 

is a CED leader. If not, then it furtherly checks the time-to-collision value (if the preceding 

vehicle is a conventional vehicle), or checks the estimated time-to-arrival at the intersection 

(if the preceding vehicle is also a CED vehicle). 

If the preceding vehicle is a conventional vehicle and the time-to-collision value is 

lower than a certain threshold, it means the CED vehicle has a high chance to get a front-

bumper-to-rear-bumper collision with its preceding conventional vehicle, so the CED 

vehicle will be a follower to follow its preceding conventional vehicle’s movement.  

If the preceding vehicle is also a CED vehicle and the difference between two 

consecutive CED vehicles’ time-to-arrival is larger than a certain threshold (normally the 

total length of an amber phase and a red phase), then the following CED vehicle may be 

considered as the “string breaker” scenario and becomes a CED leader. The method to 

calculate estimated time-to-arrival can be found in Algorithm 2 and Algorithm 3. 

 Essentially, the “string breaker” scenario happens when two consecutive CED 

vehicles’ time-to-arrival fall into two different green windows. Since we take green 

windows into account when calculating the time-to-arrival values, it is possible that the 

preceding one of two neighboring CED vehicles estimates to reach the intersection at the 

end of the preceding green window, but the following vehicle estimates to arrive at the start 

of the following green window. Therefore, a “string breaker” scenario is created, where the 
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following CED vehicle becomes a CED leader, and conducts its own EAD movement 

through the intersection. 

4.2.2.3 Longitudinal Control Model 

In the proposed system, conventional vehicles are assumed to be driven by human 

drivers, which are not equipped with any on-board sensor or OBU. Therefore, the car-

following model originally proposed by Rainer Wiedemann in 1974 (i.e., Wiedemann 74) 

is used to model the longitudinal behaviors of conventional vehicles. 

The safety clearance is defined in Wiedemann 74 as 

𝑑 = 𝑎 ∙ 𝑥 + (𝑏 ∙ 𝑥𝑎𝑑𝑑 + 𝑏 ∙ 𝑥𝑚𝑢𝑙𝑡 ∙ 𝑧) ∙ √𝑣   (4-1) 

where 𝑎 ∙ 𝑥 denotes the average standstill distance; 𝑏 ∙ 𝑥𝑎𝑑𝑑  is the additive part of safety 

distance; 𝑏 ∙ 𝑥𝑚𝑢𝑙𝑡 is the multiplicative part of safety distance; 𝑣 is the speed of vehicle; 𝑧 

is a value of range [0, 1]. The tolerance of 𝑎 ∙ 𝑥 lies between ±0.1 m which is normally 

distributed at around 0 m, with a standard deviation of 0.3 m. Both 𝑏 ∙ 𝑥𝑎𝑑𝑑  and 𝑏 ∙ 𝑥𝑚𝑢𝑙𝑡 

allow to adjust the time requirement values. 

For modeling purposes, a CED vehicle can be separated into two different 

components: the CED vehicle longitudinal control model that delivers reference values of 

vehicle acceleration, and a vehicle powertrain model that transforms reference acceleration 

values into realized throttle or brake values. In this part, we mainly focus on the 

longitudinal control model, which generates the acceleration reference demand and then 

feeds it into the powertrain model. 

When the CED leader is running out of the I2V communication range of the 

intersection, it follows its desired speed while there is no preceding conventional vehicle 
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in a certain range, or follows the preceding conventional vehicle while there is one. In the 

proposed system, the Intelligent Driver Model (IDM)-based longitudinal control strategy 

is applied to the longitudinal movement of the CED leader when out of I2V range of 

intersections. 

IDM was proposed by Treiber et al. [132] and has been widely studied in many 

research work. In this dissertation, we develop a longitudinal control model for the CED 

leader (in the case of outside the I2V communication range) based upon IDM, which can 

be given as 

𝑎𝑟𝑒𝑓 = 𝑎𝑚𝑎𝑥 ∙ [1 − (
𝑣𝑒𝑔𝑜

𝑣𝑑𝑒𝑠
)
𝛿

− 𝛴]    (4-2) 

where 𝛴 = (

𝑑𝑠𝑎𝑓𝑒+𝑣𝑒𝑔𝑜∙𝑡𝑔𝑎𝑝+
𝑣𝑒𝑔𝑜∙(𝑣𝑒𝑔𝑜−𝑣𝑝𝑟𝑒)

2∙√𝑎𝑚𝑎𝑥
2

𝑑𝑔𝑎𝑝
)2 is the correlation term with the front vehicle, 

which has a value when there is a conventional vehicle gets in front of the CED leader, and 

equals to 0 when no other vehicle is in front. 𝑎𝑚𝑎𝑥 is a preset constant which denotes the 

maximum changing rate of speed; 𝑣𝑒𝑔𝑜 denotes the current speed of the ego vehicle; 𝑣𝑝𝑟𝑒 

denotes the current speed of its preceding vehicle; 𝑣𝑑𝑒𝑠 is a preset constant which denotes 

the desired speed of the ego vehicles; 𝑑𝑠𝑎𝑓𝑒  is a preset constant which denotes the 

minimum allowed inter-vehicle distance; 𝑡𝑔𝑎𝑝  is a preset constant which denotes the 

desired time gap; 𝑑𝑔𝑎𝑝  denotes the measured inter-vehicle distance between the ego 

vehicle and its preceding vehicle. The free acceleration exponent 𝛿 is defined based upon 

IDM, which characterizes how the acceleration of the ego vehicle decreases with speed 

(e.g., 𝛿 = 1 corresponds to a linear decrease, and 𝛿 → ∞ leads to a constant acceleration). 
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Different from the case when running out of the I2V communication range of the 

intersection, the CED leader can receive MAP and SPaT information from upcoming 

intersections while it is in the I2V range, and is able to conduct EAD movement through 

intersections accordingly. In the proposed system, we develop a piecewise trigonometric-

linear EAD algorithm based upon our previous work to control the longitudinal movements 

of the CED leader when in the I2V range. Similar to previous segments, we mainly focus 

on the longitudinal control model that generates the acceleration reference demand and 

then feeds it into the dynamics model. 

We define four different EAD scenarios for a CED leader when it is in the I2V 

communication range of the intersection, which are accelerate scenario, cruise scenario, 

decelerate scenario, and stop scenario. Once the CED leader receives the SPaT information 

from the intersection and combines that with the MAP information, it calculates the 

following variables to decide which scenario it should be in: 

𝑡𝑐 =
𝑑1

𝑣1
       (4-3) 

𝑡𝑒 =
𝑑1−𝑣1∙

𝜋

2𝛼

𝑣𝑙𝑖𝑚
+

𝜋

2𝛼
     (4-4) 

𝑡𝑙 =
𝑑1−𝑣1∙

𝜋

2𝛽

𝑣𝑐𝑜𝑎𝑠𝑡
+

𝜋

2𝛽
     (4-5) 

𝛼 = min {
2∙𝑎𝑚𝑎𝑥

𝑣𝑙𝑖𝑚−𝑣1
, √

2∙𝑗𝑒𝑟𝑘𝑚𝑎𝑥

𝑣𝑙𝑖𝑚−𝑣1
}   (4-6) 

𝛽 = min {
2∙𝑎𝑚𝑎𝑥

𝑣1−𝑣𝑐𝑜𝑎𝑠𝑡
, √

2∙𝑗𝑒𝑟𝑘𝑚𝑎𝑥

𝑣1−𝑣𝑐𝑜𝑎𝑠𝑡
}   (4-7) 
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where 𝑡𝑐 , 𝑡𝑒  and 𝑡𝑙  stand for cruising time-to-arrival, earliest time-to-arrival, and latest 

time-to-arrival, respectively; 𝛼 and 𝛽 are variables to calculate 𝑡𝑒 and 𝑡𝑙, respectively; 𝑑1 

denotes the current distance to the intersection; 𝑣1 denotes the current speed of vehicle; 

𝑗𝑒𝑟𝑘𝑚𝑎𝑥 is a preset constant which denotes the maximum changing rate of acceleration or 

deceleration; 𝑣𝑙𝑖𝑚 is a preset constant which denotes the speed limit of the current roadway; 

𝑣𝑐𝑜𝑎𝑠𝑡 is a preset constant which denotes the coasting speed. If the current signal phase is 

green, then we can define the available green window as  𝑇 =

 [0, 𝑡𝑐𝑢𝑟𝑟_𝑒)⋃[𝑡𝑛𝑒𝑥𝑡_𝑠, 𝑡𝑛𝑒𝑥𝑡_𝑒) ; If the current signal phase is red, then 𝑇 =

 [𝑡𝑛𝑒𝑥𝑡_𝑠, 𝑡𝑛𝑒𝑥𝑡_𝑒). Note 𝑡𝑐𝑢𝑟𝑟_𝑒  denotes time-to-the-end-of-current-green-window, 𝑡𝑛𝑒𝑥𝑡_𝑠 

and 𝑡𝑛𝑒𝑥𝑡_𝑒   denote time to-the-start-of-next-green-window and time-to-the-end-of-next-

green-window, respectively. Then the EAD scenario identification protocol can be 

demonstrated as Algorithm 2. 

Algorithm 2: EAD Scenario Identification of the 

CED Leader When in the I2V Range 

Input: available green window 𝑇,cruising  

       time-to-arrival 𝑡𝑐, earliest time-to- 

       arrival 𝑡𝑒, latest time-to-arrival 𝑡𝑙 
Output: EAD scenario, estimated time-to- 

        arrival 𝑡𝑎𝑟𝑟 
 1: for all CED leaders in the I2V range do 

 2:   if 𝑡𝑐 ∈ 𝑇 then 

 3:     cruise scenario, 𝑡𝑎𝑟𝑟 = 𝑡𝑐   
 4:   else if [𝑡𝑒 , 𝑡𝑐] ∩ 𝑇 ≠ ∅ then  

 5:     accelerate scenario, 𝑡𝑎𝑟𝑟 = min[𝑡𝑒, 𝑡𝑐] ∩ 𝑇 
 6:   else if [𝑡𝑐 , 𝑡𝑙] ∩ 𝑇 ≠ ∅ then     

 7:     decelerate scenario, 𝑡𝑎𝑟𝑟 = min[𝑡𝑐, 𝑡𝑙] ∩ 𝑇     
 8:   else         

 9:     stop scenario, 𝑡𝑎𝑟𝑟 = 𝑡𝑛𝑒𝑥𝑡_𝑠     
10:   end if 

11: end for                

Once the EAD scenario of the CED leader is identified by Algorithm 2, the CED 

leader will adopt different longitudinal control models with respect to different scenarios.  
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If the CED leader is categorized into the cruise scenario, it means this vehicle can 

travel through the intersection during the green phase without any speed change. Therefore, 

the reference longitudinal acceleration of this vehicle is zero. 

If the CED leader is categorized into the accelerate or decelerate scenario, the 

vehicle needs to firstly accelerate or decelerate to a certain speed while approaching the 

intersection. This takes a half period of the trigonometric algorithm, where the reference 

acceleration of the CED leader during the first quarter period  𝑡 ∈ [0,
𝜋

2𝑗1
) is 

𝑎𝑟𝑒𝑓 = 𝑣𝑑1 ∙ 𝑗1 ∙ sin (𝑗1𝑡)     (4-8) 

followed by the second quarter period  𝑡 ∈ [
𝜋

2𝑗1
,
𝜋

2𝑗1
+

𝜋

2𝑘1
) 

𝑎𝑟𝑒𝑓 = 𝑣𝑑1 ∙ 𝑗1 ∙ sin [𝑘1 ∙ (𝑡 +
𝜋

𝑘1
− 𝑡1)]     (4-9) 

Upon finishing the first half of the trigonometric algorithm, the CED leader 

maintains a constant speed and approaches the intersection. When the CED leader departs 

the intersection, it decelerates or accelerates to the target speed (if 𝑣ℎ ≠ 𝑣𝑡𝑎𝑟), which takes 

the other half period of this trigonometric algorithm. The reference acceleration during the 

third quarter period 𝑡 ∈ [𝑡𝑑𝑒𝑝𝑎𝑟𝑡, 𝑡𝑑𝑒𝑝𝑎𝑟𝑡 +
𝜋

2𝑘2
) is 

𝑎𝑟𝑒𝑓 = 𝑣𝑑2 ∙ 𝑗2 ∙ sin [𝑘2 ∙ (𝑡 +
𝜋

𝑘2
− 𝑡𝑑𝑒𝑝𝑎𝑟𝑡)]  (4-10) 

followed by the last quarter period 𝑡 ∈ [𝑡𝑑𝑒𝑝𝑎𝑟𝑡 +
𝜋

2𝑘2
, 𝑡𝑑𝑒𝑝𝑎𝑟𝑡 +

𝜋

2𝑗2
+

𝜋

2𝑘2
) 

𝑎𝑟𝑒𝑓 = 𝑣𝑑2 ∙ 𝑗2 ∙ sin [𝑗2 ∙ (𝑡 − 𝑡𝑑𝑒𝑝𝑎𝑟𝑡 −
𝜋

2𝑗2
−

𝜋

2𝑘2
)]  (4-11) 
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In above equations, 𝑣ℎ =
𝑑1

𝑡𝑎𝑟𝑟
, 𝑣𝑑1 = 𝑣ℎ − 𝑣1 , 𝑣𝑑2 = 𝑣ℎ − 𝑣𝑡𝑎𝑟 , where 𝑣𝑡𝑎𝑟  is a 

preset constant that denotes the target speed while departing the intersection;𝑡𝑑𝑒𝑝𝑎𝑟𝑡 =
𝑑2

𝑣ℎ
 

denotes time-to-departure; 𝑑2 is a preset constant that denotes the departure distance; 𝑘𝑖 

and 𝑗𝑖 are gains to control the changing rate of acceleration or deceleration, which can be 

obtained by solving the following optimization problem. 

max
𝑖=1,2

𝑘𝑖            (4-12) 

subject to 

|𝑘𝑖 ∙ 𝑣𝑑𝑖| ≤ 𝑎𝑚𝑎𝑥
|𝑘𝑖

2 ∙ 𝑣𝑑𝑖| ≤ 𝑗𝑒𝑟𝑘𝑚𝑎𝑥

𝑘𝑖 ≥ (
𝜋

2
− 1) ∙

𝑣ℎ

𝑑𝑖

      (4-13) 

since the vehicle dynamics should subject to the hard constraint of vehicle powertrain’s 

ability, and ride comfort of human passengers. Once 𝑘𝑖 is solved, 𝑗𝑖 can be calculated by 

𝑗𝑖 =

−
𝜋

2
𝑘𝑖−√(

𝜋

2
𝑘𝑖)

2
−4𝑘𝑖

2∙[(
𝜋

2
−1)−

𝑑𝑖
𝑣ℎ
∙𝑘𝑖]

2[(
𝜋

2
−1)−

𝑑𝑖
𝑣ℎ
∙𝑘𝑖]

, (𝑖 = 1, 2)  (4-14) 

If the CED leader is categorized into the stop scenario, it means the vehicle cannot 

avoid the red phase by either accelerating or decelerating. The vehicle needs to firstly 

decelerate all the way to full stop while approaching the intersection, and then accelerate 

to the target speed while departing. The reference acceleration of the CED leader in this 

scenario is also calculated by equations (4-8)-(4-11), with 

𝑡𝑑𝑒𝑝𝑎𝑟𝑡 = 𝑡𝑛𝑒𝑥𝑡_𝑠    (4-15) 

𝑣ℎ =
𝑣1

2
     (4-16) 
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𝑘𝑖 = 𝑗𝑖 =
𝑣ℎ

𝑑𝑖
∙ 𝜋    (4-17) 

It should be noted that while the CED leader is in the I2V range and is conducting 

the EAD maneuver, it also continuously runs Algorithm 1 to check whether potential role 

transition is needed. There are chances that other vehicles cut in front of the CED leader, 

so the CED leader will transform into a CED follower and will no longer adopt the 

piecewise trigonometric-linear EAD algorithm to control its longitudinal movement. If the 

role of the CED leader stays unchanged, it will still apply EAD algorithm. 

When the CED follower is out of the I2V communication range of the intersection, 

the distributed consensus algorithm is proposed to control its longitudinal movement, 

which is based upon the distance difference and the speed difference between the ego 

vehicle and the preceding vehicle. The reference acceleration of the ego vehicle is 

calculated by the second-order consensus algorithm as 

𝑎𝑟𝑒𝑓 = 𝛽 ∙ (𝑑𝑔𝑎𝑝 − 𝑑𝑟𝑒𝑓) + 𝛾 ∙ (𝑣𝑝𝑟𝑒 − 𝑣𝑒𝑔𝑜)  (4-18) 

where  𝛽  and 𝛾  are damping gains; 𝑑𝑟𝑒𝑓  denotes the reference inter-vehicle distance, 

which can be calculated as 

𝑑𝑟𝑒𝑓 = 𝑚𝑖𝑛 (𝑑𝑔𝑎𝑝, 𝑑𝑠𝑎𝑓𝑒)     (4-19) 

where 𝑑𝑔𝑎𝑝 denotes a time gap-based inter-vehicle distance, which is calculated by the 

product of ego vehicle’s current speed and desired time gap, stated as 

𝑑𝑔𝑎𝑝 = 𝑣𝑒𝑔𝑜 ∙ 𝑡𝑔𝑎𝑝      (4-20) 

When ego vehicle’s speed is very low (e.g., 𝑣𝑒𝑔𝑜 → 0), the reference inter-vehicle 

distance returned by  𝑑𝑡𝑖𝑚𝑒 is also very low, which might lead to front-to-rear collision. 
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Therefore, a minimum allowed inter-vehicle distance 𝑑𝑠𝑎𝑓𝑒  is defined to ensure the 

reference inter-vehicle distance is always higher than a threshold value. 

When the CED follower is in the I2V range, it needs to continuously calculate its 

estimated time-to-arrival based on Algorithm 3. While running Algorithm 3, the CED 

follower also runs Algorithm 1 with the updated estimated time-to-arrival calculated from 

Algorithm 3. Some certain outcomes of Algorithm 3 will trigger a role transition in 

Algorithm 1, which was mentioned earlier in section III as the “string breaker” scenario. 

In that case, the CED follower will transform into a CED leader and will no longer adopt 

the distributed consensus algorithm to control its longitudinal movement. If the role of the 

CED follower stays unchanged, it will still apply the distributed consensus algorithm. 

Algorithm 3: Estimated Time-to-Arrival of the CED 

Follower 

Input: available green window 𝑇, CED leader’s  
       estimated time-to-arrival 𝑡𝑎𝑟𝑟_𝑙,  
       preceding vehicle’s estimated time-to- 

       arrival 𝑡𝑎𝑟𝑟_𝑝, position of the ego CED  

       follower in the string 𝑛, length of a  
       red phase 𝑡𝑟𝑒𝑑, length of an amber phase  
       𝑡𝑎𝑚𝑏𝑒𝑟, desired time headway 𝑡ℎ𝑒𝑎𝑑𝑤𝑎𝑦 

    Output: estimated time-to-arrival 𝑡𝑎𝑟𝑟 
 1: for all CED followers in the I2V range do 

 2:   𝑡𝑎𝑟𝑟_𝑡𝑒𝑚𝑝 = 𝑡𝑎𝑟𝑟_𝑙 + 𝑛 ∙ 𝑡ℎ𝑒𝑎𝑑𝑤𝑎𝑦 

 3:   if 𝑡𝑎𝑟𝑟_𝑡𝑒𝑚𝑝 ∈ 𝑇 then 

 4:     𝑡𝑎𝑟𝑟 = 𝑡𝑎𝑟𝑟_𝑡𝑒𝑚𝑝 
 5:   else 

 6:     if 𝑡𝑎𝑟𝑟_𝑝 ∈ 𝑇 then 

 7:       𝑡𝑎𝑟𝑟 = 𝑡𝑎𝑟𝑟_𝑝 + 𝑡𝑎𝑚𝑏𝑒𝑟 + 𝑡𝑟𝑒𝑑 
 8:     else         

 9:       𝑡𝑎𝑟𝑟 = 𝑡𝑎𝑟𝑟_𝑝 + 𝑡ℎ𝑒𝑎𝑑𝑤𝑎𝑦 
10:     end if 

11:   end if 

12: end for                

4.2.2.4 Simulation and Discussion 

We conduct a simulation study on the proposed CED system and evaluate its 

system-wide impacts. The simulation network is built based upon the six-mile University 



 

 

 

 

 

 

111 

Avenue corridor in Riverside, California. We focus on the intersections of University & 

Cranford, and University & Iowa, where the specific road segments modeled in this 

simulation study can be illustrated in Figure 4-2. The particular segments of roads that lie 

between two ends of each black brace are built in traffic simulation environment, where 

University Avenue has a length of 1084 m, Cranford Avenue has a length of 367 m, and 

Iowa Avenue has a length of 352 m. The data of signal timing and traffic count on these 

two intersections are provided by the City of Riverside. Specifically, we use the data 

collected during 7:00-8:00 AM on Thursday, June. 2nd, 2016 to calibrate the inputs of our 

simulation network. We select this period since we want to simulate a morning-peak traffic 

network in a typical weekday. The signal timing data are shown in Table XIV and Table 

XV, and the traffic count data are shown in Table XVI.  

 

Figure 4-2. Road segments in Riverside, CA that are modeled in this simulation study 
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Table XIV Signal Timing Data of Cranford Avenue & University Avenue 

Intersection. 

 
 

 

Table XV Signal Timing Data of Iowa Avenue & University Avenue Intersection. 

  

 

Table XVI Traffic Count Data of University & Cranford Intersection and 

University & Iowa Intersection. 

 

We adopt PTV VISSIM, a microscopic multi-modal traffic flow simulation 

software, to build the simulation network of the proposed CED system [81]. Specifically, 

VISSIM Application Programmer’s Interface (API) package enables users to integrate 

external applications to take influence on the traffic simulation. In this research, we 

implement the proposed role transition and longitudinal models in the DriverModel.DLL, 

which can be assigned to specific vehicle types in VISSIM and overwrite the standard 

driving behavior. Additionally, the EmissionsModel.DLL is provided by VISSIM to add 



 

 

 

 

 

 

113 

user-defined emission models, where we implement the U.S. Environmental Protection 

Agency’s MOVES-based model to perform analysis on the environmental impacts of the 

system [99]. The overall architecture of this simulation study can be illustrated as Figure 

4-3. 

The simulation traffic network built in VISSIM can be partially illustrated as Figure 

4-4 (2D mode) and Figure 4-5 (3D mode). We use light green color for conventional 

vehicles, and several different colors for CED vehicles based on their scenarios (mainly for 

debugging and demonstration purposes). All signal controllers in the network are designed 

based on Table XIV and Table XV, and vehicle volumes are set by Table XVI. Parameters 

of the traffic network and vehicles in this simulation study are listed in Table XVII. 

The microscopic traffic simulation results are shown in Table XVIII, with two 

baseline scenarios (1) and (2) and ten CED scenarios (3)-(12). Specifically, we also include 

EAD-Only vehicles in scenario (2), which conduct EAD maneuvers in an ego manner. For 

EAD-only vehicles, only I2V communications are enabled where they can plan their speed 

trajectories based on the information received from the infrastructure. V2V 

communications are not enabled for them, which means they cannot cooperate with each 

other like CED vehicles. Note baseline scenario (2) already outperforms (1) in terms of all 

environmental measurements, as shown in Table XVIII. 
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Figure 4-3. System architecture of the simulation study in VISSIM 

 

 

Figure 4-4. University Avenue network built in VISSIM 

 

Figure 4-5. Simulation is running in VISSIM with 3D mode 
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Table XVII Parameters of the Simulation Traffic Network and Vehicles. 

 

Table XVIII Simulation Results of Energy Consumption and Pollutant Emissions. 

 

With respect to CED scenarios, positive impacts on NOx, HC and CO can be 

observed at any penetration rate of CED vehicles in the traffic system. However, when 

there are less than 70% CED vehicles in the traffic system, negative impacts on energy and 

CO2 can be observed compared to these two baseline scenarios. Especially, as can be seen 

from Table XXIV, the worst scenario in terms of energy consumption and CO2 emission 

is with 40% CED vehicles in the traffic network. There are basically two reasons for this 

behavior:  

The introduction of CED vehicles brings about conservative driving behaviors to 

the traffic network: When they know they can travel through the intersection during the 

green window with current speed, they approach the intersection by cruising instead of 

accelerating. When they depart the intersection after a full stop during the red window, 

they conduct an eco-departure maneuver with low acceleration process to save energy. 
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Such conservative driving behaviors surely impede the movements of conventional 

vehicles, which always try to travel through the intersection as fast as possible. A very 

good example of this can be observed in Figure 4-4, specifically at the right intersection 

(Iowa Avenue & University Avenue). As can been seen from Table XVI, the volume of 

eastbound left-turn vehicles at that intersection during that one hour is 138, however, there 

is only an 11-second green window during a 100-second signal cycle on that direction 

(derived from Table XV). Therefore, the relatively slow departure rate of CED vehicles 

introduces a long queue along the upstream of eastbound University Avenue, so many 

through vehicles have to make unnecessary speed changes/full stops and consume more 

energy. 

Since the proposed cooperative eco-driving methodology focus on collaborations 

among different CED vehicles, when the penetration rate of CED vehicles in the traffic 

network is lower than some certain threshold, it is difficult for CED vehicles to connect 

with each other and conduct collaborative maneuvers, and therefore brings about negative 

impacts on energy consumption. Based on the simulation results, 40% is the threshold 

when CED vehicles are not enough in the traffic network to conduct cooperative eco-

driving maneuver, so the energy consumption comes out as the worst-case scenario. When 

the penetration rate of CED vehicles is higher than 40%, it starts to compensate the negative 

impacts on conventional vehicles, so the energy consumption becomes better. 

As can be seen from Table XVIII, when there are enough CED vehicles in the traffic 

system, positive environmental impacts are shown. Specifically, compared to baseline 

scenario (1), 3.9% reduction on energy consumption can be observed when there are 80% 
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CED vehicles. When all vehicles are CED vehicles, 7.1% and 2.5% reduction on energy 

consumption can be observed compared to baseline scenario (1) and (2), respectively. 

These results indicate that, only when the penetration rate of CED vehicles in the traffic 

system is high enough, the proposed CED system can work efficiently with more CED 

followers, instead of conventional vehicles, follow the movements of CED leaders and 

conduct eco-driving in a cooperative manner. It shall also be noted that CACC maneuver 

introduces energy savings for string followers since the reduction of their aerodynamic 

drag, but this factor is not included in the MOVES-based model. Therefore, if we consider 

aerodynamic drag of vehicle in the energy consumption model, the proposed system will 

get further reductions of energy consumption and pollutant emissions. 

4.2.3 Cluster-Wise Eco-Approach and Departure 

4.2.3.1 Methodology 

The difference of this cluster-wise EAD with aforementioned CACC-enabled EAD 

lies on the information flow topology of CAVs. In the former approach, different CACC 

strings operate in an isolated manner, with role transitions happened only within a certain 

vehicle string. However, this cluster-wise approach enables the collaborations among 

different string by allowing string leaders to communicate with each other. The information 

flow topology of this approach is shown as Figure 4-6. 
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Figure 4-6. Information flow topology of cluster-wise EAD 

The information flow topology shows that the number of strings and the number of 

vehicles in one string are both not constrained by the topology. In the cluster network, the 

cluster leader also works as a string leader. It not only needs to send information to the 

other string leaders as a cluster leader, but also sends information to its string follower as 

a string leader. The previously proposed consensus algorithm (3-12) is applied to all 

vehicles in the cluster except for the cluster leader, since the cluster leader does not have a 

predecessor to follow. For each string follower, it adjusts its longitudinal speed and relative 

longitudinal position with respect to its predecessor by equation (3-12). For each string 

leader (cluster leader excluded), it adjusts its longitudinal speed and relative longitudinal 

position with respect to the cluster leader, which works as a “predecessor” for all these 

string leaders. Since each string leader (cluster leader excluded) is on a different lane from 

the one the cluster leader is on, the relative longitudinal position between a string leader 
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and the cluster leader might be zero (but not necessarily), i.e., they are driven parallel to 

each other on adjacent lanes. 

4.2.3.2 Simulation and Discussion 

A MATLAB/Simulink model has been set up and used to conduct numerical 

simulation of the proposed Coop-EAD application, and the U.S. Environmental Protection 

Agency’s MOVES model has been adopted to perform analysis on the environmental 

impacts of the proposed application. The results are also compared to the Ego-EAD 

application along urban signalized arterials, where vehicles conduct EAD maneuvers with 

respect to intersections in an ego way. 

 The general parameters of this simulation are set in Table XIX. To get a more 

explicit result, we assume all vehicles in this simulation to be identical, i.e., they have the 

same vehicle length, GPS antenna location on the vehicle, and braking factor. The starting 

time of this simulation is 0 s, and the order of the signal phase is set to be red-green-yellow-

red-green-yellow. These 16 vehicles are distributed on these two lanes (a and b) with 

different initial speeds and initial distances to the intersection, as listed in Table XX. 
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Table XIX Values of Simulation Parameters. 

 
 

Table XX Values of Vehicle Parameters. 

 
 

For the Ego-EAD application, based on the desired time headway and SPaT 

information, these 16 vehicles can be assigned into two clusters stated in Table XXI. On 

the other hand, for the Coop-EAD application. A and B, vehicles can be assigned into two 

clusters with adjusted sequences inside each cluster, which is demonstrated in Table XXII. 

Then we can apply the Ego-EAD algorithm to vehicles in the Ego-EAD application, and 

apply the proposed operating modes to vehicles in the Coop-EAD application, respectively. 

The trajectories of all vehicles on lane a and lane b of both applications are illustrated in 
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Figure 4-7 and Figure 4-8. The y axis of both figures denote vehicle’s distance to 

intersection. That is to say, the intersection is located at 0 m of the y axis. 

Table XXI Ego-EAD Vehicle Clusters and Sequences. 

 
 

Table XXII Coop-EAD Vehicle Clusters and Sequences. 

 
 

 
Figure 4-7. Vehicle trajectories of Ego-EAD 
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Figure 4-8. Vehicles trajectories of Coop-EAD 

Since Coop-EAD application takes advantage of V2V communication, CAVs are 

allowed to follow others with shorter time headways compared to Ego-EAD application. 

Namely speaking, more CAVs can be squeezed into one green phase to pass the 

intersection. As shown in the figures, in the Ego-EAD application, only 5 vehicles on lane 

a and 5 vehicles on lane b can travel through the intersection during the first green window, 

respectively. However, in the Coop-EAD application, all vehicles but vehicle 16 on lane a 

and all vehicles on lane b travel through the intersection during the first green window, 

respectively. Specifically, vehicle 16 on lane a cannot catch up with the cluster due to the 

roadway speed limit, i.e., even if it travels with the speed 𝑣𝑙𝑖𝑚, it cannot shorten the time 

headway to 1 s with its preceding vehicle. Based on the results, we can conclude that by 

adopting the proposed Coop-EAD application, an ((15–10)/10=) 50% increase on traffic 

throughput can be achieved in this scenario.  

In this dissertation, the MOVES model is adopted to perform the multiple scale 

analysis on the environmental impacts of the proposed application. The MOVES model is 

capable of estimating tailpipe emissions from mobile sources, which covers a wide 
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spectrum of pollutants including carbon monoxide (CO), hydrocarbons (HC), and oxides 

of nitrogen (NOX). During the modeling process, a quantity of information is required as 

the system inputs, including vehicle type, driving cycle, acceleration and deceleration, and 

road grade. This model preforms a range of calculations based upon predefined look-up 

tables (which are developed to precisely characterize vehicle operating process), and then 

provides estimates of system-wise energy consumption and pollutant emissions. 

After the MOVES model is adopted to analyze the environmental impacts of these 

two applications, a comparison result of the average energy consumption and pollutant 

emissions per vehicle per trip are shown in Table XXIV. As can be seen from the results, 

the proposed Coop-EAD application can further reduce energy consumption by 11% in 

this simulation, when compared to Ego-EAD application. Regarding to pollutant 

emissions, the proposed Coop-EAD application can further reduce up to 18% PM2.5, when 

compared to the Ego-EAD application. The decreases of energy consumption and pollutant 

emissions are introduced by the Coop-EAD application based on the following reasons: 

 Vehicles originally cannot pass the intersection during the first green window can 

now catch up with their predecessors and pass the intersection (due to shorter inter-

vehicle gap). Therefore, unnecessary full stop at the intersection can be avoided by 

those vehicles. 

 Instead of vehicles are driven in an ego manner, vehicles in the Coop-EAD 

application can be driven cooperatively with V2V communication, where 

unnecessary speed fluctuations can be avoided. 
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It should be noted that although our vehicle dynamics model takes aerodynamic 

drag into account, in our simulation, the benefit from shorter inter-vehicle gap is not 

integrated to calculate the aerodynamic drag. Otherwise, greater decreases of energy 

consumption and pollutant emissions can be expected in the results. 

 

Table XXIII Comparison of Energy Consumption and Pollutant Emissions of Ego-

EAD and Coop-EAD. 

 
 

4.3 Cooperative Merging at Highway On-Ramps 

4.3.1 Introduction and Background 

Researchers around the world have been developing various CAV applications to 

address traffic-related issues and improve efficiency and safety in specific traffic scenarios 

such as highway on-ramp merging. A literature review on the coordination of CAVs 

merging at highway on-ramps was conducted by Rios-Torres et al., which summarized the 

developments and research trends in this research topic [43]. It can be noted that the optimal 

control approach has been adopted by many of the recent on-ramp merging works. 

However, the approaches proposed in those previous works have one or more of the 

following limitations: 1) Some of the methods are not always suitable for real-time 

implementation due to the difficulty in finding an optimal solution; 2) A vehicle is 

considered in a single form, making it difficult to extend to a vehicle string; 3) Benefits of 
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energy efficiency and pollutant emissions are not typical considered.  The cooperative ramp 

merging system proposed in this paper is aimed at addressing these limitations. 

4.3.2 Distributed Consensus-Based Cooperative On-Ramp Merging 

4.3.2.1 Vehicle Sequencing Protocol 

The vehicle sequencing protocol is designed to arrange vehicles with a predefined 

sequence, so they can cooperate with each other before merging, avoiding high risks of 

collisions and excessive energy consumption and pollutant emissions upon reaching the 

merging point. This protocol can be broken down into three procedures: a) Calculation of 

the maximum reachable speed of on-ramp vehicles; b) Calculation of the estimated arrival 

time; c) Assignment of vehicle sequence identification. 

Parameters used in this protocol are defined in two groups below. Parameters in the 

first group are directly measurable by vehicles or infrastructures, therefore are assumed to 

be known: 

𝑠ℎ  — Distance on the rightmost lane of highway from the I2V communication 

starting point to the merging point; 

𝑠𝑟 — Distance on the on-ramp from the I2V communication starting point to the 

merging point; 

𝑣𝑙𝑖𝑚 — Highway speed limit; 

𝑣ℎ𝑠_𝑖 — Speed of vehicle 𝑖 when reaching the I2V communication starting point on 

the rightmost lane of highway; 
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𝑣ℎ𝑠_𝑎𝑣𝑔  — Average speed of vehicles when reaching the I2V communication 

starting point on the rightmost lane of highway during the past time window [0, 𝑡𝑤𝑖𝑛𝑑𝑜𝑤]; 

𝑣𝑟𝑠_𝑗 — Speed of vehicle 𝑗 when reaching the I2V communication starting point on 

the on-ramp; 

𝑣𝑟𝑠_𝑎𝑣𝑔  — Average speed of vehicles when reaching the I2V communication 

starting point on the on-ramp during the past time window [0, 𝑡𝑤𝑖𝑛𝑑𝑜𝑤]; 

𝑎𝑚𝑎𝑥  — Maximum acceleration of vehicles without compromising safety and 

comfort. 

When vehicles reach the I2V communication starting point on both the rightmost 

lane of highway and the on-ramp, they send their speed information to the RSU-equipped 

infrastructure. Therefore, the infrastructure can calculate average speeds of vehicles 

reaching both points (𝑣ℎ𝑠_𝑎𝑣𝑔, 𝑣𝑟𝑠_𝑎𝑣𝑔) during the past time window [0, 𝑡𝑤𝑖𝑛𝑑𝑜𝑤], which 

reflect recent traffic conditions on both lanes. 

Parameters in the second group are not directly measurable by vehicles or 

infrastructures, and they can be calculated by the methods demonstrated later in this 

section: 

𝑡𝑎𝑐𝑐  — Minimum time spent by on-ramp vehicles accelerating from 𝑣𝑟𝑠_𝑎𝑣𝑔  to 

𝑣𝑙𝑖𝑚; 

𝑠𝑎𝑐𝑐 — Distance travelled by on-ramp vehicles accelerating from 𝑣𝑟𝑠_𝑎𝑣𝑔 to 𝑣𝑙𝑖𝑚; 

𝑣𝑟𝑚_𝑚𝑎𝑥  — Maximum reachable speed of on-ramp vehicles when reaching the 

merging point; 
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𝑡𝑟_𝑚𝑖𝑛 — Minimum reachable time spent by vehicles on the on-ramp; 

𝑡ℎ_𝑖 — Estimated time spent by vehicle 𝑖 travelling the distance of 𝑠ℎ; 

𝑡𝑟_𝑗 — Estimated time spent by vehicle 𝑗 travelling the distance of 𝑠𝑟; 

𝑡ℎ𝑒𝑎𝑑_𝑠𝑎𝑓𝑒 — Safety time headway; 

𝑡ℎ𝑒𝑎𝑑_𝑉2𝑉 — V2V connection time headway; 

𝑣𝑚 — Estimated merging speed. 

Vehicles coming from arterials to highways are most likely to accelerate while 

travelling through the on-ramp, therefore we want to calculate the maximum reachable 

speed of on-ramp vehicles based on known parameters. Since the highway speed limit 𝑣𝑙𝑖𝑚 

is assumed to be known, we can calculate the minimum reachable time spent by on-ramp 

vehicles accelerating from 𝑣𝑟𝑠−𝑎𝑣𝑔 to 𝑣𝑙𝑖𝑚 as  

𝑡𝑎𝑐𝑐 =
𝑣𝑙𝑖𝑚−𝑣𝑟𝑠−𝑎𝑣𝑔

𝑎𝑚𝑎𝑥
     (4-21) 

Therefore, this accelerating distance is 

𝑆𝑎𝑐𝑐 =
(𝑣𝑟𝑠−𝑎𝑣𝑔+𝑣𝑙𝑖𝑚)𝑡𝑎𝑐𝑐

2
=

𝑣𝑙𝑖𝑚
2−𝑣𝑟𝑠−𝑎𝑣𝑔

2

2𝑎𝑚𝑎𝑥
   (4-22) 

The on-ramp calculation process can then be divided into two different cases based on this 

acceleration process. The first case is 𝑠𝑟 < 𝑠𝑎𝑐𝑐, which means that on-ramp vehicles cannot 

accelerate to highway speed limit 𝑣𝑙𝑖𝑚 before merging, which most likely to happen when 

the on-ramp is short. We can calculate the maximum reachable speed based on Figure 4-9. 
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Figure 4-9 Maximum reachable speed of on-ramp vehicles when reaching the merging point without 

accelerating to highway speed limit 

The maximum reachable speed of on-ramp vehicles when reaching the merging point can 

be derived as  

𝑣𝑟𝑚_𝑚𝑎𝑥 = 𝑣𝑟𝑠_𝑎𝑣𝑔 + 𝑎𝑚𝑎𝑥𝑡𝑟_𝑚𝑖𝑛   (4-23) 

And based on Figure 4-9, we can get the following equation 

𝑠𝑟 =
(𝑣𝑟𝑠_𝑎𝑣𝑔+𝑣𝑟𝑚_𝑚𝑎𝑥)𝑡𝑟_𝑚𝑖𝑛

2
    (4-24) 

Therefore, combining above equations, the following variables can be derived as 

𝑡𝑟_𝑚𝑖𝑛 =
−𝑣𝑟𝑠_𝑎𝑣𝑔+√𝑣𝑟𝑠_𝑎𝑣𝑔2+2𝑎𝑚𝑎𝑥𝑠𝑟

𝑎𝑚𝑎𝑥
   (4-25) 

𝑣𝑟𝑚_𝑚𝑎𝑥 = √𝑣𝑟𝑠_𝑎𝑣𝑔2 + 2𝑎𝑚𝑎𝑥𝑠𝑟   (4-26) 

For the case that 𝑠𝑟 > 𝑠𝑎𝑐𝑐, on-ramp vehicles can accelerate to highway speed limit 

𝑣𝑙𝑖𝑚 before merging. The vehicle speed trajectory can be illustrated by Figure 4-10. In this 

case, the maximum reachable speed of on-ramp vehicles is 

𝑣𝑟𝑚_𝑚𝑎𝑥 = 𝑣𝑙𝑖𝑚     (4-27) 
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Figure 4-10 Maximum reachable speed of on-ramp vehicles when reaching the merging point with 

highway speed limit 

The estimated arrival time is calculated to assign SID to each vehicle in the system. 

Since it is estimated before a vehicle actually travels to the merging point, the result may 

vary from the actual arrival time. However, since the actual arrival time of vehicles usually 

vary by relatively large values based on the errors we introduce, the estimated values we 

calculate are already effective enough to be sorted in order of time. 

Since the values of 𝑣𝑟𝑚_𝑚𝑎𝑥 can be calculated by known parameters for both cases 

above, we can categorize the calculation of vehicle estimated arrival time into two 

scenarios, and set the estimated merging speed 𝑣𝑚  to be the lower one of 𝑣ℎ𝑠_𝑎𝑣𝑔  and 

𝑣𝑟𝑚_𝑚𝑎𝑥. The reason we consider the average speed of highway vehicles but the maximum 

reachable speed of on-ramp vehicles is that on-ramp vehicles are supposed to accelerate on 

the on-ramp, but highway vehicles are more likely to maintain rather stable speeds in a 

short segment. 
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For the first case that, if 𝑣ℎ𝑠_𝑎𝑣𝑔 ≤ 𝑣𝑟𝑚_𝑚𝑎𝑥, then 𝑣𝑚 = 𝑣ℎ𝑠_𝑎𝑣𝑔. Since the merging 

speed is set to 𝑣ℎ𝑠_𝑎𝑣𝑔, we can derive the estimated time spent by vehicle 𝑖 traveling the 

distance of 𝑠ℎ on the rightmost lane of highway by 

𝑡ℎ_𝑖 =
𝑠ℎ

𝑣ℎ𝑠_𝑖
     (4-28) 

In this case, since on-ramp vehicles reach 𝑣ℎ𝑠_𝑎𝑣𝑔  before merging, the speed 

trajectory of vehicle 𝑗 has the same shape as in Figure 4-10 (though parameters in the figure 

are different). We can derive estimated time spent by vehicle 𝑗 travelling the distance of 𝑠𝑟 

on the on-ramp by 

𝑡𝑟_𝑗 =
2𝑎𝑚𝑎𝑥𝑠𝑟+(𝑣ℎ𝑠_𝑎𝑣𝑔−𝑣𝑟𝑠_𝑗)

2

2𝑎𝑚𝑎𝑥𝑣ℎ𝑠_𝑎𝑣𝑔
    (4-29) 

For the second case that, if 𝑣ℎ𝑠−𝑎𝑣𝑔 > 𝑣𝑟𝑚−𝑚𝑎𝑥, then 𝑣𝑚 = 𝑣𝑟𝑚−𝑚𝑎𝑥. Since the 

merging speed is set to 𝑣𝑟𝑚−𝑚𝑎x, based on Figure 4-11 we can derive the estimated time 

spent by vehicle 𝑖 travelling the distance of 𝑠ℎ on the rightmost lane of highway by 

𝑡ℎ_𝑖 =
2𝑎𝑚𝑎𝑥(𝑠ℎ−𝑠𝑟)−(𝑣ℎ𝑠_𝑖

2+𝑣𝑟𝑠𝑎𝑣𝑔
2)+2𝑣ℎ𝑠_𝑖√𝑣𝑟𝑠_𝑎𝑣𝑔

2+2𝑎𝑚𝑎𝑥𝑠𝑟

2𝑎𝑚𝑎𝑥√𝑣𝑟𝑠_𝑎𝑣𝑔2+2𝑎𝑚𝑎𝑥𝑠𝑟

  (4-30) 

 

Figure 4-11 Deceleration process of vehicle 𝒊 travelling the distance of 𝒔𝒉 on the rightmost lane of 

highway 
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In this case, since on-ramp vehicles do not reach 𝑣ℎ𝑠_𝑎𝑣𝑔 before merging, the speed 

trajectory of vehicle 𝑗 has the same shape as in Figure 4-9 (though parameters in the figure 

are different). Since the merging speed is set to be the same as 𝑣𝑟𝑚−𝑚𝑎𝑥, we can derive 

estimated time spent by vehicle 𝑗 travelling the distance of 𝑠𝑟 on the on-ramp by 

𝑡𝑟_𝑗 =
−𝑣𝑟𝑠_𝑗+√𝑣𝑟𝑠_𝑗

2+2𝑎𝑚𝑎𝑥𝑠𝑟

𝑎𝑚𝑎𝑥
    (4-31) 

Once the estimated time spent by each vehicle travelling through the I2V 

communication area is calculated, the estimated arrival time at the merging point can be 

easily get by adding the estimated spending time (𝑡ℎ_𝑖 or 𝑡𝑟_𝑗) to the current time while 

vehicle 𝑖  or vehicle 𝑗  reaches the I2V communication starting point. Different from 

estimated spending time, which is a time segment (e.g., 10.5 s), the estimated arrival time 

is the time of day (e.g., 15:08:10:5).  

Since the estimated arrival time is calculated based on different vehicles’ speeds 

when reaching the I2V communication starting point (𝑣ℎ𝑠_𝑖 and 𝑣𝑟𝑠_𝑗), it is possible that 

the estimated arrival time of a follower is earlier than its predecessor on the same lane. In 

that case, the estimated arrival time of the follower is defined as 𝑡ℎ𝑒𝑎𝑑_𝑠𝑎𝑓𝑒 later than the 

estimated arrival time of the predecessor. If a highway vehicle and an on-ramp vehicle have 

the same estimated arrival time, then the estimated arrival time of the on-ramp vehicle is 

defined as 𝑡ℎ𝑒𝑎𝑑_𝑠𝑎𝑓𝑒 later than that of the highway vehicle. Upon receiving the estimated 

arrival time of every vehicle in the I2V communication area, the infrastructure sorts 

vehicles in the network in order of time, and assign them with consecutive SIDs. 
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Once vehicles are assigned with different SIDs, they are allowed to connect with 

others through V2V communications, and then apply the distributed consensus algorithm 

to merge in a cooperative manner. The algorithm we adopt for this cooperative merging 

scenario is already presented as (3-11) and (3-12), so we will not cover it in this section. 

4.3.2.2 Agent-Based Modeling using Unity 

A vehicle is modeled as a game object in Unity, which always includes a rigid body 

and its associated colliders. By applying forces or torque to the vehicle’s rigid body, the 

vehicle will start to move. Forces such as gravity, friction, drag and angular drag also have 

effects on the movement of a vehicle. Compared to real world environment, time in Unity 

is discrete (default simulation time step is 0.02 s), so the accumulative force acts on the 

vehicle’s rigid body at the start of each simulation time step, and resets to zero before the 

start of the next simulation time step. 

Colliders are components defined by Unity to simulate physical collisions between 

two rigid bodies. Since colliders are the major physical parts of game objects, they also 

define the shapes and sizes of game objects in the simulation. Wheel colliders, specifically, 

are colliders of game objects that interact with the simulation environment in Unity. In our 

cooperative on-ramp merging case study, we adopt two different vehicle models with 

realistic dimensions in the real world, which are shown in Figure 4-12 (a) and (b). 
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(a)                     (b) 

 

(c) 
Figure 4-12. Vehicle models (a, b) and radar illustration (c) built in Unity 

In order to enable vehicles with CAV technology in Unity, scripts with cooperation 

protocol are attached to enable their connectivity, and sensors are integrated to enable their 

autonomy. Specifically, a script written in Unity’s C#-based Mono Scripting API is 

attached to all merging vehicles, which allows those CAVs to retrieve information from 

the infrastructure and other vehicles through V2X communications. This script also 

controls CAV’s longitudinal movements by the proposed online feedforward/feedback 

longitudinal control algorithm. Since we mainly focus on the longitudinal control of CAVs 

in this case study, the Simple Waypoint System is adopted, where a vehicle can track the 

preset trajectory with a user-defined longitudinal speed [98]. Additionally, four radar 



 

 

 

 

 

 

134 

sensors, including long/short-range front radars and left/right blind spot radars, are 

equipped on each CAV. As shown in Figure 4-12 (c), the long-range front radar has a 

relative narrow angle and long detection distance, so it is appropriate to be considered the 

primary front sensing approach. In order to prevent any rear-end collisions, the long-range 

front radar and the short-range front radar (redundant sensor) continuously check the 

distance to the physical preceding vehicle on the same lane. 

(a) 

(b) 

Figure 4-13. Game environment of Mountain View, California (A) and infrastructure (b) built in 

Unity 



 

 

 

 

 

 

135 

In order to conduct ABMS for CAVs, we build a simulation environment in Unity 

partially based on the city of Mountain View, California as shown in Figure 4-13 (a). 

California State Route 237 (CA-237) is the major corridor in this environment, with several 

on-ramps and off-ramps connecting it with urban arterial roads. In this dissertation, we 

conduct the case study based on the on-ramp which connects E Middlefield Rd and CA-

237 westbound. As shown in Figure 4-13 (b), this on-ramp has a length of 267 meter, with 

a roadside unit-equipped infrastructure positioned between the on-ramp and main line. 

There is also an elevation difference between the on-ramp and main line, which means the 

vision of the on-ramp vehicle’s driver is obstructed for a long period before merging. 

In this simulation environment, a game object associated with a sphere collider is 

used to simulate the I2V-enabled infrastructure. Essentially, the center of the sphere 

collider is positioned at this game object (which is represented by a power tower in Figure 

4-13 (b)), and the sphere collider’s radius can be set as the I2V communication range. The 

‘isTrigger” function of the sphere collider is enabled to prevent any collisions with 

incoming vehicles, otherwise vehicles cannot enter the volume of this collider. After setting 

this sphere collider to “isTrigger”, when a vehicle enters and exits its volume, it sends 

“OnTriggerEnter” and “OnTriggerExit” messages. Then we can attach a configuration 

script to this game object to call these functions, and integrate the aforementioned vehicle 

sequencing protocol into the script. Namely, when a vehicle enters the radius of this sphere 

collider (i.e., enters the I2V communication range of the infrastructure), the 

“OnTriggerEnter” function is called, and the infrastructure retrieve information from the 

vehicle through “GetComponent” function. The infrastructure then processes this 
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information along with other information retrieved from all other entering vehicles during 

a certain time window, and sends the sequence identification number back to each vehicle 

at the next time step of sorting process. Once a vehicle exits the radius of this sphere 

collider, the “OnTriggerExit” function is called, and the infrastructure clear all stored 

information of this vehicle. 

The information sent from a vehicle to the infrastructure includes its longitudinal 

speed, acceleration, and the global position. Since the distance to the merging point of a 

vehicle is needed to calculate its estimated arrival time, we also come up with a map 

matching system to convert the global position of a vehicle into its distance to the merging 

point. Since the road segment is neither straight nor flat, we cannot simply calculate the 

distance between the vehicle’s position and the merging point’s position. Instead, we build 

paths with multiple waypoints along the lanes of both main line and on-ramp. Whenever 

the infrastructure gets the global position of a vehicle, it firstly compares the position with 

all waypoints’ positions on that path to figure out which path segment this vehicle is 

currently on and what the next waypoint is. Once finished, the distance to the merging point 

of this vehicle is the sum of its distance to the next waypoint and the path length from the 

next waypoint to the merging point. 

It should be noted that building such a CAV simulation environment which 

conforms to various test criteria requires huge efforts from developers. Test criteria are 

oftentimes decided by different OEMs, CAV features to be tested, and the level of 

confidence obtained from previous tests. In order to construct similar realistic test 
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environment in the virtual simulation in an automatic manner, one needs to come up with 

some test case generation protocol, which is discussed in the reference [89]. 

4.3.2.3 Agent-Based Simulation and Results 

In this dissertation, we study the case where one on-ramp vehicle tries to merge 

with a six-vehicle string traveling in the mainline. The proposed cooperative on-ramp 

merging protocol is applied to all these seven vehicles. There are other vehicles on the on-

ramp and in the mainline, but they are all conventional vehicles and are running with a 

cruise speed of 20 m/s in their own lanes, so they will not affect the cooperative merging 

process. Hence, they are not considered when we analyze simulation results. The on-ramp 

vehicle is discharged from the starting point of the on-ramp at an initial speed of 5 m/s. 

The mainline vehicles are discharged from the upstream of the mainline (which is outside 

the I2V communication range of the infrastructure) with random initial speeds and 

longitudinal positions. Before they reach the I2V communication starting point, they are 

driven in a vehicle string at a desired speed of 20 m/s and with a desired time-gap of 0.5 s. 

Upon the mainline vehicles arriving at the I2V communication starting point, the vehicle 

string has already been formed with a stable state. 
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(a) 

(b) 

(c) 

Figure 4-14. Cooperative on-ramp merging process 

Figure 4-14 illustrates the cooperative on-ramp merging process in this simulation. 

Figure 4-14 (a) shows the state when the mainline vehicles have already formed the vehicle 

string, but have not entered the I2V communication range yet. Figure 4-14 (b) shows that 

the on-ramp vehicle and all mainline vehicles are already inside of the I2V communication 

range, and a sequence identification number of “2” is assigned to the on-ramp vehicle. 

Therefore, the mainline vehicle with a sequence identification number of “3” is 

decelerating to create a gap for the on-ramp vehicle to merge. When the on-ramp vehicle 
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is about to merge, as shown in Figure 4-14 (c), the gap has already been created and no 

further longitudinal speed adjustments are needed. 

Human-in-the-Loop Simulation with Driver Simulator Platform. After running the 

simulation with all the vehicles controlled by the proposed online feedforward/feedback 

longitudinal controller, we also conduct human-in-the-loop simulations where the merging 

vehicle is controlled by a human driver on a driving simulator as shown in Figure 4-15. In 

this scenario, the on-ramp vehicle is a conventional vehicle with no connectivity and 

autonomy, while all six mainline vehicles are still CAVs. A mainline vehicle can sense the 

on-ramp vehicle by its long-range front radar once the on-ramp vehicle cuts in front.  

 

Figure 4-15. Driving simulator platform 

Given the fact that Unity allows users to change user input in its graphical user 

interface (GUI) very easily, the Logitech driving simulator (or potentially any other plug-

in-and-play driving simulators) can be connected to Unity by simply plugging in the USB 
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cable. A car user control script and a car controller script work together to allow a human 

driver to control the longitudinal and lateral movements of the vehicle on the driving 

simulator platform. The car user control script receives horizontal input from the driving 

simulator’s steering wheel, and vertical input from the driving simulator’s throttle and 

brake pedals. Then it calls the move function of the car controller script with the horizontal 

and vertical inputs. Wheel colliders of the vehicle will then be controlled based on these 

inputs, and the vehicle can be set in motion. In order to reduce any system biases on the 

results of human-in-the-loop simulation, we recruit four different drivers to drive the on-

ramp vehicle, each for five times. The drivers drive the vehicle on the driving simulator 

based on their own preferences, namely, there is no requirement for them to drive 

aggressively or cautiously. We categorize their driving behaviors only after the speed 

trajectories are generated by their simulation runs. It should be also noted that, a scene view 

of the game is displayed on the left-hand side of the driver’s view, which is slightly 

different with the view shown in Figure 4-15. The scene view works as the rearview mirrors 

to allow the driver of the vehicle to observe its surrounding traffic. 

The vehicle speed profiles and distances to the merging point from the cooperative 

merging scenario and the human-in-the-loop scenario are compared in Figure 4-16 and 

Figure 4-17, respectively. Both cooperative merging simulation and human-in-the-loop 

simulation are run with a frequency of 50 FPS. It should be noted that, we only show five 

of the twenty simulation runs from the human-in-the-loop scenario, and categorize them 

into “cautious driver” and “aggressive driver” cases based on the average changing rate of 
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vehicle speed, but all twenty simulation runs are included when calculating the results 

shown in Table XXIV. 

Also note that in the cooperative merging simulation, ramp vehicle merges to the 

second place of the vehicle string. However, in the human-in-the-loop simulation, there is 

no requirement for the human driver to follow. All he/she needs to do while conducting the 

human-in-the-loop simulation is to drive the ramp vehicle from on-ramp to the main lane, 

but the ramp vehicle can either merge into the 6-vehicle string, or attach to the from/end of 

the vehicle string. 

Simulation results are shown by Figure 4-16 and Figure 4-17, where Figure 4-16 

shows the longitudinal speed profiles of CAVs, while Figure 4-17 shows the longitudinal 

position of CAVs, respectively, for different simulation cases. Note that the longitudinal 

positions of CAVs on different lanes (main line and on-ramp) are calculated by their 

distances to the merging point, which is also the way we apply our online 

feedforward/feedback longitudinal controller. 
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Figure 4-16. Speed profiles of vehicles driven in different scenarios 
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Figure 4-17. Distance profiles of vehicles driven in different scenarios 

Figure 4-16 (a) shows the speed profiles generated from the proposed cooperative 

merging scenario, where mainline Vehicle 2 reaches the I2V communication starting point 

at around 3 s, and is assigned a sequence identification number of 3, which means it needs 

to follow the movement of the on-ramp vehicle. When Vehicle 2 starts to decelerate to 

adjust its speed and longitudinal position with respect to the on-ramp vehicle, its followers 

(mainline Vehicles 3, 4, 5, and 6) also decelerate accordingly since they are still in a vehicle 

string. Meanwhile, the on-ramp vehicle gradually adjusts its speed and longitudinal 

position with respect to mainline Vehicle 1. Therefore, when the merging happens at 
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around 18 s, there is no speed change of any vehicle. As shown in Figure 4-17, different 

vehicles’ distances to the merging point further explain aforementioned descriptions. 

For the cautious driver cases shown in Figure 4-16 (b) and (c), the on-ramp vehicle 

speeds up with a relatively small acceleration while it is on the on-ramp. Upon approaching 

the merging point, the on-ramp vehicle is already behind all mainline vehicles. So, it 

attaches to the end of the mainline vehicle string, and there is no speed change of any 

mainline vehicle. The distance to the merging point plots shown in Figure 4-17 (b) and (c) 

are also straightforward.  

For the aggressive driver cases shown in Figure 4-16 (d), (e) and (f), the on-ramp 

vehicle speeds up with a relatively large acceleration at first since the driver’s line of sight 

is obstructed and the driver does not know the traffic condition in the mainline at that time. 

Once the driver observes the traffic condition at around 14 s, the vehicle begins to slow 

down to avoid the rear-end collision with downstream traffic (which all travel at a speed 

of 20 m/s). Although the aggressive drivers already decide to overpass the whole six-

vehicle string, they also need to adjust their speed to merge into the gap between the string 

leader and its downstream vehicle (but the time gap is larger than 0.5 s so it is possible to 

merge in). Upon attaching to the front of the mainline vehicle string, all the six followers 

in that string change speed accordingly to prevent any rear-end collisions, and there are 

also some speed fluctuations afterwards due to the relatively poor speed control of the 

aggressive drivers. 
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Table XXIV Comparison results between cooperative merging and baseline. 

 

We also compare the system performance of the cooperative merging scenario with 

that of the human-in-the-loop scenario, in terms of travel time, energy consumption, and 

pollutant emissions. The number shown in each cell of Table XXIV is the sum of all seven 

vehicles’ results over the same traveling distance. The results for the human-in-the-loop 

scenario are the average of all twenty simulation runs. Specifically, travel time is used to 

represent the mobility benefit of the proposed cooperative on-ramp merging protocol, and 

it is calculated as the average time spent by all seven vehicles to travel the same distance. 

It is shown in TABLE 1 that a reduction in travel time of 6.6% can be achieved by applying 

the protocol. Energy consumption and pollutant emissions are calculated by the U.S. 

Environmental Protection Agency’s MOVES [99]. Compared to the human-in-the-loop 

scenario, the cooperative merging protocol provides 7.8% savings on energy consumption, 

and up to 58.4% reduction on pollutant emissions, respectively. 
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5 Conclusions and Future Work 

5.1 Conclusions 

In this dissertation, an agent-based distributed cooperative vehicle-infrastructure 

system framework has been developed in the CAV environment, where different CAV 

applications are designed based on V2V and/or I2V communication, and different motion 

control algorithms are proposed and evaluated in numerical simulations, microscopic 

traffic simulations, game engine simulations, as well as field implementations. 

Specifically, our dissertation is formed in a high-to-low-level structure, with the following 

achievement: 

 We demonstrated how agent-based distributed cooperative vehicle-infrastructure 

systems work in from a high-level architecture point of view. System architecture 

of such vehicle-infrastructure systems was analyzed by disaggregating them into 

subsystems and their hardware/software components. 

 We proposed applications of agent-based distributed cooperative vehicle-

infrastructure systems in the CAV environment, presenting where it could be 

implemented in the transportation system. Upon demonstrating how the agent-

based distributed cooperative vehicle-infrastructure systems work, I am also 

interested in where it could work. Therefore, different CAV applications were 

developed under V2V and/or I2V communication, with each of them bringing one 

or more benefits to the transportation system.  

 We developed motion control algorithms to realize the desired movements of CAVs 

in the proposed CAV applications. The algorithms were not only analyzed 
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qualitatively and quantitatively, but were also evaluated by various simulation 

approaches. 

5.2 Selected Publications Resulting from This Research 
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Based Modeling and Simulation Using Game Engine”, SAE International Journal of 

Connected and Automated Vehicles, vol. 2, no. 2, May 2019 

[2] Ziran Wang, Guoyuan Wu, and Matthew J. Barth, “Cooperative Eco-Driving along 

Multiple Signalized Intersections in a Partially Connected and Automated Vehicle 

Environment”, IEEE Transactions on Intelligent Transportation Systems, Early 

Access 

[3] Ziran Wang, Guoyuan Wu, and Matthew J. Barth, “Cluster-Wise Cooperative Eco-

Approach and Departure Application for Connected and Automated Vehicles along 

Signalized Arterials,” IEEE Transactions on Intelligent Vehicles, vol. 3, no. 4, Dec. 

2018, pp. 404–413 

[4] Ziran Wang, Guoyuan Wu, and Matthew J. Barth, “Developing a Distributed 
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Advanced Transportation, vol. 2017, Article ID 1023654, Aug. 2017 
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Conference, Philadelphia, PA, Jul. 2019 
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Barth, “Agent-Based Modeling and Simulation of Connected and Automated 

Vehicles Using Game Engine: A Cooperative On-Ramp Merging Study,” 

Transportation Research Board 98th Annual Meeting, Washington D.C., Jan. 2019 

[7] Guoyuan Wu, Peng Hao, Ziran Wang, Kanok Boriboonsomsin, and Matthew J. Barth, 

“Eco-Approach and Departure along Signalized Corridors,” Transportation 

Research Board 98th Annual Meeting, Washington D.C., Jan. 2019 

[8] Ziran Wang, Guoyuan Wu, and Matthew J. Barth, “A Review on Cooperative Adaptive 

Cruise Control (CACC) Systems: Architectures, Controls, and Applications,” IEEE 

21st International Conference on Intelligent Transportation Systems, Maui, Hawaii, 

Nov. 2018 

[9] Ziran Wang, Guoyuan Wu, and Matthew J. Barth, “Distributed Consensus-Based 

Cooperative Highway On-Ramp Merging Using V2X Communications,” SAE 

Technical Paper, 2018-01-1177, Apr. 2018 
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International Conference on Intelligent Transportation Systems, Yokohama, Japan, 
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“Intra-Platoon Vehicle Sequence Optimization for Eco-Cooperative Adaptive Cruise 

Control,” IEEE 20th International Conference on Intelligent Transportation Systems, 
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System,” 2017 IEEE Intelligent Vehicles Symposium, Redondo Beach, CA, Jun. 2017 

[13] Ziran Wang, Guoyuan Wu, and Matthew J. Barth, “Developing a Distributed 
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5.3 Future Work 

Although many positive results have been achieved in this dissertation, there are 

still some open questions that need to be addressed in future work related to the agent-

based distributed cooperative vehicle-infrastructure systems, especially in the development 

of CAV applications: 

 How to build a more reliable architecture for CAV systems? Unlike most 

theoretically proposed CAV systems that assume a static setting, a more realistic 

traffic network would introduce a highly dynamic environment. For example, the 

cooperative longitudinal motion control of multiple CAVs is heavily based on V2V 

communication, which are vulnerable to communication impairments such as 

latency and packet loss. Also, cyberattacks such as jamming, V2X data injection, 
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and vehicle sensor manipulation can also impair the performance of CAV systems. 

In the future development of the agent-based distributed cooperative vehicle-

infrastructure systems, the resilience against system impairments or attacks should 

also be considered and studied. How to conduct fault detection and isolation 

regarding communication impairments or cyberattacks, how to temporarily but 

smoothly switch to degraded modes of control that are less dependent on the 

communicated data, and how to maintain string stability under those situations 

could be some interesting topics to study and test. 

 How can we identify and close the gap between theoretical research and 

experimental implementation? It is true that many advanced methodologies have 

been proposed and analyzed in theory, however, the gap between theoretically 

functional and practically functional needs to be identified and closed. For example, 

the theoretical studies of string stability in most cases ignored the destabilizing 

effect of communication latency. CAV applications that would appear to be stable 

based on the theoretical analyses are not always stable in practical implementations 

due to unavoidable latencies in communications. Therefore, stability analyses need 

to include realistic quantifications of communication latency in order to 

compensate for this gap between theory and practice. Theoretical research results 

need to be tested under various realistic conditions to identify this gap, but that 

could be both labor-intensive and time-consuming. 

 How can we develop more ready-to-market cooperative vehicle-infrastructure 

systems with mixed traffic environment? Most of the CAV applications developed 
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in this dissertation made a strong assumption that all involved vehicles are CAVs. 

However, it is obvious that we will endure a long period during which the traffic 

environment is mixed with different types of vehicles: CAVs, connected vehicles, 

automated vehicles, and conventional vehicles. Cooperative longitudinal motion 

controllers that work for a pure CAV environment do not necessarily work for a 

mixed traffic environment, given the uncertainties introduced by other vehicle 

types in the environment. In order to facilitate more ready-to-market CAV 

applications, the future development of agent-based distributed cooperative 

vehicle-infrastructure systems might take advantage of advanced sensing and 

communication technology to deal with mixed traffic environment.  
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