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INTRODUCTION
The transition from wakefulness to sleep is characterized 

by the appearance of mental imagery and behavioral unre-
sponsiveness, changes in neuromodulation,1 and a shift from 
fast-frequency, low-amplitude electroencephalographic (EEG) 
activity to low-frequency, high-amplitude slow waves and 
sleep spindles.2,3 Despite these marked and seemingly global 
changes, falling asleep may actually constitute a heterogeneous 
process, both spatially and temporally. Recent work has shown 
that sleep slow oscillations and associated neural events usu-
ally do not affect the entire cortex at the same time, as was 
previously thought, but rather they occur locally. In particular, 
studies using intracerebral EEG recordings have revealed that 
slow waves and spindles tend to appear asynchronously across 
different brain regions,3,4 and it is now established that slow 
waves can be regulated locally, as a function of prior use and 
neural plasticity.5-8 In addition, clinical observations indicate 
that some sleep disorders, such as sleepwalking, reflect so-
called “dissociated states,” in which some brain areas display 
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activity similar to wakefulness, while at the same time other 
regions show sleep patterns.9-12 In transitional states, such as the 
falling- asleep process, state dissociation is particularly likely 
to occur. Indeed, several EEG studies suggest that the transi-
tion from wakefulness to sleep is not a spatially and temporally 
uniform process. Low-frequency EEG activity characteristic of 
sleep increases along an anterior-posterior axis13-18 and displays 
interhemispheric differences in onset.19 Recent work using 
functional MRI (fMRI) and intracerebral EEG recordings has 
revealed that subcortical and centrencephalic structures are de-
activated before lateral cortical areas,20-22 and that the contribu-
tions of spatially distinct nodes of the default mode network 
change during the transition from wakefulness to sleep.23 Along 
the same lines, results from a recent study using intracerebral 
EEG recordings suggest that the thalamus and the hippocampus 
display sleep rhythms well before neocortical regions.24

Although measures of EEG power and of cortical activation 
have provided valuable insights into local changes that occur 
during the falling-asleep period, the study of individual slow 
waves and spindles—the electrophysiological hallmarks of 
nonrapid eye movement (NREM) sleep—may be particularly 
well suited to characterize the spatial and temporal dynamics 
of this process. In fact, little is known about how spindles 
and slow waves evolve upon falling asleep. We hypothesized 
that, similar to changes in power and cortical activation, slow 
waves and spindles would consistently appear in some cortical 
regions first and then in others. The goal of the study was to 
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confirm this hypothesis by performing a refined analysis of 
slow waves and spindles in the falling-asleep process. For this 
purpose, we took advantage of high-density EEG (hd-EEG), a 
technique that combines the high temporal resolution of EEG 
with a spatial resolution that, upon source modeling, is roughly 
comparable to positron emission tomography (PET). In order to 
identify consistent patterns both within and among individuals, 
we used a multiple serial awakening paradigm25 that allowed us 
to obtain multiple falling-asleep periods for each subject.

METHODS

Subjects
Six healthy volunteers (three males, age 28 ± 5.7 y 

[mean ± standard deviation]), range 21-38) screened for neu-
rological, psychiatric, and sleep disorders and who were not 
on psychotropic medication participated in the study. All the 
subjects had a good sleep quality as assessed by the Pittsburgh 
Sleep Quality Index prior to enrolling (less than 5 points), and 
scored less than 10 points on the Epworth Sleepiness Scale. 
Written informed consent was obtained from each subject and 
the study was approved by the University of Wisconsin Institu-
tional Review Board.

Procedure
This study was conducted as part of a larger research project 

assessing mental activity during sleep.25 Six overnight record-
ings in the laboratory were scheduled for each subject. Partici-
pants were awakened at 15- to 30-min intervals, irrespective of 
sleep stage, and underwent a short interview lasting less than 
4 min about their mental activity. Recordings were performed 
using hd-EEG with a 256-channel system (Electrical Geodesics, 
Inc., Eugene, OR), electro-oculography (four of the 256 elec-
trodes placed at the outer canthi of the eyes were used to mon-
itor eye movements) and submental electromyography (using 
the Electrical Geodesics polygraph input box). The EEG signal 
was sampled at 500 Hz. Recordings were filtered between 0.3 
and 50 Hz and sleep scoring was performed over 30-sec epochs 
according to standard criteria26 by a physician who is board cer-
tified in sleep medicine.

Definition of the Falling-Asleep Period
All the EEG recordings preceding the 529 awakenings per-

formed in stages N2 and N3 were visually inspected. Two 
events, the end of alpha activity and the first slow wave se-
quence (FSS), were marked and used to define the beginning 
and the end of the falling-asleep period, respectively. The end 
of alpha activity was defined as the moment when continuous 
alpha activity characteristic of wakefulness was replaced by the 
high-frequency, low-voltage activity typical of stage N1. The 
FSS was defined as the first slow wave burst in the falling-asleep 
period consisting of more than two successive slow waves in 
the same derivation (duration of > 0.5 sec between consecutive 
zero crossings, > 75 µV peak-to-peak amplitude for each slow 
wave of the FSS) that were not followed by an arousal. The 
FSS generally appeared at the transition between stage N2 and 
N3. We chose this comparatively long time frame rather than 
one particular event (i.e., the first slow wave or sleep spindle) 
to define the falling-asleep period, in an attempt to capture the 

process in its entirety, from clearly defined wakefulness to well-
established sleep. Although considerable controversy exists in 
the literature as to how define sleep onset, it can be said that by 
the end of stage N2, the major behavioral, EEG, physiological, 
and subjective changes characteristic of sleep have occurred.27 
The EEG signal corresponding to each falling- asleep segment 
(FAS) was extracted, including 30 sec before the end of alpha 
activity and 30 sec after the FSS. FASs containing major move-
ment artifacts, long arousals (> 10 sec), shifts back toward 
lighter sleep stages, or in which subjects reached the end of 
alpha activity in less than 30 sec or were awakened before or 
within the 30 sec after the FSS were excluded from subsequent 
analysis. 141 FASs were retained (23.5 ± 5.9 per subject, length 
9.3 ± 2.1 min, range 1-26 min, see also Table S1, supplemental 
material). They contained 9.0 ± 3.0 % of epochs scored as 
wakefulness, 12.1 ± 3.1 % of stage N1, 71.7 ± 4.0% of stage N2 
and 5.9 ± 1.4% of stage N3.

Preprocessing of the EEG Signal
Bad channels were visually identified, rejected, and replaced 

with data interpolated from nearby channels using spherical 
splines (NetStation, Electrical Geodesics Inc.). Independent 
Component Analysis (ICA) was performed for each FAS to re-
move ocular, muscular, and electrocardiograph artifacts using 
EEGLAB routines.28 Considering the relatively low number of 
data points in some of the short FASs, we performed Principal 
Component Analysis (PCA) before ICA to reduce the number 
of components to 128.28 Only ICA components with specific ac-
tivity patterns and component maps characteristic of artifactual 
activity were removed.29 After excluding electrodes located on 
the neck/face region, the signal was re-referenced to the av-
erage of the remaining 185 channels.

Data Analysis
To compare FASs of different durations, we divided each 

FAS, starting from the end of alpha activity, into 10 time epochs 
of equal length.30,31 The signal corresponding to the 30 sec be-
fore the end of alpha activity was used as a “presleep baseline.”

To better characterize regional changes in the course of the 
falling-asleep period, we defined six regions of interest (ROIs), 
representing the medial anterior, medial posterior, left and right 
anterior, and left and right posterior brain areas. Because no 
evident differences emerged between left and right ROIs in all 
examined conditions, and in order to simplify the presentation 
of results, we merged them obtaining a lateral anterior ROI and 
a lateral posterior ROI. To determine how power, slow wave, 
and spindle characteristics changed in the course of the 10 ep-
ochs, we computed average values of the parameters of interest 
between homologous time epochs of different FASs for each 
channel. For ROI based analyses, we calculated the average 
across the channels included in the ROI.

EEG Spectral Analysis
For each FAS and EEG channel, power spectral density 

estimates were computed by fast Fourier transform in 2-sec 
Hamming windows to obtain a 0.5 Hz bin resolution. Adjacent 
frequency bins were then collapsed in order to obtain the fol-
lowing EEG bands: delta (1.0-4.5 Hz), theta (4.5-7.5 Hz), alpha 
(8.0-12 Hz), sigma (11-15 Hz), high beta (20-25 Hz) and low 
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gamma (25-40 Hz). We averaged the power spectra across fre-
quency bins within each of the 10 time epochs, and computed 
the ratio between each epoch and the corresponding presleep 
baseline. For each subject, the average ratio between homol-
ogous epochs of different FASs was calculated for each fre-
quency bin, channel, and previously defined ROI.

Analysis of Slow Waves
Slow Wave Detection: An automatic detection algorithm, 

adapted from a previous study,32 was used for slow wave detec-
tion. EEG signals from each electrode were referenced to the 
average of the two mastoid electrodes and then downsampled 
to 128 Hz and band-pass filtered (0.5-4.0 Hz, stop-band at 0.1 
and 10 Hz) using a Chebyshev Type II filter (Matlab, The Math 
Works Inc, Natick, MA). Only slow waves with a duration of 
0.25-1.0 sec between consecutive zero crossings and a max-
imum peak-to-peak amplitude greater than 75 µV were consid-
ered. For all the detected slow waves, the following parameters 
were determined: number, timing, duration, peak-to-peak am-
plitude, number of positive and negative peaks, slope 1 (be-
tween the first zero crossing and the negative peak), and slope 2 
(between the negative peak and the second zero crossing).

Source Localization, Probabilistic Origins, and Involve-
ment: To create a single timing reference for source localization, 
a similar wave detection procedure was applied to a composite 
reference signal generated from all mastoid referenced chan-
nels post-ICA. The negative-going reference envelope was 
generated by selecting the fifth most negative sample across 
all channels and then the resulting signal (0.5-40 Hz, stop-band 
at 0.1 and 60 Hz) underwent broadband filtering prior to wave 
detection. This method facilitates the detection of both local 
and global slow waves. Reference slow waves were detected 
as previously mentioned except that an amplitude criterion of 
40µV was applied only to the maximum negative amplitude of 
the envelope. Source localization of slow waves was performed 
on filtered data (0.5-4 Hz, 256 electrodes, 2 sec surrounding the 
negative peak of the reference slow waves) using the GeoSource 
tool (NetStation, Electrical Geodesics, Inc). A four-shell head 
model based on the Montreal Neurological Institute atlas and 
a standard coregistered set of electrode positions were used to 
construct the forward model. The inverse matrix was computed 
using the standardized low-resolution brain electromagnetic to-
mography (sLORETA) constraint, and a Tikhonov regulariza-
tion procedure was applied to account for the variability in the 
signal-to-noise ratio.33 The source space was restricted to 2,447 
dipoles distributed over 7 mm3 cortical voxels. The relative 
current was calculated by dividing the inverse model of each 
slow wave by the average of the last 5 sec of source modeled 
signal in the presleep baseline of the same FAS (similar results 
were obtained without baseline correction). For each subject 
we determined the probabilistic origin and involvement values 
as previously described.34 Briefly, the probabilistic origin was 
defined as the probability for a specific voxel to represent the 
potential origin of a slow wave. Specifically, the origin of an 
individual slow wave in source space was represented by the 
top 10% of voxels, which showed the earliest relative current 
maxima, identified within a time-window of 100 ms centered 
on the negative voltage peak of the slow wave (a threshold cor-
responding to 25% of the maximum relative current value was 

also applied). Cortical involvement was defined as the average 
of the relative current achieved within the same time-window. 
For each subject and epoch of the FAS, we computed the mean 
probabilistic origin and involvement value for all the voxels. 
To compare results obtained in different epochs and subjects, 
for both parameters we computed the ratio between the value 
in each voxel and the value resulting from the average of all 
brain voxels.

Relationship Between Slow Waves and Gamma Power: 
Considering the reported association between gamma activity 
and specific phases of the cortical slow wave,35 we next ex-
amined the temporal relation between gamma and delta power 
during the period centered on the negative peak of the slow 
wave. For each wave detected in early (epochs 2 and 3) and late 
epochs (epochs 8 and 9) in a single frontal channel (Fz), we 
computed the root mean square (RMS, 31.25 ms time-window) 
of the delta (0.5-4 Hz) and gamma (30-50 Hz) power for the 
10 sec before and after the negative peak of the wave. For 
each subject, delta and gamma RMS time series were z-score 
transformed and averaged across all the detected slow waves. 
A group average was computed on the 1.5 sec centered on the 
negative peak of the slow wave for a comparison between slow 
waves occurring in early and late epochs of the falling- asleep 
period.

Analysis of Sleep Spindles
Sleep Spindle Detection: An automatic algorithm, adapted 

from a previous study,36 was used for spindle detection and 
analysis. For each FAS, the average-referenced signal was 
downsampled to 128 Hz and band-pass filtered between 12 and 
15 Hz (-3 dB at 11 and 15 Hz). The following parameters were 
determined for all the detected spindles: number, timing, du-
ration, maximal amplitude, and frequency. Based on previous 
studies,4,37,38 spindles were categorized as fast centroparietal 
spindles or slow frontal spindles. Because spindle frequency 
varied considerably among subjects, we used an individual-
ized threshold to separate these two types of spindles. For each 
participant, the threshold was defined as the intermediate value 
between the average spindle frequency in one centroparietal 
(Pz) and one frontal (Fz) channel. Spindles associated with 
slow waves were identified using the information obtained 
from the automated detection procedures. Specifically, for each 
channel and for each of the 10 epochs of all FASs, we identi-
fied all spindles that either ended within the 150 ms before or 
started within the 150 ms after the slow wave negative peak, 
and stored their properties for subsequent evaluations and com-
parisons. Spindles preceding and following the negative peak 
were analyzed separately, based on previous work39 suggesting 
a specific association between low-frequency (slow) spindles 
and the negative slope of the slow wave (slope 1), and between 
high-frequency (fast) spindles and the positive slope of the 
slow wave (slope 2).

Spindle Synchronization: To investigate how the propor-
tion of local and diffuse spindles changed during the FAS, we 
calculated the scalp involvement for each spindle detected in a 
frontal reference channel (Fz) in all the FAS epochs. For each 
spindle we computed the number of synchronous detections 
in all other electrodes and expressed the scalp involvement 
as the mean percentage of channels showing a synchronous 
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spindle during each epoch. Spindles were considered syn-
chronous with the reference spindle if either the starting times 
were separated by less than 200 ms or the half-spindles were 
separated by less than 400 ms. A repeated-measures analysis 
of variance (ANOVA) (subject × epoch) was used to assess 
a significant effect of epoch on the level of spindle diffusion 
across the scalp.

Source Localization, Probabilistic Origins, and Involve-
ment: Source localization was computed on the filtered (11-15 
Hz) signal (256 channels) using the same procedures previ-
ously described for slow waves. Source analysis was per-
formed for fronto-central (identified in the Fz channel) and 
centroparietal spindles (identified in the Pz channel) separately, 
minimizing any overlap by excluding all events simultane-
ously detected in both channels. For each subject, we deter-
mined the probabilistic origin as defined by the top 10% voxels 
that showed the earliest relative current maxima after the be-
ginning of the spindle. Only relative current maxima above a 
threshold of 50% of the absolute maximum identified across 
all dipoles were included in this analysis. Involvement values 
were computed for each voxel by averaging the relative cur-
rent achieved during the whole duration of the spindle. Param-
eters for spindle source localization were otherwise computed 
in the same manner as slow waves.

Statistical Analysis
If not stated otherwise, analyses were performed for each 

subject separately. Given the overall consistency of results 
among subjects and to simplify presentation of the results, we 
presented group-averaged results in the figures. When results in 
one or more subjects differed substantially from the averaged 
result, we indicated this in the text.

To compare slow wave and spindle characteristics between 
early and late epochs of the falling- asleep periods, we per-
formed unpaired t-tests for each subject, comparing the param-
eter of interest across all the slow waves or spindles detected in 
each phase. We then carried out a conjunction analysis for all 
channels. Channels in which the P value was smaller than 0.05 
in at least five of the six subjects were considered as signifi-
cant.34 To compare the probabilistic origin and involvement of 
slow waves and spindles between early and late epochs, and for 
other comparisons carried out at the group level, we performed 
voxelwise, paired nonparametric tests (Wilcoxon signed-rank 
test) on the mean values obtained for each subject.

RESULTS

Power Analysis
Topographical and regional power changes for different fre-

quency bands are shown in Figures S1 and S2 (supplemental 
material), respectively. In the delta and theta frequency bands 
(1-7.5 Hz), spectral power increased progressively, earlier and 
more prominently in the anterior and medial brain regions than 
in the posterior and lateral regions. A transient decrease across 
epochs 5 to 7, which was most prominent in the anterior medial 
regions, was observed in five of the six subjects. For the alpha 
and sigma frequency bands (8-15 Hz), overall power decreased 
slightly in the first epoch with respect to the presleep base-
line and then increased linearly. Sigma power also increased 

earliest and to the greatest extent in the anterior regions, but 
did not show a clear dissociation in the mediolateral dimension. 
Power in the high beta band (20-25 Hz) showed considerable 
variability, both within and between subjects. After a marked 
decrease following the presleep baseline, high beta power re-
mained stable in two subjects and showed a progressive in-
crease in four subjects. Gamma activity (25-40 Hz) decreased 
progressively in all participants after the end of alpha activity, 
without displaying a consistent regional gradient.

Slow Wave Analysis

Slow Wave Characteristics
In agreement with the results of the power analysis in the 

delta range, the analysis of individual slow waves revealed 
a characteristic time course of the number and amplitude of 
slow waves in the falling-asleep period. In all the subjects, 
the number of slow waves at first increased, earliest and most 
prominently in anterior medial brain regions, followed by other 
regions (Figure 1A and 1B). This rapid initial increase was 
then followed by a slight decrease or a plateau across epochs 
2 and 5. Finally, by epoch 8 at the latest, the number of slow 
waves began to increase again. This pattern was particularly 
marked in the anterior medial region in all the subjects. In five 
of the six subjects, the amplitude of slow waves also increased 
at the beginning of the falling-asleep period, reaching a peak 
somewhere between epochs 2 and 6, again most evident in the 
anterior medial region (Figure 1A and 1B). Subsequently, how-
ever, the amplitude of slow waves decreased. In one subject, 
slow wave amplitude was highest in the first epoch and then 
decreased progressively.

The distinct courses of slow wave amplitude and number 
(Figure 1B) indicated that the early phase of the falling-asleep 
period was characterized by relatively isolated, large-amplitude 
slow waves, whereas in the late phase numerous small-ampli-
tude slow waves prevailed. The transient dip in delta power be-
tween epochs 5 and 7 (Figures S1 and S2) corresponded to the 
moment when slow wave amplitude decreased and slow wave 
number had not yet increased. To quantify and topographically 
map these changes, we directly compared characteristics of 
slow waves in early epochs (epochs 2 and 3) with slow waves 
in late epochs (epochs 8 and 9). As shown in Figure S3 (supple-
mental material), the amplitude and slope of slow waves de-
tected in early epochs were significantly larger in the frontal 
region, whereas the number of negative peaks was smaller than 
for slow waves detected in late epochs. Slow waves detected 
in early epochs also tended to have a longer duration and more 
positive peaks compared slow waves detected in late epochs in 
this region, but these differences were not significant, based on 
our criteria.

Slow Waves and Gamma Power
Gamma activity is known to change in relation to specific 

phases of the cortical slow wave.35 We therefore examined the 
time course of gamma and delta power during the period cen-
tered on the negative peak of the slow wave (Figure S4, supple-
mental material). Gamma power was high about 500 ms before 
the negative peak of the slow wave, then decreased approxi-
mately 250 ms before the negative peak, and started to increase 



SLEEP, Vol. 37, No. 10, 2014 1625 Two Synchronization Processes in the Transition to Sleep—Siclari et al.

again just before the negative peak, reaching a maximum ap-
proximately 500 ms later. Gamma power thus reached its lowest 
value during the slow wave phase corresponding to the intracel-
lular down state.35,40 Slow waves detected in early epochs were 
associated with more pronounced and rapid changes in gamma 
power compared to slow waves detected in late epochs. This 

led to a significant effect at the group level (P = 0.03, signed 
rank test) within the 250 ms following the wave negative peak.

Origin and Involvement of Slow Waves (Source and Scalp Level)
To determine whether the origin of slow waves changed 

in the course of the falling-asleep period, we calculated, for 

Figure 1—Slow waves: regional changes. (A) Topographical changes in slow wave density (slow waves per min [SW/min], first row), amplitude ([μV], second 
row), slope-2, corresponding to the slope of the negative to positive deflection of the slow wave ([μV/min], third row) and number of negative peaks per wave 
([nNP/SW], fourth row) for the 10 consecutive epochs of the falling asleep period (group average). The images on the left of the black vertical line show the 
topographical distribution of the same characteristics obtained when considering the falling asleep period as a whole. (B) Evolution of slow wave density 
(a), amplitude (b), slope-2 (d) and number of negative peaks (e) for the four regions of interest (ROI) and 10 consecutive epochs of the falling asleep period 
(group average). Both amplitude and number are plotted on the same graph for the medial anterior ROI only (e). The small panel on the bottom right corner 
shows the ROIs used for analysis.
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Figure 2—Slow waves: origin and involvement in source space. (A) Group averaged probabilistic distribution of slow wave origins shown on inflated cortical 
maps for each of the 10 consecutive epochs of the falling-asleep period. The probabilistic origin was defined as the probability for a specific voxel to represent 
the potential origin of a slow wave (top 10% voxels, which showed the earliest relative current maxima). To be able to compare results obtained in different 
epochs and subjects, we computed the ratio between the value in each voxel and the value resulting from the average of all brain voxels. (B) Inflated cortical 
maps of differences in probabilistic origins between slow waves detected in early and late epochs (left). Only areas that significantly differed between slow 
waves detected in early and late epochs are shown (signed rank test, P < 0.05; right). (C) Inflated cortical maps of differences in involvement between slow 
waves detected in early and late epochs (left). Involvement was defined as the average of the relative current achieved within a time-window of 100 ms 
centered on the negative voltage peak of the slow wave. Only areas that significantly differed between slow waves detected in early and late epochs are 
shown (signed rank test, P < 0.05; right).
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each slow wave in the 10 time epochs, which voxels were 
most likely to be at the origin of that wave.34 Figure 2A shows 
that the most frequent origins of slow waves detected in early 
epochs were localized to a region encompassing the primary 
sensory and motor cortices (extending to the lateral prefrontal 
cortex on the right side), the inferior frontal gyrus\insula, and 
the posteromedial parietal cortex (posterior cingulate and 
precuneus). Although these preferential origins predomi-
nated over the whole course of the falling-asleep period, the 
relative contributions of other brain regions (in particular the 
right lateral prefrontal cortex, and the lateral parietal, lateral 
temporal, and occipital areas) increased in the later phase 
of the FASs (Wilcoxon signed-rank test at the group level, 
P < 0.05; Figure 2B, see also Figure S5, supplemental mate-
rial). In other words, the origins of slow waves became more 
evenly distributed over the cortex during the latter part of the 
falling-asleep period. We then evaluated the amount of cur-
rent produced by different cortical areas during slow waves 
(cortical “involvement”34) detected in early and late epochs 
separately. Compared with slow waves in late epochs, slow 
waves in early epochs involved preferentially the frontal re-
gion, in particular the medial part. By contrast, slow waves 
detected in late epochs involved the parietal, temporal and 
occipital regions to a greater extent than slow waves detected 
in early epochs (P < 0.05) (Figure 2C). A similar analysis per-
formed at the scalp level confirmed that slow waves in early 
epochs tended to involve broad regions of the cortex, whereas 
slow waves in late epochs involved relatively circumscribed 
cortical areas (illustrative examples are shown in Figure 3). A 
summary of typical, distinctive characteristics of slow waves 
detected in early and late epochs of the falling-asleep period 
is provided in Table S2 (supplemental material). Visual in-
spection and analysis of individual slow waves confirmed 
that these distinctive characteristics are indeed typical of the 
majority of slow waves detected early and late. Nevertheless, 
some waves in the early epochs displayed the characteristics 
typical of slow waves of the late epochs, such as a small am-
plitude, and vice versa.

To exclude that differences in slow wave origin and involve-
ment between slow waves in the early and late epochs were 
caused by the presence of vertex waves in early epochs, we 
performed a separate analysis for slow waves with a duration 
between 0.1-0.25 sec, a range that is typical for vertex waves.41 
This analysis showed specific origins and involvements of 
vertex waves that were distinct from those observed for slow 
waves detected in early epochs (Figure S6, supplemental mate-
rial). In particular, the involvement of vertex waves was more 
posterior compared to that of slow waves detected in early 
epochs.

Spindle Analysis

Spindle Characteristics
The number of spindles increased initially in all subjects and 

then decreased after the ninth epoch at the latest (Figure 4A 
and 4B). The increase was particularly marked and appeared 
earlier in anterior brain regions in comparison with posterior 
ones. The duration of spindles showed a similar course in all 
subjects. After an initial steep increase in spindle frequency 

between the first and second epoch, a gradual decrease was 
observed in all subjects in the course of the falling- asleep pe-
riod. The steep increase in frequency between epochs 1 and 
2 (shown in Figure 4A and 4B) involved mainly the posterior 
brain regions, probably reflecting the disappearance of very 
short bursts of alpha activity. Indeed, upon visual inspection, 
low frequency, spindle-like oscillations were identified in the 
first segment of the falling-asleep period. Our results confirm 
the topographical distinction between faster centroparietal 
and slower frontal spindles42,43 (Figure 4A). Frontal spindles 
showed a tendency to appear before centroparietal spindles, 
although this difference in latency was significant in only two 
subjects (data not shown), consistent with results of a recent 
study.44 Figure 4A and 4B show that spindle frequency in both 
frontal and centroparietal regions decreased in the falling-
asleep period, but to a greater extent in the frontal region. 
When directly comparing spindle frequency between early and 
late epochs (Figure S7, supplemental material), a significant 
decrease was observed only in the frontal region. In the same 
frontal regions late spindles tended to be longer, but this effect 
was not significant. As for spindle amplitude, it showed a ten-
dency to be lower in late spindles. This effect was significant 
for one frontal electrode.

Scalp Involvement of Sleep Spindles
We then examined, at the scalp level, how many channels 

were involved in each spindle in the course of the falling-asleep 
period—an index of how widespread spindles were in each 
epoch. The proportion of channels involved was relatively low 
(20% ± 11%) early in the falling-asleep period, but then in-
creased progressively, reaching a maximum between epochs 4 
and 6 in all subjects (44.8% ± 1.7% in epoch 5; Figure 4C). In-
volvement then remained relatively stable, showing only a slight 
reduction at the end of the FAS. Repeated-measures ANOVA 
confirmed the existence of a clear epoch effect (P < 5*10-11). 
The degree of scalp involvement positively correlated with 
spindle amplitude (P < 10-27 in all subjects, n = 724.3 ± 384.3) 
and duration (P < 10-4 in all subjects), whereas no correlation 
was found for spindle frequency.

Origin and Involvement of Sleep Spindles at the Source Level
Sleep spindles are generated in the thalamus, via the inter-

action between thalamic reticular and thalamocortical cells,2 
and amplified in the cortex.45 Thalamic activity could not be 
directly assessed in the current study. Instead, we investigated 
which cortical areas first showed spindle-related activity (“ori-
gins” of spindles). The characteristics of cortical spindles ap-
pear to reflect important properties of spindle generation at 
the level of thalamic cells.4 The probabilistic origin was cal-
culated for frontal as well as for centroparietal spindles, both 
in early and late epochs. The most frequent origins (top 10%) 
of frontal spindles were the anterior cingulate cortex and the 
dorsolateral and medial prefrontal cortex, whereas centropari-
etal spindles most frequently originated in the precuneus and 
posterior cingulate cortex (Figure S8, supplemental material). 
In the course of the FAS, the relative proportion of posterome-
dial parietal origins increased for frontal spindles, whereas the 
relative contributions of frontal origins increased for centropa-
rietal spindles, (Wilcoxon signed-rank test at the group level, 
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Figure 3—Scalp involvement, origin, and propagation for representative slow waves (SW) of early and late epochs in one subject (S2). Slow waves detected 
in early epochs have a large amplitude and involve broader parts of the cortex when compared to slow waves detected in late epochs. In addition, slow 
waves detected in early epochs originate predominantly from a limited number of hotspots, whereas the origins of slow waves detected in late epochs are 
more evenly distributed over the cortex. The scalp involvement was defined as the average of current achieved during a 100 ms window around the negative 
peak of the electroencephalographic (EEG) slow wave (shown on the left and on the right for slow waves detected in early and late epochs respectively—185 
channels). Scalp origins were determined using an algorithm similar to one that was previously described.32,34,106 Briefly, we determined for each EEG 
channel whether a negative peak was detected on the band-pass filtered signal within ± 200 ms of the reference wave peak. The timing of each involved 
channel’s EEG peak was used to create a rectangular delay map grid with centimeter resolution based on electrode positions. A streamline tangential to the 
instantaneous velocity direction in the two-dimensional vector field of delays was determined for each involved electrode. The streamline for an individual 
electrode progressed in both directions along the vector field (up and down the gradient). The beginning of the longest streamline was considered the origin 
of the wave.
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P < 0.05; Figure 5A and 5B). Similarly, early centroparietal 
spindles were characterized by a greater relative involvement 
of occipital, parietal, temporal, and insular areas, whereas late 

centroparietal spindles showed a higher involvement over the 
fronto-medial region (P < 0.05) (Figure 5C). No such difference 
in the degree of involvement was observed for frontal spindles.

Figure 4—Spindles: regional changes and scalp synchronization. (A) Topographic changes in spindle density (spindles per min [Sp/min], first row), frequency 
([Hz], second row) and duration ([sec], third row) for the 10 consecutive epochs of the falling asleep period (group average). The fifth and sixth rows show the 
topographic changes in fast and slow spindle density, respectively. The images on the left of the black vertical line show the topographical distribution of the 
same characteristics obtained when considering the falling asleep period as a whole. (B) Evolution of density (a) frequency (b) and duration (c) of spindles in 
the four regions of interest (ROI) for the 10 consecutive epochs of the falling asleep period (group average). The small panel on the bottom left corner shows 
the ROIs used for analysis. (C) Proportion of channels involved for each spindle detected in the reference channel across the 10 time epochs of the falling-
asleep period. For each spindle we computed the number of synchronous detections in all other electrodes and expressed the scalp involvement as the mean 
percentage of channels showing a synchronous spindle during each epoch. Spindles were considered synchronous with the reference spindle either if the 
starting times were separated by less than 200 ms or if the half-spindles were separated by less than 400 ms.
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The Relation Between Slow Waves and Spindles
Across all channels, 2.2% (± 0.76%) of detected slow 

waves were characterized by the presence of a spindle on the 
negative slope (prepeak), whereas 3.4% (± 1.3%) were asso-
ciated with a spindle on the positive slope (postpeak). The 
probability for a slow wave to be associated with a spindle 
was highest in frontal regions for both prepeak and postpeak 
spindles (Figure S9A, supplemental material). In line with 
previous work, postpeak spindles tended to show a higher 
frequency when compared to prepeak spindles (Figure S9C), 
this effect was significant in frontal electrodes at the group 

level (P < 0.05, uncorrected). For both types of spindles, the 
incidence, as expressed by the association probability value, 
mirrored the general course of spindles described previously: 
it increased during the first half of the falling-asleep period, 
reached a maximum in the central part, and then decreased 
during the last epochs (Figure S9B). Spindles associated with 
slow waves detected in early epochs showed a trend toward 
a higher frequency and shorter duration when compared with 
spindles associated with slow waves detected in late epochs 
(data not shown), again in line with the general changes de-
scribed for spindles.

Figure 5—Spindles: origin and involvement in source space. (A) Inflated cortical maps of differences in probabilistic origins between early and late phase 
frontal spindles (left). Only areas that significantly differed between early and late phase frontal spindles are shown (signed rank test, P < 0.05; right). The 
probabilistic origin was defined as the top 10% voxels, which showed the earliest relative current maxima after the beginning of the spindle. Only relative 
current maxima above a threshold of 50% of the absolute maximum identified across all dipoles were included in this analysis. (B) Inflated cortical maps of 
differences in probabilistic origins between early and late phase parietal spindles (left). Only areas that significantly differed between early and late phase 
parietal spindles are shown (signed rank test, P < 0.05; right). (C) Inflated cortical maps of differences in involvement between early and late phase parietal 
spindles (left). Only areas that significantly differed between early and late phase parietal spindles are shown (signed rank test, P < 0.05; right). For each 
voxel, spindle involvement was defined as the average relative current achieved in the whole duration of the spindle.
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When considered together, the course of slow waves and 
spindles in the falling-asleep period can be divided into three 
parts (Figure 6): (1) In the first third of the falling-asleep period, 
slow wave and spindle densities increase sharply and almost in 
parallel. (2) In the second part, both slow waves and spindles 
increase in number but follow different courses: slow wave 
density decreases or remains stable, and then slowly increases, 
whereas spindle density continues to increase linearly. (3) In 
the last 10% of the falling-asleep period, slow waves and spin-
dles show an opposite course: slow wave density rises steeply, 
while spindle density decreases.

DISCUSSION

Slow Waves in the Falling-Asleep Period
The EEG slow wave of NREM sleep reflects a slow oscilla-

tion of thalamocortical neurons between two states, each lasting 
a few hundred milliseconds46-50: (1) a state during which neurons 
are depolarized (up state) and display a high firing rate (on state), 
and (2) a state characterized by intracellular hyperpolarization 
(down state) and relative neuronal quiescence (off state). Specif-
ically, the positive-to-negative deflection of the EEG slow wave 
corresponds to the down state recorded intracellularly, and to the 
off state detected extracellularly.49,51 The propensity of thalamo-
cortical neurons to fall inevitably into a silent, hyperpolarized 
down state after a period of activation, also termed bistability, 
reflects a fundamental characteristic of the cortex during NREM 
sleep. Although it has been suggested that thalamic oscillators 
may play a role in this slow oscillation,52 it is now established 
that the cortex alone is necessary and sufficient to generate and 
sustain slow waves.53,54 A recent study, in which scalp EEG, in-
tracerebral EEG, and unit firing were recorded simultaneously 
in multiple brain regions of patients with epilepsy,3 confirmed 
that in humans, the slow wave reflects the same alternation be-
tween neuronal firing and silence previously described in ani-
mals. The study also showed that, especially toward the end of 
the night, the slow oscillation can occur locally, meaning that 
some brain regions can be in the on state, whereas simultane-
ously other brain regions are silent. In addition, it was dem-
onstrated that small amplitude slow waves in the EEG mostly 
represent local waves, occurring out of phase across different 
brain regions, as opposed to large amplitude “global” EEG slow 
waves that are in phase across different brain regions. In the cur-
rent work, we used the same criteria to define and detect slow 
waves, that is, their negative peak, knowing that it corresponds 
to the end of the off state. Unlike the previous study, we focused 
specifically on the falling-asleep period and used hd-EEG as a 
noninvasive technique. Without any a priori assumption, we 
found that in the transition to sleep, the number and amplitude 
of slow waves followed two dissociated, intersecting courses: 
slow wave number increased slowly at the beginning and rap-
idly at the end of the falling-asleep period, whereas slow wave 
amplitude at first increased rapidly and then decreased linearly. 
Slow waves occurring early in the falling- asleep period tended 
to be infrequent and had a large amplitude, a steep slope and few 
negative peaks. They involved broad parts of the cortex, pre-
dominated over frontomedial regions and were first detected in 
a region encompassing the primary motor and sensory cortices, 
the posteromedial parietal cortex and the insular area. Most slow 

waves occurring in the later part of the falling- asleep period 
had a smaller amplitude and slope as well as a higher number of 
negative peaks compared to slow waves occurring early. They 
also tended to involve more circumscribed parts of the cortex 
and could originate from any part of the cortex.

The region in which slow waves tended to originate, es-
pecially at the beginning of the transition to sleep, overlaps 
with slow wave hotspots identified during established sleep by 
other studies using source modeling34 and fMRI acquisitions 
phase-locked to slow waves.55 The sensorimotor cortex, a pri-
mary hotspot in our study, also constitutes a preferential site 
for triggering slow waves with transcranial magnetic stimula-
tion (TMS) during sleep.56 In fact, the slow waves induced by 
TMS over this region share a number of similarities with slow 
waves detected early in the falling-asleep period, including a 
large amplitude, a frontal distribution and a diffuse cortical in-
volvement. It thus appears that some brain regions are more 
prone than others to give rise to slow waves, especially in the 
early part of the falling-asleep period, but also during estab-
lished sleep. Why these areas should show such a propensity 
to produce slow waves is currently unknown. Interestingly, 
the preferential region of origin identified in the current work 
contains the highest degree of noradrenergic innervation in 
the human and monkey cortex,57-59 suggesting that especially 
slow waves occurring early in the falling-asleep period may 
be functionally and anatomically related to arousal systems. In 
agreement with this observation, a recent fMRI study found 
significant activations in the pontine area encompassing the 
locus coeruleus specifically during high amplitude slow waves 
in sleep.55 A functional interaction between the locus coeru-
leus and prefrontal cortical neurons has also been suggested 
by a recent study carried out in naturally sleeping rats, which 

Figure 6—The three phases of the falling-asleep period. Spindle (SP) 
and slow wave (SW) densities (events per min) in the course of the 10 
consecutive epochs of the falling-asleep period (group average). Three 
phases can be identified, as described in the main text: Phase I: slow 
wave and spindle densities increase sharply and almost in parallel; 
Phase II: both slow waves and spindles increase in number but follow 
different courses: slow wave density slightly decreases or remains stable, 
and then slowly increases, whereas spindle density continues to increase 
linearly; Phase III: slow waves and spindles show an opposite course: 
slow wave density rises steeply, whereas spindle density decreases.



SLEEP, Vol. 37, No. 10, 2014 1632 Two Synchronization Processes in the Transition to Sleep—Siclari et al.

showed specific firing of locus coeruleus neurons during spe-
cific phases of the cortical slow wave.60 The fact that the slow 
wave hotspots, which are heavily innervated by the arousal- 
and wakefulness-promoting neurotransmitter noradrenaline, 
are also among the first ones to give rise to sleep-promoting 
slow waves seems paradoxical, but may be accounted for by a 
specific, arousal-related mechanism of slow wave synchroni-
zation outlined in the next paragraphs.

Possible Neuronal Synchronization Mechanisms Underlying 
Type I and Type II Slow Waves

When neurons are stimulated in a bistable state (NREM 
sleep), for example, by TMS56 or intracortical electrical stim-
ulation,61 they simultaneously undergo a stereotypical down 
state, resulting in the EEG slow wave. Evidence from large 
scale computer simulations,62 local field potential studies 
of slow waves in the rat51,63 and EEG studies in humans32 

Figure 7—Model of slow wave synchronization involving two processes. According to this model, slow waves in the transition to sleep are synchronized by 
two distinct processes. Synchronization Process I, underlying type I slow waves, operates in a bottom-up manner through subcortical projections to the cortex 
originating in arousal-related structures (left upper panel). The subcortical location and wide-spread nature of these projections result in a particularly fast 
and effective synchronization, giving rise to slow waves that display the characteristics outlined in the left lower panel. Synchronization Process II, associated 
with type II slow waves, represents a corticocortical (horizontal) synchronization. This type of synchronization is likely to be less efficient, as a cortical region 
can reach only a limited amount of neuronal populations at the same time, resulting in slow waves that have the features outlined in the right lower panel. 
SM = sensorimotor cortex.
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suggests that the amplitude, number of negative peaks, and 
slope of the slow wave reliably reflect the degree and speed 
of synchronization across neuronal populations. Specifically, 
steep, high-amplitude slow waves with few negative peaks 
result from a fast and efficient neuronal synchronization in-
volving a large number of neurons.32,51,63 The fact that slow 
waves occurring early in the falling-asleep period and those 
that occur later differ in precisely these parameters suggests 
that they may result from distinct synchronization mecha-
nisms (Figure 7).

We hypothesize the existence of two slow wave synchroniza-
tion processes in the transition to sleep:

(1) �Synchronization Process I, a “bottom-up,” common input 
synchronization mechanism mediated by subcortical, 
arousal-promoting structures, which predominates early 
in the falling-asleep process. Slow waves resulting from 
this synchronization process, which will be called “type 
I” slow waves, are typically large, steep, originate pre-
dominantly in the sensorimotor region and the postero-
medial parietal cortex and involve a broad frontomedial 
region that falls asleep first.

(2) �Synchronization Process II, a “horizontal” synchroniza-
tion mechanism mediated by cortico-cortical connections, 
which predominates later when sleep is more established. 
Slow waves resulting from this synchronization process, 
which will be called “type II” slow waves, are typically 
smaller, less steep, originate anywhere in the cortex, and 
involve circumscribed cortical areas including posterior 
and lateral brain regions, which fall asleep later.

The characteristic features distinguishing type I and type II 
slow waves and their proposed synchronization mechanisms 
are outlined in Figure 7. It should be emphasized that, although 
type I and type II slow waves are typical of the early and late 
falling-asleep process, respectively, visual inspection of indi-
vidual waves showed that slow waves matching type I criteria 
can occur late, and slow waves matching type II criteria can 
occur early. An automated, classifier-based method for catego-
rizing slow waves as type I and type II based on ongoing EEG 
recordings is being developed.

Anatomical structures underlying Synchronization Process 
I most likely include arousal-promoting neuromodulatory sys-
tems with diffuse thalamic and/or cortical projections, but also 
matrix cells in the thalamus, which have diffuse cortical projec-
tions as well, especially to layer I.64 The hypothesis that these 
diffusely projecting subcortical structures are functionally and 
anatomically related to the majority of slow waves occurring 
early in the falling-asleep period is supported by several lines 
of evidence. As described previously, the preferential region 
of origin of these slow waves contains the highest degree of 
noradrenergic innervation in the human and monkey cortex,57-59 
suggesting a tight link to the arousal-promoting noradrenergic 
system. Projections to the cortex that target preferentially 
the frontal medial area (corresponding to the region of pri-
mary involvement of most slow waves occurring early in the 
falling-asleep period) have also been described for the pontine 
and mesencephalic reticular formation 65, another arousal-pro-
moting structure. In the rodent, the ventromedial thalamic nu-
cleus, containing a high proportion of matrix cells with diffuse 
cortical projections, especially to layer I,66 heavily innervates 

the sensorimotor67,68 and anterior cingulate cortices,67 consistent 
with the preferential origins and frontal medial involvement of 
slow waves occurring early in the falling- asleep period. In ad-
dition, a recent study has demonstrated that network states in 
the primary motor cortex are rapidly and strongly modulated by 
neurons in the primary somatosensory cortex,69 suggesting that 
a rapid spread of slow waves across these two regions is pos-
sible. The common input to widespread regions of the cortex 
from a diffusely projecting subcortical source should lead to 
the near-simultaneous depolarization of many neurons widely 
distributed over the cortex, resulting in a particularly fast and 
efficient slow wave synchronization. Hence, a “bottom-up” 
synchronization would lead to slow waves that are large, have 
a steep slope, few negative peaks, and involve broad cortical 
regions, which are the characteristics associated with most slow 
waves occurring early in the falling-asleep period. Studies using 
intracellular recordings70,71 have shown that gamma activity, 
reflecting a high firing rate of cortical neurons, is suppressed 
close to the negative peak of the slow wave (corresponding to 
the down state) and increases after the peak (during the phase 
corresponding to the upstate). Thus, a strong neural synchroni-
zation would result in an intense and brief decrease in gamma 
power tightly coupled with the positive to negative deflection 
of the slow wave (corresponding to the down state of cortical 
neurons; Figure S4), again consistent with findings in slow 
waves in the early part of the falling-asleep period.

In contrast, type II slow waves would occur when a slow os-
cillation is initiated in a local region of the cortex, most likely in 
layer V cells,72 which then progressively recruit other neurons 
through a synchronization process mediated primarily by “hori-
zontal,” corticocortical connections (Synchronization Process 
II). This type of synchronization is presumably less efficient, as 
each local group of neurons can only depolarize directly con-
nected neurons, to a degree that depends on the strength and ex-
tent of cortical connections in a particular region. This should 
result in slow waves that originate independently in many re-
gions of the cortex, have a smaller amplitude, a flatter slope, 
more negative peaks, involve more circumscribed parts of the 
cortex, and are associated with a less sharp and pronounced de-
crease in gamma power during the down state (Figure 7). These 
characteristics were associated with the majority of slow waves 
occurring late in the falling-asleep period.

Relation of Type I Slow Waves to K-Complexes
K-complexes, as they are typically described in the literature, 

share several features with type I slow waves: they represent 
the first slow waves to occur in the NREM sleep cycle, tend to 
be isolated,73 have a large amplitude74 and a long duration,74 and 
reach an amplitude maximum over frontal brain regions.75,76 In 
addition, the fact that K-complexes can be elicited by sensory 
stimuli,77-81 are associated with signs of autonomic activa-
tion,82-86 and are sometimes followed by an EEG arousal87 sug-
gests that they may be functionally related to arousal systems. It 
thus appears that at least some type I slow waves represent what 
is traditionally called a K-complex, whereas type II slow waves 
often correspond to “delta” waves.88 Nevertheless, the distinc-
tion between type I and type II slow waves appears to be prefer-
able to the traditional distinction between “K-complexes” and 

“delta waves.” First, the separation between “K-complexes” and 
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“delta waves” is potentially misleading, as it seems to imply that 
the two EEG graphoelements represent fundamentally different 
phenomena, where instead they are both slow waves, because 
of the same mechanism of membrane potential bistability in 
cortical cells.89 Second, “K-complexes” and “delta waves” are 
loosely defined, based mainly on their visual morphology in the 
EEG. Instead, the distinction between type I and type II slow 
waves results from the unbiased categorization of two naturally 
dissociated and intersecting processes during the transition to 
sleep. Third, the proposed separation between type I and type 
II slow waves takes into account several additional parameters, 
such as slope, origin, and the topography of cortical involve-
ment of slow waves. Finally, based on their various character-
istics, it can be proposed that type I and type II slow waves, 
while reflecting the same cellular phenomenon of bistability, 
nevertheless result from different synchronization processes, 
the former through subcortical common input and the latter 
through intracortical spread.

Spindles in the Falling-Asleep Period
Our results demonstrate that sleep spindles also undergo a 

number of important changes during the falling-asleep period. 
Whereas early in the wake-sleep transition spindles are rela-
tively sparse, predominantly local and have a high frequency, 
they become progressively more numerous, diffuse, and slower.

The fact that spindle density increased in the first part of the 
falling-asleep period, reached a maximum and then decreased, 
is in agreement with previous studies based on power spectrum 
analyses.90,91 This course mirrors the evolution of slow wave 
density, as previously described.90 Our results also confirm that 
spindle frequency decreases and that their duration increases 
in the course of the falling-asleep period,4,92 consistent with a 
progressive hyperpolarization of thalamocortical cells.93-94 In 
line with these findings and with previous studies,39 we found 
that spindles preceding the negative peak of the slow wave 
(progressive hyperpolarization) were slower than spindles oc-
curring after the slow wave peak (transition to a depolarized 
up state) (Figure S9). By evaluating the simultaneous occur-
rence of spindles across all scalp derivations, we demonstrated 
that after an initial prevalence of local spindles, the proportion 
of diffuse spindles increased progressively during the falling-
asleep period. It should be noted that although spindles became 
more diffuse, overall, their cortical involvement remained lim-
ited, generally to less than 50% of channels. This is in line 
with studies using intracerebral EEG recordings showing 
that spindles tend to appear asynchronously across different 
brain regions.3,4 In agreement with previous work, the extent 
of scalp involvement strongly correlated with spindle ampli-
tude3,4 and to a lesser extent with spindle duration. The degree 
of scalp involvement observed in the second part of the FAS 
is comparable to that obtained by intracranial recordings in es-
tablished N2-stage sleep.4 It has been proposed that spindle 
synchronization may depend on the interaction between a fo-
cally projecting “core” and a diffusely projecting “matrix” tha-
lamic system that is mediated at the cortical level.64,94,95 The 
transition from predominantly local to diffuse, synchronized 
spindles suggests that the falling-asleep period is characterized 
by dynamic changes in the degree of interaction between core 
and matrix systems.

Finally, source localization analyses confirmed previously 
described origins for frontal and centroparietal spindles in 
the medial/lateral prefrontal cortex and the precuneus, respec-
tively.37 In line with the transition from strictly focal to more 
diffuse spindles, the current results revealed that centroparietal 
spindles appearing in the initial phases of the falling-asleep pe-
riod tend to remain more “local,” whereas later spindles have 
a greater probability to involve more anterior brain areas. In 
parallel, for frontal spindles, the relative proportion of postero-
medial parietal origins increased toward the end of the falling-
asleep period. Conversely, no changes in parietal involvement 
were detected for spindles originating in frontal areas, although 
a relative increase in origin probability within prefrontal cortex 
was observed for late parietal spindles. These findings are in 
line with previous studies demonstrating that high-frequency 
centroparietal spindles commonly precede the appearance of 
lower frequency spindles in more anterior brain areas,3,4,94 but 
also suggest that the opposite dynamic (that is, the involvement 
of posterior regions from spindles originating in frontal areas) 
is possible, although less likely. In addition, a recent study 
demonstrated that frontal spindles preferentially propagate in a 
posterior to anterior direction.96 One proposed explanation for 
this phenomenon is that spindles propagate along the reticular 
nucleus, gradually recruiting different nuclei projecting to the 
cortex.4 Taken together, the parallel increase in the degree of 
spindle synchronization and of frontal involvement of parietal 
spindles could reflect the existence of a common underlying 
mechanism or common changes in thalamocortical interactions.

Overall, we observed characteristic regional changes in 
spindle features in the falling-asleep period, in agreement with 
recent results indicating a local regulation of sleep spindles.3,4 
These findings add supporting evidence for the existence of 
independent spindle generators,97,98 which display specific re-
gional distributions and temporal characteristics in the course 
of the falling-asleep period.

Limitations of the Study
Although the study paradigm and imaging modality (hd-

EEG) used in this study are particularly well suited for the pur-
pose of studying spindles and slow waves in the transition to 
sleep, several caveats need to be discussed. First, there remains 
the fundamental limitation that infinitely many cortical current 
distributions can give rise to a given scalp voltage topography.99 
Source-modeling therefore remains, despite recent improve-
ments, an approximate approach. Moreover, the falling-asleep 
epochs considered for analysis represent select episodes, free of 
artifacts and major arousals, and may therefore not be fully rep-
resentative of physiological wake-sleep transitions. However, 
this selection enabled us to keep recording segments as a whole, 
without discarding any parts. This was important in order to 
guarantee the temporal continuity of the recordings, which in 
turn allowed us to compare falling-asleep periods of different 
lengths. Also, the fact that the results of our power analysis 
are in line previous studies13,14,16,18,100 suggests that our findings 
can be generalized beyond our sample. It should also be noted 
that the data segments were acquired at different times of the 
night, which most likely resulted in variable sleep pressures 
that may have differentially affected the falling-asleep process. 
Future studies should systematically assess how sleep pressure 



SLEEP, Vol. 37, No. 10, 2014 1635 Two Synchronization Processes in the Transition to Sleep—Siclari et al.

affects the transition to sleep. Further, we based our analysis 
on the assumption that the falling-asleep period is a process, 
evolving from the EA to the FSS regardless of the “absolute” 
time it takes to do so, and one may question whether this as-
sumption is valid. On the other hand, there is a priori no good 
reason to assume that the regional distribution of spindles and 
slow waves should be fundamentally different in short and long 
falling-asleep segments. In addition, this is a commonly used 
procedure in sleep studies,18,30,31 which offers the distinct advan-
tage that it can be applied to falling-asleep periods of different 
durations. Finally, although our data are suggestive of a distinc-
tion between a subcorticocortical and a corticocortical synchro-
nization mechanism underlying type I and type II slow waves, 
respectively, they cannot demonstrate directly or conclusively 
that these two mechanisms can be dissociated experimentally 
and lead to different types of slow waves. Future studies should 
be able to address this issue, for example by comparing periph-
eral stimulation with direct cortical stimulation.

Conclusions
Our findings show that the falling-asleep process is region-

ally heterogeneous. With respect to slow waves, we observed 
two spatially and temporally dissociated processes. At the be-
ginning of the falling asleep period, isolated, large-amplitude 
slow waves prevailed. They involved broad areas of the cortex, 
predominated over frontomedial regions and preferentially 
originated from the sensorimotor and the posteromedial pari-
etal cortex. Towards the end of the falling asleep period, slow 
waves were more numerous and had a smaller amplitude. They 
involved fewer cortical areas and had more evenly distributed 
origins. Spindles were initially sparse, fast and involved few 
cortical regions, then became more numerous and slower, and 
involved more areas.

Based on these results, we hypothesize the existence of two 
synchronization processes: (1) a “bottom-up,” subcorticocor-
tical, arousal system-dependent process that predominates in 
the early phase and leads to type I slow waves, and (2) a “hori-
zontal,” corticocortical synchronization process that predomi-
nates in the late phase and leads to type II slow waves.

Future Directions
The fact that in the early phase of the falling-asleep pe-

riod, slow waves typically involve some regions (the frontal 
cortex, particularly the medial region) more than others (the 
occipital, temporal, and lateral posterior parietal areas) may 
relate to mental activity: perhaps it explains why sleep onset 
experiences are highly visual and frequently characterized by 
vestibular sensations101 (considering that the primary visual 
cortex and the lateral parietotemporal areas are less affected 
by slow waves, and thus “more awake”) and why the dreamer 
generally lacks insight into the hallucinatory character of the 
experience as compared to wakefulness102,103 (given that the 
prefrontal regions are more involved by slow waves and thus 

“more asleep”). In line with this suggestion, recent studies have 
demonstrated specific occipital activity18 in relation with hyp-
nagogic imagery.104 Future studies will investigate how regional 
changes in slow waves and spindles in the transition to sleep 
relate to the phenomenology of mental activity. To elucidate 
the functional role of the two synchronization processes, one 

could systematically investigate how they are modulated by 
sleep pressure and neural plasticity, as these factors have been 
shown to specifically affect the cortical distribution7 as well as 
the slope and amplitude32 of slow waves. It would also be of 
interest to determine if the temporal sequence that we observed 
in the falling- asleep period, with arousal-related cortical areas 

“falling asleep” before other cortical regions, is similar upon 
awakening. A positron emission tomography study105 suggests 
that this is indeed so: after awakening from NREM sleep, ce-
rebral blood flow was most rapidly reestablished in centren-
cephalic regions (brainstem, thalamus), indicating that these 
were the areas that “woke up” first, while in heteromodal neo-
cortical areas, blood flow continued to increase until 20 min 
later, implying that these areas “woke up” last. A similar dis-
sociation between centrencephalic and lateral cortical regions 
has been observed in a case of sleepwalking, a form of patho-
logical awakening.9 Finally, one could investigate how the two 
slow wave synchronization processes outlined here relate to 
wake-sleep transitions in sleep disorders such as insomnias, 
hypersomnias, and parasomnias, with potential diagnostic and 
therapeutic implications.
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SUPPLEMENTAL MATERIAL

Figure S1—Power spectrum analysis: topographical electroencephalographic (EEG) changes. Topographical distribution of spectral power in different fre-
quency bands (delta: 1.0–4.5 Hz, theta: 4.5–7.5 Hz, alpha: 8.0–12 Hz, sigma: 11–15 Hz, high beta: 20–25 Hz, low gamma: 25–40 Hz) for the 10 consecutive 
epochs of the falling asleep period (group average). Each falling asleep segment was divided in 10 epochs of equal duration, and the ratio with a presleep 
baseline (30 sec before the end of alpha activity) was computed. Then, for each subject, the average ratio between homologous epochs of different falling 
asleep segments was calculated for each channel.

Table S1—Characteristics of subjects and falling-asleep segments.

Subject Sex Age FAS (n) FAS length (min)
S1 M 28 33 9.4 ± 2.6
S2 F 31 19 8.2 ± 2.6
S3 F 21 25 10.9 ± 5.7
S4 F 25 27 7.8 ± 4.5
S5 M 27 19 8.6 ± 3.5
S6 M 38 18 4.6 ± 3.0

All – 28.3 ± 5.8 23.5 ± 5.9 9.3 ± 2.1

FAS, falling-asleep segments.

Table S2—Characteristics of slow waves in early and late epochs for a 
single frontal channel computed at the group level (n = 6).

Slow waves of 
early epochs

Slow waves of 
late epochs

Density (n/min) 5.4 ± 1.8 a 11.4 ± 3.0 a

Amplitude (µV) 120.16 ± 21.05 a 84.25 ± 14.48 a

Duration (s) 1.07 ± 0.13 0.96 ± 0.08
Slope 1 (µV/s) 1123.03 ± 151.60 a 922.38 ± 120.13 a

Slope 2 (µV/s) 1047.01 ± 130.22 a 810.16 ± 96.42 a

Negative peaks 1.80 ± 0.17 2.01 ± 0.07
Positive peaks 2.87 ± 0.51 2.47 ± 0.27

a Significant differences between slow waves in early and late epochs 
(P < 0.05).



SLEEP, Vol. 37, No. 10, 2014 1637B Two Synchronization Processes in the Transition to Sleep—Siclari et al.

Figure S2—Power spectrum analysis: regional electroencephalographic (EEG) changes. Spectral power changes in different frequency bands (delta: 1.0–
4.5 Hz, theta: 4.5–7.5 Hz, alpha: 8.0–12 Hz, sigma: 11–15 Hz, high beta: 20–25 Hz, low gamma: 25–40 Hz) for the four regions of interest (ROIs) and the 
10 consecutive epochs of the falling asleep period (group average), including the presleep baseline (B). Each falling asleep period was divided in 10 epochs 
of equal duration, and the ratio with a presleep baseline (30 sec before the end of alpha activity) was computed. Then, for each subject, the average ratio 
between homologous epochs of different falling asleep processes was calculated for each channel.
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Figure S3—Differences between slow waves detected in early and late epochs. Topographical representation of the differences in slow wave amplitude (a), 
first slope (b), corresponding to the positive to negative deflection of the slow wave, second slope (c), corresponding to the negative to positive deflection of 
the slow wave, number of negative peaks per slow wave (d). number of positive peaks per slow wave (e), and duration (f) between slow waves detected in 
early (E) and late (L) epochs. Areas in which the parameter was higher in slow waves detected in early epochs appear red, areas in which it was higher in 
slow waves detected in late epochs appear blue. Dots indicate areas in which the differences were significant (P < 0.05) in at least five subjects.

Figure S4—Delta and gamma power during slow waves detected in early and late epochs. Delta (A) and gamma (B) power centered around the negative 
peak of slow waves detected in early (red lines) and late (blue lines) epochs (± standard error, SE). For each slow wave detected in a single frontal channel 
(Fz), we computed the root mean square (RMS, 31.25 ms time-window) of the delta (0.5-4 Hz) and gamma (30–50 Hz) power in the 10 sec centered around 
the negative peak of the wave. For each subject delta and gamma RMS time series were z-score transformed and averaged across all the detected slow 
waves. A group average was computed on the 1.5 sec centered on the negative peak of the slow wave. Gamma power associated with slow waves detected 
in early epochs was characterized by a sharp decrease during the 250 ms preceding the negative peak, and by a rapid increase which started immediately 
after this point. In slow waves detected during late epochs this increase was slower and less pronounced. Specifically, gamma power within with the 250 ms 
following the slow wave negative peak was significantly different for slow waves detected in early and late epochs (signed rank test, P < 0.05). In this image 
a smoothing (five points moving average) was also applied to improve graphs readability.
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Figure S5—Regional differences in origin probability distribution between slow waves detected in early and late epochs. For the early and late epochs of the 
falling-asleep process, the probability of having a slow wave origin within each region of interest (ROI) defined in source space (inflated cortical maps with 
colors representing the different ROIs, are shown on the right) is compared with the mean probability observed across all ROIs. The origin of an individual 
slow wave in source space was defined as the top 10% voxels, which showed the earliest relative current maxima, identified within a time-window of 100 ms 
centered on the negative voltage peak of the slow wave (a threshold corresponding to 25% of the maximum relative current value was also applied). Slow 
waves detected in early epochs originated more frequently within frontal [F], insular [I] and limbic [L] areas, while slow waves detected in late epochs showed 
a relative increase in origin probability within more posterior brain regions, including parietal [P], temporal [T] and occipital [O] cortex.

Figure S6—Origins and involvement of vertex waves and slow waves detected in early epochs. (A) Most frequent origins (top 10% in at least three of six 
subjects) for vertex waves and slow waves detected in early epochs. (B) Involvement (defined as the average of the relative current achieved within a time-
window of 100 ms centered on the negative voltage peak of the slow wave) for vertex waves and slow waves. For this analysis vertex waves were defined 
as waves with a duration between 0.1 and 0.25 sec and a negative peak amplitude greater than 40 µV.
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Figure S7—Differences between early and late spindles. Topographical representation of differences in spindle frequency (a), amplitude (b) and duration (c) 
between early (E) and late (L) spindles. Areas in which the parameter was higher in early spindles appear red; areas in which it was higher in late spindles 
appear blue. Dots indicate areas in which differences were significant (P < 0.05) in at least five subjects.

Figure S8—Origin probability for early and late spindles. Most frequent origins (top 10% in at least five of six subjects) for frontal (A) and centroparietal (B) 
spindles. We determined the probabilistic origin defined as the top 10% voxels, which showed the earliest relative current maxima after the beginning of the 
spindle. Only relative current maxima above a threshold of 50% of the absolute maximum identified across all dipoles were included in this analysis.
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Figure S9—Association of slow waves and spindles. (A) Topographical distribution of the association probability (i.e., the probability for a slow wave to 
be associated with a spindle) for prepeak (left) and postpeak (right) spindles (group average). (B) Evolution of the association probability [%] over the 10 
consecutive epochs of the falling asleep period (group average), for prepeak (blue) and postpeak (red) spindles. (C) Comparison of spindle frequency [Hz] 
for prepeak (blue) and postpeak (red) spindles (left). Black dots indicate significant differences at the 0.05 level. Only electrodes with at least one detected 
spindle in all subjects were included. (C) Comparison of spindle frequencies [Hz] between prepeak (blue) and postpeak (red) spindles in a frontocentral 
channel (Fz) at the single subject level (right).




