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Abstract

The  2012 Emilia  Romagna (Italy)  seismic  sequence has  been extensively
studied  given  the  occurrence  of  two  mainshocks,  both  temporally  and
spatially close to each other. The recent literature accounts for several fault
models,  obtained with different  inversion methods and different datasets.
Several  authors  investigated  the  possibility  that  the  second  event  was
triggered  by  the  first  mainshock  with  elusive  results.  In  this  work,  we
consider  all  the  available  InSAR  and  GPS  datasets  and  two  planar  fault
geometries,  which  are  based  on  both  seismological  and  geological
constraints.  We  account  for  a  layered,  elastic  half-space  hosting  the
dislocation and compare the slip distribution resulting from the inversion and
the related changes in Coulomb Failure Function (CFF) obtained with both a
homogeneous and layered half-space. Finally,  we focus on the interaction
between the two main events, discriminating the contributions of coseismic
and early postseismic slip of the mainshock on the generation of the second
event and discuss the spatio-temporal distribution of the seismic sequence.
When accounting  for  both  InSAR  and  GPS  geodetic  data  we  are  able  to
reproduce a detailed coseismic slip distribution for the two mainshocks that
is  in  accordance  with  the  overall  aftershock  seismicity  distribution.
Furthermore, we see that an elastic medium with depth dependent rigidity
better  accounts  for  the  lack  of  the  shallow  seismicity,  amplifying,  with
respect  to  the homogeneous  case,  the mechanical  interaction  of  the two
mainshocks.

Graphical abstract



1. Introduction

In May 2012, a seismic sequence struck the Emilia Romagna region, in 
Northern Italy comprising 6 thrust events with ML ≥ 5 and two mainshocks 
with magnitude ML5.9 and 5.8 (Fig. 1). The first mainshock (Mw 6.1 
RCMT http://www.bo.ingv.it/RCMT) occurred on May 20th at 4:04 AM (local 
time) at a depth of 6.3 km, and was preceded by a ML 4.1 event two hours 
before (01:13 AM, local time); the second main event (Mw 6.0 RCMT) 
occurred on May 29th at 9:00 AM (local time), at about 8 km of depth and 
15 km southwest of the first mainshock (Scognamiglio et al., 2012). The 
entire seismic sequence was aligned along the E-W direction, and it 
extended for more than 50 km (e.g. Chiarabba et al., 2014, Govoni et al., 
2014). The two main events caused 20 deaths, 350 injuries, the evacuation 
of about 15,000 people, and the collapse of several historical buildings, some
of which of artistic interest. The seismic sequence had a great impact on the 
media and the population, also because it was accompanied by several 
surface effects, located in the near field, such as soil liquefaction (Lombardi 
and Bhattacharya, 2014), the increase of the water level in some wells 
(Marcaccio and Martinelli, 2012, Nespoli et al., 2016), and anomalous soil 
heating, associated with methane seepage (Capaccioni et al., 2015, Nespoli 
et al., 2015).



Fig. 1. Geostructural setting of area of the Emilia 2012 seismic sequence, showing the structural model
of Italy and the vertically projected top traces of the main thrust fault planes (red lines). “M” indicates 
the Mirandola fault, “F” indicates the Ferrara fault. In green the isobaths lines of the Pliocene (modified
after Bigi et al., 1983, Boccaletti et al., 2010, Picotti and Pazzaglia, 2008). Black dots represent 
the epicenters (stars Mw > 5.0) from Govoni et al. (2014). Blue rectangles are the footprints of 
the COSMO-SkyMed(CSK2) and Radarsat-1 satellite image pairs. Black boxes are the surface 
projections of modeled faults whose top edges are in dark red. White lines represent fault sections 
shown in the inset. (For interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.)

The epicenters were located in the Po River alluvial plain, where Plio-
Quaternary sediments lie above the Apennines thrust belt system (Pezzo et 
al., 2013, Picotti and Pazzaglia, 2008, Toscani et al., 2009). These blind 
thrusts belong to the compressive mechanism induced by the slow 
northward movement of the Apennines chain with about 2 mm/yr of SW-NE 
shortening (Serpelloni et al., 2012, Devoti et al., 2011) and they are clearly 
outlined in seismic prospecting carried out by oil companies in the area 
(Boccaletti and Martelli, 2004, Regione Emilia-Romagna and ENI-AGIP, 1998).
The historical seismicity of the region is well known and the two latest major 
events with magnitude above 4 date back to 1574 (ML 4.63 ± 0.46) and 1570
(ML5.44 ± 0.17) (Rovida et al., 2011).

The relocation of the 2012 seismicity distinctly highlights the activation of 
two fault zones: the Ferrara and the Mirandola faults (Govoni et al., 2014). 
The seismicity front migrated from east to west (Govoni et al., 2014): the 
events recorded between May 20th and May 29th are aligned along the 
Ferrara fault, with the exception of a western cluster spreading over the 
region where the two faults overlap (Fig. 1). After May 29th, the seismicity is 
mainly distributed close to the Mirandola fault plane. Interestingly, InSAR 



data highlight a tail-shaped deformation pattern, that occurred spatially and 
temporally between the two mainshocks without relevant associated 
seismicity, interpreted as aseismic foreslip by Pezzo et al. (2013). An 
overview of focal mechanisms solutions proposed for the two mainshocks is 
reported by Cesca et al., 2013, Scognamiglio et al., 2016. The 2012 seismic 
sequence confirms the present activity of the external thrust belt, in 
agreement with the seismotectonic framework (Boccaletti et al., 2010).

Several fault models have been proposed for the two main events of the 
Emilia Romagna seismic sequence based on geodetic and/or seismological 
data collected during the activity period. Except for Volpe and Piersanti 
(2016), the inversions of the geodetic data were performed assuming 
dislocations embedded in a homogeneous elastic half-space (Serpelloni et 
al., 2012, Pezzo et al., 2013, Cheloni et al., 2016). It is worth to note that 
truly coseismic slip can be estimated inverting only GPS data, while InSAR 
data allow to estimate additional cumulative slip occurred within the time 
windows of interferograms. As in the present work we focus only on 
coseismic and early post-seismic phases, in Table 1 we report only the result 
performed by other authors by inverting InSAR data that cover the short time
window around the two mainshocks. In all previous works, the hypocenter of 
the May 20th event was located on the Ferrara fault (F in Table 1), while the 
May 29th event was located on the Mirandola fault (M in Table 1). According 
to the model proposed by Pezzo et al. (2013), the slip of the May 20th event 
occurred along the Ferrara fault plane, even though some minor slip on the 
Mirandola fault is required to explain the tail-shaped deformation. Except 
for Serpelloni et al. (2012) who derived the fault geometry from non-linear 
inversions of GPS data, the other geometries were constrained by the 
seismicity distribution and by geological observations. Both Pezzo et al., 
2013, Cheloni et al., 2016proposed a listric geometry for the two main fault 
planes (Table 1). Cheloni et al. (2016) also inverted the tail-shaped 
deformation pattern by assuming a third intermediate fault.

Table 1. Fault geometries for four different inversions for the May 20th (a) 
and May 29th (b) earthquakes. In the second column “F” stands for the 
Ferrara fault and “M” for the Mirandola fault.
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The 2012 Emilia Romagna sequence is an interesting case history for the 
study of fault interaction, given the spatial and temporal proximity of the two
mainshocks whose epicenters are separated by only 12 km distance. Many 
authors explored possible interaction between the corresponding faults 
based on the static Coulomb Failure Function changes (ΔCFF) analysis. Some
authors found that the static CFF variations of the May 20th mainshock did 
not significantly contribute to bringing the fault of the May 29th mainshock 
closer to failure (Convertito et al., 2013, Cesca et al., 2013). Accounting for 
redistribution of coseismic pore pressure changes leads to equivalent 
conclusions (Volpe and Piersanti, 2016), although based on simplified 
assumptions. On the contrary, Ganas et al. (2012) indicated that the second 
mainshock was likely triggered by the first one, as its hypocenter is located 
in a positive CFF zone according to their fault model. Performing the ΔCFF 
analysis in a homogeneous half-space, both Cheloni et al., 2016, Pezzo et al.,
2013 suggested that the second mainshock was triggered by the presumably
aseismic slip that explains the aforementioned tail-shaped deformation. The 
contrasting conclusions, obtained with different source models, emphasize 
that the stress transfer problem is extremely sensitive to both the fault 
geometry and the elastic structure of the medium.

In this work we estimate the slip distributions occurred during the two time 
intervals from May 12 to May 27, 2012 (T1) and from May 27 to June 4, 2012 
(T2), performing a linear joint inversion of the geodetic data from both GPS 
receivers and InSAR satellites (same data sets as Pezzo et al. 2013). With 
respect to previous studies (Table 1) we use a simpler fault geometry (no 
third fault and uniform dip angles) constrained on the basis of the 
distribution of relocated seismicity (Fig. 1) with location errors smaller than 
1 km (Govoni et al. 2014). This choice relies on the preferability of the 
simplest geometrical model (consistent with seismic and geological 
evidences), that explains all the data with the same accuracy as previous 
studies.

This work especially focuses on:

1. understanding the effects of a more realistic layered medium on the 
inversion results, highlighting the differences between the slip distributions 
obtained with homogeneous or layered half-space;



2. assessing the effects of the rake angle assumed in the data inversion 
process;

3. investigating if a third fault plane is required by the data here inverted;

4. comparing the ΔCFF calculated when both faults causing the 
mainshocks are embedded in a homogeneous or in a layered half-space;

5. comparing the spatial distribution of the seismicity occurred in the first
30 days of the sequence with the resulting slip distribution and related ΔCFF.

2. Geodetic data

The dataset includes the displacements measured by 18 GPS stations 
(Serpelloni et al., 2012, Table S1) and the 
available SAR interferograms spanning three different time windows: from 
May 12th to June 5th for RADARSAT-1, from May 19th to May 23th for 
COSMO Sky-Med (hereinafter CSK1) and from May 27th to June 4th for the 
second COSMO Sky-Med interferogram (hereinafter CSK2). For the May 20th 
event, only three GPS stations, located within 30 km from the epicenter, 
recorded a coseismic displacement in the order of centimeters 
(Fig. 2a and b): SGIP, SERM and MO05. On May 29th, all available GPS 
stations were located in the far field and recorded low displacements 
(Fig. 2c).



Fig. 2. InSAR LOS displacements of the May 20, 2012 earthquake measured by CSK1 (a), RSAT1-CSK2 
(b) and of the May 29 earthquake measured by CSK2 (c). White arrows represent coseismic horizontal 
displacements measured in GPSstations with related uncertainties (green ellipses). Stars represent the
May 20th (easternmost) and the May 29th (westernmost) epicenters.

Concerning InSAR data, the CSK1 and CSK2 interferograms (Fig. 2a and c) 
are two about 40 × 40 km images obtained from descending satellite orbits. 
As shown in Fig. 3 (black boxes), the 4-days time span of the CSK1 images 
could be used to infer the easternmost part of the displacement field due to 
the 20th of May seismic event, while the 8-days interval of the CSK2 



interferogram mostly relates to the displacement of the 29th of 
May earthquake.

Fig. 3. Graphical illustration of time windows covered by InSAR image pairs (black boxes for RSAT1, 
CSK1 and CSK2, red boxes for RSAT1-CSK1). The stars represent the major events (ML ≥ 5) of the 
seismic sequence. The geodetic data inversion is performed to obtain cumulative slip occurred in the 
two periods T1 and T2.

A wider and whole representation of the displacement field for the May 20th 
earthquake is given by the RSAT1-CSK2 map (Fig. 2b) obtained by 
subtracting the CSK2 unwrapping interferogram from the RSAT1 image 
(Pezzo et al., 2013, Volpe and Piersanti, 2016). The RSAT1 interferogram has 
been obtained by a 100 × 100 km image pair referred to a wide time window 
(Fig. 3) that includes the effects of the two mainshocks as well as the post-
seismic deformations and the effects of all the seismicity that occurred in the
lag time between the two main events. The RSAT1-CSK2 covers an area of 
about 65 × 110 km and two time windows: from May 12th to 27th and from 
June 4th to 5th (red boxes in Fig. 3). On the basis of the DInSAR CSK time-
series of selected points in the area of maximum deformation (Fig. 
S2 in Cheloni et al., 2016), during the second time-window (4–5 June) less 
than 3 mm of postseismic deformation can be estimated, hence its 
contribution can be neglected in the RSAT1-CSK2 map. Accordingly, this 
dataset is suitable to represent the coseismic and early post-seismic 
deformation caused by the May 20th mainshock. The RSAT1-CSK2 map has a
positive Line of Sight (LOS) displacement distributed over an approximately 
elliptical area where a maximum value of about 21 cm is obtained (Fig. 2b). 
West of the May 20th epicenter, the positive displacement extends towards 
the May 29th epicenter with a tail-shaped pattern and a maximum value of 
about 7 cm. In the CSK2 map (Fig. 2c), the pattern of LOS displacements of 



the May 29th event shows an EW-oriented elliptical shape, with a maximum 
positive displacement of about 10 cm. The deformation occurring between 
the two epicenters was not associated with 
significant foreshocks or aftershocks. One hypothesis suggests that it 
occurred as coseismic slip of the May 20th event, while another possibility 
includes aseismic slip occurring after the first mainshock along a 
different fault plane, namely the May 29th fault plane (e.g. Pezzo et al., 
2013, Volpe and Piersanti, 2016) or a third one (Cheloni et al., 2016).

While in Cheloni et al. (2016) post-seismic deformation was also considered, 
we rather want to focus on the May 20–May 29 period using the spatially 
densest data-set, which covers relatively narrow time windows (T1 and T2) 
around the two mainshocks.

3. Data modeling

The InSAR CSK1 and RSAT1-CSK2 displacements (Fig. 2a and b) have been 
inverted jointly with the available GPS co-seismic data (Table S1) for the May
20th mainshock to estimate the co-seismic and early post-seismic slip 
distribution on the Ferrara and Mirandola faults. Similarly, we jointly inverted 
InSAR (CSK2, Fig. 2c) and GPS displacements (Table S1) of the May 29th 
event in order to recover the slip distribution on Mirandola fault plane, 
analyzing their potential interaction. Fault planes of the Ferrara and 
Mirandola thrusts (whose geometry parameters are reported in Table 1) are 
subdivided into square patches of 1.5 km length resulting into 23 × 15 
patches for the Ferrara fault and 21 × 13 patches for the Mirandola one.

The slip inversions have been performed considering the fault planes 
embedded both in a homogeneous elastic half-space (HOM case), and in a 
layered elastic half-space (LAY case). For the homogeneous model, we 
assume a Poisson’s ratio ν = 0.25 and a rigidity μ = 30 GPa, that are common 
values in inversions performed in homogeneous half-spaces (e.g. Pezzo et 
al., 2013, Cheloni et al., 2016). The elastic parameters of the layered model 
were taken from CRUST1.0 (Laske et al., 2013) with WGS84: 44.8 N, 11.3 E as
a query point located in the center of the investigated domain. The rigidity 
and the Poisson’s module, desumed from Vs, Vp and density profiles, along 
depth are plotted in Fig. 4. All the available crustal models for the 
investigated region (e.g. Laske et al., 2013, Govoni et al., 2014, Molinari et 
al., 2015) present a strong discontinuity at about 3.5 km depth. In particular, 
CRUST1.0 and a 3D crustal model, MAMBO (Molinari et al., 2015), are in good
agreement if compared in the same query point (Fig. 4 and Fig. S1, 
Supplementary material). In the discussion section, we will see that we 
obtain negligible (i.e. within the estimated uncertainties) differences in the 
slip distribution if the inversion is performed in the three different layered 1D
crustal models available for the investigated region, i.e. CRUST1.0, MAMBO 
(Fig. S1) and Fig. 4 in Govoni et al. (2014). We compute the final slip 
distribution estimating the best slip solution that minimizes the discrepancy 
between observed data and expected displacement pattern. In the following 



paragraph the methods and techniques used to perform the inversions in the
HOM and LAY cases are reported in details.

Fig. 4. One-dimensional crustal model used in the LAY and HOM case: rigidity (GPa) and Poisson’s 
module as functions of depth are represented with solid lines (from CRUST1.0, Laske, 2013). For the 
HOM case a Poisson modulus ν = 0.25 and a rigidity modulus of 30 GPa are assumed.

3.1. Inversion method

The main equation representing the linear relation between model 
parameters and ground deformations is:

 (1)

where s is the vector of the model parameters to be estimated by inversion, 
i.e. slip on individual fault patches, sD, and the three ramp terms, sR, 
correcting possible satellite orbital error. In Eq. (1), d is the displacement 
data vector (GPS + InSAR), and G is a linear operator connecting model and 
data vectors by means of two elements: GD is a matrix of Green’s functions 
relating the model parameters sD to the surface displacements, and GR is the
planar ramp matrix for InSAR data needing a correction (Zebker et al., 1994).
Given that the Green’s functions strictly depend on the specific crust 
representation, for the HOM case we used Okada’s formulation (Okada, 
1992), whereas for the LAY case, each GD element was evaluated through 
the EDGRN-EDCMP code (Wang et al., 2003), which allows us to compute 
surface and subsurface displacements, strain, and stresses in a layered 
elastic half-space, due to rectangular dislocations. In order to form the 
kernel GD, we compute the displacement due to a uniform unit slip on each 
fault patch at the observation point locations (GPS stations and InSAR 
points), following the method by Hearn and Burgmann (2005). With the aim 
of studying the influence of the elastic parameters on the inversions, we also
compute two additional G kernels assuming the same crustal model of the 



LAY case, but considering respectively a 20% increase of the Poisson module
and 20% decrease of rigidity in the shallowest 3.3 km of depth, with respect 
to the LAY case. We found that the effects on the G kernel of the rigidity 
lowering and of the Poisson number increasing are opposite but of 
comparable intensity (Fig. S1d and e). We must consider that in the LAY 
case, the rigidity contrast in the shallowest layers is up to 90%, while the 
Poisson number contrast is up to 50%. This makes likely that the rigidity 
decrease in the shallowest layer is the major reason of the G kernel 
difference between the LAY case and the HOM one (Fig. S1f).

In order to smooth the slip distribution, we also apply a regularization 
constraint (∇2SD=0), where the Laplacian operator is expressed with the 
finite differences approximation of the second derivative, as proposed 
by Harris and Segall (1987). Then, we can express Eq. (1) as:

 
(2) 

where β is the smoothing factor that has been estimated using a trade-off 
curve between the data misfit and the slip distribution roughness ∇2SD=0, 
while W represents the relative weight between GPS and InSAR datasets. 
Following the method by Belardinelli et al. (2003), the weight matrix W was 
defined by using the F to N ratio, where F represents the degrees of freedom 
(DoF) of each dataset and N is the number of data (NGPS = 13 × 3, 
NSAR = 6914 for the May 20th; NGPS = 18 × 3, NSAR = 4413 for the May 
29th). For GPS data, we accounted for one DoF (FGPS = 1), while for the 
InSAR measures we considered as DoF the number of fringes (Pizzi and 
Scisciani, 2012) plus one further DoF given by the absolute position of 
the interferograms (FSAR = 8 and FSAR = 6 for the events on May 20th and 
29th, respectively). In Fig. S2, for both T1 and T2 inversions, we report the 
tradeoff curves whose knee point identifies the β value we selected for the 
smoothing factor (e.g. Arnadottir and Segall, 1994, Bürgmann et al., 2005, 
Amoruso and Crescentini, 2008).

Moreover, in order to obtain that the whole rupture area reasonably tapers to
zero at its borders (Pedersen et al., 2003), no-slip bounds have been applied 
at fault edges. We compute the final slip distribution estimating the best 
model parameter set (s) that minimizes the discrepancy between the 
observed data and the expected displacement pattern. The minimization is 
achieved by using a constrained linear least squares inversion scheme 
(Coleman and Li, 1996). The misfit function to be minimized is the Weighted 
Residual Sum of Squares (WRSS):



 (3)

The rake angle (θ) is kept fixed for all the patches belonging to the same 
fault surface (Table 1). Indeed, to choose the best value for the Ferrara fault, 
we performed several inversions for the May 20 event, varying the rake 
angle in the range 45° < θ < 135° (as indicative for a mostly inverse-slip fault
solution). The WRSS analysis for both HOM and LAY cases clearly indicates 
that rake angles greater than 90° are very unlikely for all datasets (Fig. 5). 
Lower rake values significantly decrease the WRSS, which reaches a flat 
minimum between 60° and 70°, as suggested by both GPS and RSAT1-CSK2 
datasets. The minimum is not clear for the CSK1 dataset, whose recorded 
area does not include the region of maximum LOS displacement (Fig. 2a). 
Due to the small difference in WRSS values for rake angles below 80° for the 
Ferrara fault (Fig. 5), we do not consider appropriate assuming the rake 
angle as variable along the fault surfaces during the inversion process. Our 
results suggest that the Ferrara fault had a non-negligible eastward slip 
component during the main event of May 20 and it was much closer to a 
transpressive rupture rather than to a pure inverse-slip fault. In the following 
of this paper we will use the rake value of 70° close to the average focal 
mechanism.

Fig. 5. Model WRSS with respect to InSAR and GPS data as a function of the rake angle of the Ferrara 
fault, for both HOM (dashed lines) and LAY (continuous line) cases.

The resolution analysis of the estimated slip distributions for both faults in T1
and T2 periods is performed calculating the Resolution Length (RL) proposed 
by Ader et al. (2012). RL represents the characteristic size of the 
smallest inhomogeneity of slip that can be detected by data. Therefore, to 
consider as resolved a spatial feature of slip, the RL should be constant on it 



and smaller than the feature size itself (Anderlini et al., 2016). Figs. S3 and 
S4 show the obtained RL values, that are smaller than 2 km in most of the 
fault surfaces above 8 km of depth, thanks to the high-density InSAR data 
distribution, inferring that most of the spatial features of slip distributions are
well resolved.

The error on the slip distribution is evaluated following the approach used 
by Biggs et al. (2006): errors for slip on individual patches are determined 
using a Monte-Carlo simulation technique. We performed 100 minimum-
misfit solutions obtained with randomly perturbed LOS displacements of 
InSAR interferograms. The applied perturbations are normally distributed 
with a standard deviation of 1 cm, as the observational error (i.e. 2σ) of the 
InSAR interferograms here used is ±2 cm. The standard deviation of the 100 
resulting slip values on each patch estimates the error (or better, confidence 
interval amplitude) on the slip in that patch. The resulting distributions of slip
errors are shown in Figs. S5 and S6 for T1 and T2.

4. Slip distributions of May 20th and 29th events

Fig. 6a and b show the slip distributions resulting from data inversion during 
the period T1 on the Ferrara and Mirandola fault planes for the HOM and the 
LAY case, respectively. In both cases, similar slip patterns are obtained with 
a maximum slip area located near the center of the Ferrara fault plane 
between 7 km and 10 km depth. The maximum absolute slip is 1.28 ± 0.02 m 
for the HOM case, and 1.17 ± 0.02 m for the LAY case. Slip values larger than
0.5 m already exist below 2 km of depth. In both cases, a less resolved 
relative maximum of slip is located at a depth of about 13 km, with 
amplitude 0.37 ± 0.04 m and 0.38 ± 0.04 m for the HOM and the LAY cases, 
respectively. On the Mirandola fault plane, slip is distributed along a shallow 
tail-shaped pattern reaching a maximum of 0.35 ± 0.01 m and 0.35 ± 0.02 m 
for the HOM and LAY cases, respectively. The slip on the Mirandola fault 
plane results from the inversion of the tail-shaped deformation pattern in the
RSAT1-CSK2 dataset (Fig. 2b).



Fig. 6. Results for the slip distribution in the HOM (a) and LAY (b) case on the Ferrara (right) and 
Mirandola (left) faults, as obtained from available data covering the T1 period (May 20 mainshock). 
Panel (c) shows slip differences between the LAY and the HOM case. Active patches (slip values larger 
than 0) are shown in panel d: dark blue represents active patches in both cases, light blue and red 
represent the patches which are active only in the HOM and LAY case, respectively. The stars 
represent the May 20 hypocenter (on the Ferrara fault) and the May 29 hypocenter (on the Mirandola 
fault). Slip values on the Ferrara (Mirandola) fault larger than 0.5 m (0.1 m) are contoured in black (c), 
and in white (d) as obtained in the LAY case. The dashed lines represent the CRUST1.0 elastic 
discontinuities (see Fig. 4).



Fig. 6c shows the differences between the slip values obtained for the HOM 
case with respect to the LAY case (LAY-HOM) on both fault planes. The slip 
distribution for the LAY case (black contour) is also shown for comparison. 
For both faults, the HOM case generally produces 0.1–0.2 m larger slip 
throughout the maximum slip area (blue areas). However, just below the 
maximum slip region on the Ferrara fault (label #2 and 3, in Fig. 6c, and at 
shallower depths #4), the inverted slip is larger for the LAY case (red areas). 
In the shallow zone #4, this can be related to the lower rigidity assigned in 
the LAY case above −3.3 km of depth compared to the HOM case: indeed, a 
larger slip is required in this region to reproduce the observed ground 
surface deformation. Fig. 6d shows the location of non-vanishing slip 
patches: in the LAY case, the rupture occurs at several additional patches 
with respect to the HOM case, in particular at the shallowest and most 
western portion of the Ferrara fault, above 10 km of depth. Finally, Fig. 
7 shows the observed GPS and InSAR ground surface displacements (panels 
a and d), as well as the modeled displacement obtained in the LAY case 
(panels b and e). The LOS displacements residuals are generally in the range
−2 to +2 cm (Fig. S7), except for some scattered points with residuals up to 
6 cm (Fig. 7c).

Fig. 7. Measured (a), modeled (b) and residuals (c) of CSK1 LOS displacements. Measured (d), modeled
(e) and residuals (f) of RSAT1-CSK2 LOS displacements. Modeled results are obtained in the LAY case. 
Green and black arrows are respectively the measured and modeled horizontal GPS displacements, the
magenta (a, d) and brown (b, e) arrows are the measured and modeled vertical GPS displacements, 
respectively.

Fig. 8a shows the resulting slip distribution after data inversion during the 
period T2 on the Mirandola fault for both HOM and LAY cases. In the HOM 
case the maximum slip (0.80 ± 0.02 m) is greater than in the LAY case 
(0.70 ± 0.02 m), similarly to the period T1. Interestingly the maximum slip is 
located in different positions: for the HOM case it is found about 5 km more 



eastward than for the LAY case. Accordingly, slip differences (Fig. 8b) are 
large (up to 0.5 m). In both cases, the rupture mainly grows below 3.3 km 
depth where the rigidity is higher in the LAY case. This allows the inverted 
slip to be deeper for the LAY case. The rupture area extends more along the 
strike direction at intermediate depths for the HOM case (3.3–8 km, Fig. 8c). 
It is worth noting that the May 29th hypocenter is within the estimated 
rupture area only for the LAY case and it is located at the edge of the high-
slip region. Accordingly, for the T2 period a more western and deeper 
rupture is obtained in the LAY case than the HOM case (Fig. 8b). Similar 
differences of slip distributions can be inferred comparing the one obtained 
by Volpe and Piersanti (2016)in a heterogeneous medium, with the one 
computed by Pezzo et al. (2013) in a homogeneous half-space. Such 
differences can be interpreted as likely due to the different structural model 
assumed by Volpe and Piersanti (2016). In our study the discontinuity at 
3.3 km of depth is responsible for the major differences between the 
inversion results obtained in the HOM and LAY cases. Our findings should be 
taken into account in the analysis of seismic sequences where in particular a 
high contrast in the velocity structureoccurs at shallow (∼few km) depth.

Fig. 8. (a) Results for the slip distribution in the HOM and LAY case on the Mirandola fault, as obtained 
from available data covering the T2 period (May 29 mainshock). Panel (b) shows slip differences 
between the LAY and the HOM case. Active patches (slip values larger than 0) are shown in panel (c): 
dark blue represents active patches in both cases, light blue and red represent the patches which are 
active only in the HOM and LAY case, respectively. Panel (d) shows active patches during the T1 period
only (green), the T2 period only (blue) and during all the investigated time interval (magenta). The 
stars represent the May 29 hypocenter. Slip values larger than 0.2 m are contoured in black (b), and in 
white (d), as obtained in the LAY case. The dashed lines represent the CRUST1.0 elastic discontinuities 
(see Fig. 4).



Fig. 8d shows the location of active patches of the Mirandola fault during 
either T1 (green patches) or T2 (blue patches) or both time intervals 
(magenta patches) for the LAY case. A shallow and eastern area of the 
Mirandola fault was activated only during period T1. However, during T2 
western and deeper portions of the fault were newly activated, besides its 
middle part. It can be then inferred a likely westward slip propagation from 
T1 to T2. Our model reproduces both the InSAR and GPS displacement due to
the May 29th event (Fig. 9) with residuals smaller than 4 cm (Fig. 9c and S8).
The average RMS (Root Mean Squares) for both T1 and T2 periods and for 
each dataset are generally slightly lower for the LAY case with respect to the 
HOM case (Table S2) and histograms of residuals are in Figs. S7 and S8. The 
horizontal GPS vectors show a general deformation pattern that converges 
towards the area with the greatest uplift, which is well captured by our 
model (Fig. 9). The errors on the slip distributions for both periods T1 and T2 
show that the inversion leads to a precise estimation of the slip values, 
particularly above 10 km of depth (Figs. S5 and S6), where also the 
resolution length is finer (Figs. S3 and S4): 85% of non-vanishing slip patches
is above the 2σ threshold (93% above σ). From the errors estimation we can 
also infer that the slip differences between the LAY and the HOM model are 
meaningful, as 50% of slip patches has differences greater than 2σ (1σ, 
70%).

Fig. 9. Measured (a) and modeled (b) LOS cumulative displacement occurred in the T2 period. 
Measured LOS displacements (a) are from the CSK2 interferogram. Modeled LOS displacements (b) are
obtained in the LAY case. Green (a, c) and black (b, c) arrows are the measured and modeled 
horizontal GPS displacements, respectively. (c) Residuals distribution.

Finally, we explore the effect of inverting the geodetic datain the period T1 
using a third additional fault with the same geometry of the Mirandola fault 
but translated 4 km eastward, which is located between the two main faults 
(Fig. S9). As we can see from Fig. S10 the 3-faults inversion yields some 
localized slip on the third fault plane. Due to the larger number of patches, k,
this inversion leads to a slightly lower total misfit,

where wi is the weight of the observation 
point i. In order to discriminate if increasing the number of faults really 



improves the model or not, we applied the corrected Akaike’s Information 
Criterion (AICc) test (Hurvich and Tsai, 1989, Amoruso and Crescentini, 
2008). The AICc test states that the solution with the smallest AICc value is 
most likely to be correct, where AICc is defined as

 (4)

In Eq. (4), N = 6953 is the number of data, M is the non-normalized 
misfit, k is the number of parameters (patches) and for the 2-faults LAY 
model we have M = 77.6, k = 597, while for the 3-faults LAY model we 
have M = 74.8, k = 849. Applying this test, we found that the AICc value of 
the 3-faults model (−29651) is larger than that of the 2-faults model 
(−29947). For the 2-fault model, it is worth noting that in the HOM case the 
misfit M is larger (M = 81.9, AICc = −29575) compared to the LAY case.

The slip distribution estimated during T2 has an equivalent seismic 
moment of 9.8 × 1017 Nm corresponding to Mw = 6.0 in agreement with the 
RCMT catalog. In the case of T1 we estimate an equivalent seismic moment 
of 2.3 × 1018 Nm corresponding to Mw = 6.2. The difference with respect to 
the RCMT estimate (Mw = 6.1) is probably due to the contributions of both 
early postseismic deformation and the three largest seismic events (ML ≥ 5) 
occurred in T1 (see section Geodetic data and Fig. 1, Fig. 3). It is worth 
noting that the seismic moment equivalent to the slip distribution on the 
Ferrara fault is 1.8 × 1018 Nm, a value close to the seismic moment 
corresponding to Mw = 6.1 estimated by RCMT (1.6 × 1018 Nm). Accordingly, 
during the T1 period, it is likely that slip on the Ferrara fault was mostly 
coseismic, while the slip distribution on the Mirandola fault might have been 
aseismic, possibly postseismic.

5. The CFF changes

In this section, we evaluate changes in the Coulomb Failure Function, ΔCFF, 
during the May 20–29 sequence in both the LAY and the HOM cases. The 
ΔCFF is defined in the following equation, compatible with the convention of 
positive stress for extension:

 (5)

where Δτ and Δσn are the shear and normal stress changes calculated for a 
specific receiver fault geometry, and μ′ is the effective frictional coefficient 
(μ′ = μ(1 − B) = 0.4, μ = 0.8, B = 0.5 according to Harris (1998) and references
therein, with μ frictional coefficient and B the Skempton’s coefficient).

In Fig. 10, positive ΔCFF values delimit areas where activation of receiver 
faults oriented as the Mirandola fault are potentially favored by the 
occurrence of the May 20th mainshock, while negative values indicate areas 
where the activation is hindered. Generally it is worth recalling that a 
positive ΔCFF is not a sufficient condition to induce failure on a receiver fault,



as confirmed by studies correlating ΔCFF and aftershock distributions 
(e.g. Hardebeck et al., 1998). In the HOM case (Fig. 10a cross section), the 
shallowest negative lobes are wider than in the LAY case (Fig. 10b cross 
section), where above the discontinuity at 3.3 km of depth, a lower rigidity is 
assumed. Below this depth, positive lobes are 10 km wider for the LAY case, 
due to the greater rigidity values. The hypocenter of the May 29th event falls
within one of the positive lobes in both cases: for the LAY case, we estimate 
ΔCFF = 0.35 MPa, while for the HOM case ΔCFF = 0.32 MPa. This indicates that
the May 29th earthquake was likely favored by the previous rupture. The 
differences of |ΔCFF| values between the LAY and HOM case are emphasized 
in Fig. 10c which shows that the HOM case overestimates the CFF variations 
mainly above 3.3 km of depth, while below, except few small regions, the 
LAY case produces greater CFF changes. The largest ΔCFF differences in 
absolute value occur near the rupture plane, ranging between 
±2 MPa. Fig. 10d shows the ΔCFF without considering the contribution from 
slip occurred on the Mirandola fault during T1 (i.e. only slip on the Ferrara 
fault is considered). From the N-S section we can see that positive and 
negative lobes are drastically reduced in amplitude. Observing the horizontal
section in the easternmost part, where the Ferrara fault slip had the greatest
influence, the ΔCFF distribution results almost the same as in Fig. 10b, while 
ΔCFF is lower in the western part. In particular, at the location of the May 
29th hypocenter the ΔCFF value decreases down to only 2 × 10−3 MPa which 
is still considered capable to promote aftershocks (Kilb et al., 2002, Rajput et
al., 2005).



Fig. 10. Spatial distribution of the CFF changes caused by slip on the Ferrara and Mirandola faults for 
the HOM case (a) and LAY case (b), as obtained from the inversion of available data in the T1 period 
(Fig. 6a). (c) Distribution of the difference between the absolute value of ΔCFF in the LAY case with 
respect to the HOM case. Negative values indicate that the |ΔCFF| of the LAY case is lower than the 
one of the HOM case. (d) ΔCFF distribution is obtained for the LAY case without considering the slip 
occurred on the Mirandola fault in the T1 period. In each panel both the map view at 8 km depth and 
the vertical NS section (PQ in panel a) are shown. Stars represent the May 20 hypocenter projection 
(orange) and May 29 hypocenter location (yellow). In vertical sections, the dashed lines represent the 
CRUST1.0 discontinuities (Fig. 4). The Mirandola fault is assumed as a receiver fault.

In Fig. 11 we compare the ΔCFF on the Mirandola and Ferrara fault 
planes with the spatio-temporal distribution of seismicity. It is worth noting 
that almost all the seismicity tends to develop below the largest 
discontinuity in the elastic moduli at 3.3 km of depth. When we account for 
the slip occurred on the Mirandola fault in the T1 period (Fig. 11a), a 
negative CFF drop takes place within the area associated with this slip, while 
the surrounding area of the fault plane gets closer to failure, including the 
location of the May 29th hypocenter. If we don’t consider the slip that 
occurred on the Mirandola fault during T1 (Fig. 11b), the greatest CFF 
changes are confined within the eastern portion of the fault, near the Ferrara
fault. However, we can note that the eastern part of the region of the 



Mirandola fault, where aseismic slip occurred in T1, is loaded by slip occurred
on the Ferrara fault only, in agreement with Cheloni et al. (2016) especially if
we estimate ΔCFF as Δτ + μ(Δσn − BΔσkk/3) (case of an isotropic pore 
pressurechange, see Fig. S11).



Fig. 11. View from the south of the seismicity distribution near the Ferrara and Mirandola faults before 
(panels a–c) and after (panel d) the May 29 mainshock. The event occurrence time is represented by 
the color scale (bottom right, black boxes delimit the T1 and T2 periods). Hypocenters are taken 
from Govoni et al. (2014), stars represent M ≥ 5 events. For the T1 period and the LAY case, we also 
show the cumulative CFF change on the two faults planes with contours of slip values larger than 0.3 m
on the Ferrara fault and larger than 0.1 m on the Mirandola fault (a) and the CFF contribution due to 
slip occurred on the Ferrara fault only (b), moreover panel (c) shows the difference between the 
absolute values of ΔCFF in the LAY case with respect to the HOM case. For the T2 period and the LAY 
case, panel (d) shows the cumulative CFF change on the two faults planes with contours of the 
maximum slip area. The green dashed lines represent the CRUST1.0 discontinuities (Fig. 4). Receiver 
fault mechanism is assumed to be the same as the one characterizing the fault plane where ΔCFF is 
evaluated.

Above 3.3 km of depth ΔCFF is positive in both HOM and LAY case (Fig. 10) 
while Fig. 11c shows that in the HOM case the near surface CFF increase is 
greater. Very few aftershocks develop above the strong discontinuity 
(Fig. 11c), where the HOM case overestimates the Coulomb stress increase. 
During T2 (Fig. 11d) there is a ΔCFF increase throughout the Mirandola fault 
plane, except for the area where coseismic slip occurred and we can note 
that most of the seismicity is focused around such area. In Fig. 11 all the 
events with ML ≥ 5 are placed in positive CFF zones, making it likely that the 
mechanical interaction between earthquakes played a very important role 
throughout the entire seismic sequence. Table S3 shows the ΔCFF computed 
in the LAY and HOM case for events with ML > 5 for which the focal 
mechanisms are available (RCMT, http://rcmt2.bo.ingv.it, Pondrelli et al., 
2002 and successive papers). In all the events the LAY case leads to a 
greater ΔCFF (up to 180% greater with respect to the HOM case), and we 
estimated positive ΔCFF in all events, except for the last one, occurred 
4 days after the May 29th mainshock (ML5.1, 06/03/2012). Moreover, Fig. 
11 shows that seismicity lacks in correspondence with the relative maximum
of slip or minimum of ΔCFF (zone #1 in Figs. 6c and 11a) at about 15 km of 
depth, perhaps suggesting an aseismic slip contribution.

6. Discussion and conclusions

In this work, we perform an inversion of the GPS and InSAR data, used 
by Pezzo et al. (2013), to obtain the slip distribution on the two fault 
planes associated with the May 20th and 29th mainshocks of the 2012 Emilia
seismic sequence. Both fault planes are obtained from geological evidences 
and aftershocks distributions (Fig. 1). The latter were taken from Govoni et 
al. (2014). With respect to previous works we explored the influence of the 
rake angle and we implement an inversion method that accounts for 
an elastic medium with depth increasing rigidity and density. The InSAR 
displacement maps we use refer to two different time windows. The T1 
period (from May 12 to May 27) cumulates deformation due to the first 
mainshock and the following 7 days of early post-seismic deformation of May 
20th event. The T2 period (from May 27 to June 4) is representative of the 
coseismic and the first 6 days of early postseismic deformation of the May 
29th event. Although the GPS data represent true coseismic displacements 
produced by the two mainshocks, our inversion results refer to the slip 
occurred in T1 and T2 periods since they are stable considering a 10% 



magnitude increase of the GPS displacements vectors as representative of a 
possible postseismic deformation (Fig. S12). Within the T1 period, InSAR data
suggest that both the Ferrara and Mirandola faults were active, in particular 
some slip, likely aseismic, occurred along the Mirandola fault plane 
(e.g. Pezzo et al., 2013). As in Pezzo et al. (2013) we perform an inversion of 
T1 data for the slip distribution on both the Ferrara and Mirandola faults, 
while T2 data are inverted for slip on the Mirandola fault only due to the 
limited area covered by the InSAR data used in the inversion. We also 
performed the inversion considering a third fault plane, as performed 
by Cheloni et al. (2016), but we found that the AICc value of the 3-faults 
model is larger than that of the 2-faults model, indicating that inserting a 
third fault does not lead to a modeling improvement with our dataset. For 
each period, we perform the inversion considering a homogeneous domain, 
HOM or a layered medium, LAY (see Fig. 4) based on CRUST1.0 crustal 
model. Performing inversions using the other two available crustal models, 
we find that the final slip distributions (Fig. S13) do not differ significantly 
(i.e. they are within 2σ errors) from the one obtained in the LAY case (Fig. 6),
as all crustal models feature a main elastic discontinuity at about 3.3 km of 
depth. It is worth to notice that despite MAMBO and CRUST1.0 crustal models
have different Vs, Vp and density profiles (especially above 3.3 km of depth, 
see Fig. S1), the inversion results we obtain using them are very similar 
because they have very similar Poisson’s modulus and rigidity profiles, which
are the parameters that affect the dislocation model.

We studied the influence of the rake angle on the Ferrara fault, finding that 
values larger than 80° are not supported by GPS data (Fig. 5). A suitable fit is
obtained for rake values between 60° and 70°, and we choose the highest 
value because it is close to the one estimated by Cesca et al., 
2013, Scognamiglio et al., 2016. Our choice implies a non-negligible east 
component of slip, still in agreement with the regional deformation field 
characterized by dominant about NE-SW shortening (Serpelloni et al., 
2006, Devoti et al., 2011).

Comparing the results obtained in the HOM and LAY case, we can infer that 
the LAY case leads to a slight fit increase for the May 20 event, and a better 
fit for the May 29 event (RMS from 0.03 m, HOM, to 0.01 m, LAY, for the CSK2
map) and we also find that the maximum slip is larger in the HOM case 
within the range 10–15%. Similar results were obtained by Trasatti et al. 
(2011) for the L’Aquila earthquakein 2009 (Italy). If the rupture reaches the 
shallow layers, as in the case of the Ferrara fault, the slip obtained with the 
LAY case spreads more laterally (Fig. 6c), due to the smaller rigidity of the 
shallow layers. Indeed, for the LAY case, more slip is required near the 
surface to fit the same displacement, in agreement with Hearn and 
Burgmann (2005). If the rupture is deeper, as on the Mirandola fault during 
the T2 period, slip occurs at a greater depth for the LAY case (Fig. 6). We 
emphasize that only in the LAY case the hypocenter (Govoni et al., 2014) is 
located within the estimated rupture area: this suggests that in the HOM 



case the bottom depth of the rupture can be underestimated, in agreement 
with Amoruso and Crescentini (2008). This result is stable with respect to the
choice of the 1-D layered model employed (Fig. S13b). It is worth noting that 
the hypocenters of both mainshocks are placed at the edge of the 
correspondent slip zones (Fig. 6, Fig. 8), as it often occurs (Mai et al., 2005). 
When the Mirandola fault is allowed to slip during both T1 and T2 periods, 
our inversion results suggest about 10 km westward slip propagation passing
from T1 to T2 (Fig. 8d), in agreement with the migration 
of seismicity observed during the sequence (Fig. 11). The equivalent seismic 
moment inferred from geodetic data in the T1 period overestimates the 
seismological value equivalent to Mw = 6.1 (RCMT) of about 5 × 1017 Nm 
which is the seismic moment equivalent to the inferred slip distribution on 
the Mirandola fault only. Accordingly, during the T1 period it is likely that the 
slip occurred on the Ferrara fault was mostly coseismic, while on the 
Mirandola fault it was mostly aseismic and possibly postseismic. However, on
the Ferrara fault we find that a less resolved deep slip area, equivalent to a 
seismic moment of 3.9 × 1017 Nm, was not accompanied by relevant 
seismicity (area #1 in Fig. 11a), suggesting aseismic slip on it. A seismicity 
cut off can be identified around 15 km depth, although it seems to be 
shallower near the area #1 in Fig. 11a. The easternmost part of the Ferrara 
fault is known to have a high temperature gradient (Styles et al., 2014), 
suggesting a local rising of the brittle-ductile transition, thus the slip 
estimated in area #1 could possibly be related to transient aseismic 
processes occurring near the transition.

The ΔCFF computed from the slip distribution that occurred in the period T1 
shows differences of about ±2 MPa in the near field, between the two cases, 
HOM and LAY (Fig. 10). For this latter, we observe a stress concentration just 
below the elastic discontinuity at 3.3 km depth (Fig. 11a), in agreement with 
literature results (Bonafede and Rivalta, 1999, Rybicki, 1971, Rybicki, 1973). 
Moreover, above the 3.3 km depth, the ΔCFF is overestimated up to 2 MPa in 
the HOM case. Since almost all the aftershocks occurred below this strong 
elastic discontinuity (Fig. 11) the assumption of a stratified model would 
possibly better explain the seismicity distribution compared to a 
homogeneous half-space, even if the lack of aftershocks there may be also 
due to the non-brittle rheology of the shallowest sediments layer. Since the 
stress variation in shallow layers strongly influences the effects of the 
earthquake on buildings, the use of a layered elastic model is required for a 
correct estimate of the seismic risk. At the May 29th event hypocenter, we 
obtain 0.35 MPa of positive CFF changes (∼0.03 MPa larger in the LAY case 
than in the HOM case). We conclude that the second mainshock was most 
likely favored by the static stress transfer induced by the May 20th event. 
Unlike previous studies based on InSAR data, we still obtain a smaller but 
positive ΔCFF variation at the May 29th hypocenter location when neglecting
the stress contribution of the aseismic slip on the Mirandola fault.



We can therefore conclude that the May 29th event was already facilitated 
by the May 20th mainshock and it was further (and mostly) favored by the 
aseismic slip that occurred on the Mirandola fault during the T1 period. 
Finally, we found that, with respect to the homogeneous half-space case, the
layered model can lead to a deeper slip distribution and to an improvement 
in geodetic data modeling, lowering the RMS or M misfit. We also found that 
the LAY case leads to CFF changes that can be different from the ones 
obtained in the HOM case up to the order of MPa and it can emphasize the 
mechanical interaction of the seismic sequence according to the Coulomb 
failure theory.
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