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ABSTRACT OF THE DISSERTATION

Functional Load, Perception,

and the Learning of Phonological Alternations

by

Isabelle Lin

Doctor of Philosophy in Linguistics
University of California, Los Angeles, 2019
Professor Kie Ross Zuraw, Co-Chair

Professor Megha Sundara, Co-Chair

Languages use combinations of sounds to form words, and some words are only distinguished by a
one sound difference (e.g. [d]ank “thank” and [t]Jank “tank” in German). Sounds that can induce
meaning differences are said to contrast. However, some contrasting sounds can be neutralized in
specific positions in the word (in German /d/ becomes [t] at the end of a word, e.g. ra/t/ and ra/d/
both become ra]t]). Within a language, the functional load hypothesis (Jakobson, 1931; Martinet, 1952)
states that sounds distinguishing more words (high functional load) are less likely to disappear or

merge with other sounds during sound change.
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The aim of this dissertation was to examine whether this tendency to preserve highly informative
contrasts carries over to the learning of new sound patterns. Additionally, we tested whether learning
alternations involving a specific sound pair impacts the perceptual distinctiveness of its members. We
used artificial language learning experiments to assess the learnability of alternations involving
contrasts with different functional loads in English, and a perceptual discrimination task to assess the
perceptual distinctiveness of said contrasts pre- and post- learning.

There are three main results. First, functional load in English predicts the perceptual distinctiveness
of contrasts before learning an artificial language. Second, alternations involving high functional load
contrasts are learned better, regardless of whether the contrast is neutralized in the artificial language.
Finally, learning an artificial language where a contrast is neutralized reduces the perceptual
distinctiveness of that contrast post-learning. In summary, we show that phonological contrastiveness

in the native language, as well as learning an artificial language, alters perception.
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Chapter I. Introduction

Languages change over time, and at any point in time, the sounds that contrast within a language can
differ. New contrasts can emerge and older contrasts can disappear, or be replaced by those new ones.
Within a language, the functional load hypothesis (Jakobson, 1931; Martinet, 1952) states that sounds
distinguishing more words (high functional load) are less likely to disappear or merge with other sounds
during sound change. The premise to that hypothesis is that not all sound contrasts contribute the
same amount of information in the lexicon. For instance, if English were to lose the contrast between
/p/ and /b/, many more words would become homophones, and thus need to be disambiguated by
context, than if it were to lose the contrast between /0/ and /8/. Additionally, minimal pairs for /p/
and /b/ include rather high frequency words such as by/buy-pie, cup-cub, while /0/ and /0/
distinguishes fewer pairs, where one member is often rather infrequent (e.g. ether-either, thigh-thy). As
speakers presumably try to preserve distinctions between words during communication, it seems

reasonable that more informative contrasts would be better preserved than less informative ones.

In recent years, corpus studies have found evidence for the functional load hypothesis by looking at

crosslinguistically attested sound changes (Todd 2012, Wedel et al. 2013).

In this dissertation, I propose that this effect is mediated by a perceptual advantage of high-functional-
load contrasts, and that the tendency to preserve highly informative contrasts carries over to the
learning of new sound patterns in another language. To test this, I conduct simulations and corpus
studies to compare the functional load of various phonological contrasts in English, and use perceptual
discrimination and artificial language learning experiments to assess perceptual effects and learnability

effects of functional load. These results could inform our understanding of phonological learning in a



second language, and the amount of information from the lexicon that might be represented in the

phonological grammar.

1. Functional load measures

Phonological contrasts carry different amounts of information in a language. One possible way of
quantifying the informativeness of a contrast is functional load (Hockett 1955; Kucera 1963). The
higher the functional load of a contrast, the more information it contributes. However, before starting
in depth analyses of functional load, we need to examine the different methods of calculating this
metric.

In the following sections, we discuss two main methods of computing functional load. One is based
on the count of minimal pairs for those segments in the corpus, the other relies on the change of

entropy in a corpus upon merging the segments being examined.

a.  Minimal pair count

Recent work by Todd (2012) and Wedel et al. (2013) suggest another method for computing functional
load, using a count of minimal pairs, possibly relativized to the number of words that contain one of
two contrasted segments and could thus potentially be part of a minimal pair (Martin 2017). The
minimal pair count method is supported by evidence from corpus analysis showing that pairs of
sounds which undergo mergers tend to have fewer minimal pairs in the pre-merger state of the lexicon
(Wedel et al. 2013). In the following paragraphs we give a toy example of functional load calculation

using minimal pair count.



Let’s take for example an 8-word corpus consisting of 4 made-up word types “gib”, “gip”, “pab” and
“tib”. Their type frequency in the corpus are in parenthesis in the following list: “gib” (2), “gip” (3),
“pab” (1) and “tib” (2). The functional load of the /p/-/b/ contrast by minimal pair count is 1 if we
do not relativize to the size of the corpus, since there is only one minimal pair for this contrast, “gib”
and “gip”. To count the number of possible minimal pairs, the actual pair counts for 1, then “pab”
could in theory contrast with non-attested “bab” and “pap” and “tib” could contrast with non-attested
“tip” — this brings the number of possible minimal pairs to 4. The minimal pair count relativized to
the number of possible minimal pairs is then "4 = 0.25. If we relativize this measure to the size of the
corpus, which contains 4 words, we obtain a functional load value of 0.0625. The frequency of these

words does not matter for any of these measures. In this project, we used the minimal pair count

relativized to the number of possible minimal pairs and the size of the corpus.

b.  Entropy

Surendran and Niyogi (2003) defined one possible measure of the functional load of phonological
contrasts using an information-theoretic framework. They defined the functional load of a given
contrast in a language L as the change in entropy (Shannon & Weaver 1949) induced by its
neutralization, i.e. the reduction of uncertainty in the system by reduction of the phoneme inventory.
In their implementation, a language L is represented as a sequence of discrete units x (usually words
or syllables), and Shannon’s entropy H(L) is computed as:
H(L) = =Xk p(x)logzp(x) M

Entropy is then computed for a hypothetical language L’ in which a given contrast is inactive. For
instance, English without voicing contrasts would be a language in which words like “bat” and “pat”

are indistinguishable, but words differing on any other contrast are distinct (e.g. “pat”/”’bat” vs. “cat”,



(13

mat” ...). The functional load of a given contrast is thus defined as the relative difference (in

percentage) in entropy between L and L:

_ H(L)-H(L)

FL o )

In this project, we compute functional load according to entropy at the word level. In entropy.

We use again the previous 8-word corpus consisting of 4 made-up word types “gib”, “gip”, “pab” and
“tib”. Their type frequency in the corpus are in parenthesis in the following list: “gib” (2), “gip” (3),
“pab” (1) and “tb” (2). To calculate the functional load of the /p/-/b/ contrast by entropy change,

we first need to calculate the entropy of the initial corpus:

2 2 3 3 1 1 2 2
H(L) = —(g lOgZ (g) + 51092 (g) + glOQz (E) + glng (E)) =1.91
We then consider the same corpus where the /p/-/b/ contrast has neutralized to, say, /p/. The corpus
becomes then “gip” (2), “gip” (3), “pap” (1) and “tip” (2). The first two words have become

homophonous, and the “gip” form now has a frequency of 5. The entropy in this new system is now:
N =—2 5) 42 1) 42 2)y =
H(L") = —(5log; (8) +5log; (8) +5log; (8)) =1.30

The functional load of the /p/-/b/ contrast by variation in entropy is then:

1.91-1.30
FLentropy = 1.91 = 0.32

If we relativize this measure to the size of the corpus, which contains 4 words, we obtain a functional

load value of 0.08. In this project, we used the entropy measure relativized to the size of the corpus.

¢.  General remarks on both measures

As we can see from the previous sections, both measures rely heavily on the existence of minimal
> y y
pairs for the contrast at issue. This is directly the case in the minimal pair count measure, but for the

entropy measure, if two segments did not distinguish any minimal pairs, entropy would not change at



all even if they were to merge — no word would become identical to another. For instance, /h/ and
/1/ would have a null functional load in English according to either measure, since their respective
distributions in the language (never syllable-final vs. never syllable-initial) makes it impossible for there
to exist a minimal pair'. This case is extreme, since one could argue that position alone could predict
which of the two occurs, but if there are cases where the lack of minimal pairs is due to accidental
gaps in the lexicon, this could be more problematic.

It should also be noted that due to the way they are computed, the two measures cannot be compared
in terms of numerical value. Functional load by entropy has a minimum value of zero, if merging a
contrast does not collapse any minimal pairs (no change in entropy), and a maximum value of one, if
all words in the entire lexicon have become identical following the merger (this is not plausible in a
natural language if we are considering merging a single phonemic contrast). As to the count of minimal
pairs, a raw count will range from 0 to n/2, n being the number of word types in the lexicon (a value
of n/2 is implausible, as it would require all words in the lexicon to have a minimal pair twin hinging
on the contrast being examined). When relativized to the number of possible minimal pairs, we obtain
a measure ranging from O to 1 (again, 1 is unlikely as it would mean that every single occurrence of
the contrast examined has a minimal pair twin). In the following, we will consider the relativized count,
as this takes into account the size of the corpora used to obtain the functional load measures.

Finally note that neither formula for computing functional load is sensitive to position. For instance,

for the /p/-/b/ contrast, minimal pairs like “pat”-“bat” contribute equally to this measure as “tab”-

I According to minimal pair count, /h/ and /1/ have a functional load of 0 since they cannot occur in the same
position in a word and thus cannot have minimal pairs. According to entropy, we can also show that the /h/-/n/
has a functional load of 0 using for example a set of words like {hang /hzy/, hat /hzt/, cat /kat/}: the initial
entropy of this set is H{IL)=-(p(/hzg/)logp(/hen/)+p(/het/Nogp(/hat/)+ p(/ket/)ogp(/kat/). If we merge /h/
and /g/ to, say, /h/, the set becomes {/hzh/, /hxt/, /kat/}, but none of the words become homophonous as a
result of this merger, and none of the word frequencies, and thus probabilities, change, so p(/hzy/) = p(/hzh/).
The new system entropy HL)=H(L), so the /h/-/1/ contrast has a functional load of 0 according to the entropy
measure.



2> <«

“tap” or “tapping”’-“tabbing”. Of course, one could restrict the environments to be taken into account
when computing functional load — e.g. only neutralize a contrast word initially to compute entropy in
L, or only counting minimal pairs for the word-initial position. However, when looking at a corpus
on the whole, this means that two contrasts could have similar values of functional load with very

different distributions in the language. We suspect then that depending on the position considered,

the set of contrasts that are most informative in a given language will differ.

2. Effects of functional load

a.  Functional load and sound mergers

Studies have found evidence for the role of functional load in sound mergers, as was initially predicted
by the functional load hypothesis.

Todd (2012) examined a possible case of ongoing vowel length merger in Te Reo Maori, in which
long vowels are becoming more similar in duration to their short counterparts. However, all long
vowels have not shortened to the same extent, and the contrast is maintained better for some vowel
pairs (e.g. /a/-/a:/) than others (e.g. /i/-/i:/). Using both entropy-based and minimal pair count
measures of functional load with many possible choices for additional refinements (including
homophones, type vs. token frequency, etc.), he showed that the best preserved contrast (/a/-/a:/)
indeed had the highest functional load in the language. For the other vowels, he also found a tendency
for higher-functional-load length contrasts to be better preserved.

Extending these results using a crosslinguistic corpus of attested sound changes in a corpus of 8
languages (English, Korean, French, German, Dutch, Slovak, Spanish, and Hong Kong Cantonese),
Wedel, Kaplan and Jackson (2013) showed that phoneme pairs undergoing mergers (56 pairs) have

significantly lower functional load (as computed by minimal pairs) than other pairs which did not

6



merge (578 pairs). Comparing the minimal pair measure and the entropy measure, they further argue
that minimal pairs and phoneme probability” taken together predict mergers better than entropy-based
functional load. However, they draw this conclusion from comparing superset models including
functional load by entropy, count of minimal pairs and phoneme frequency to subset models excluding
minimal pairs or phoneme frequency, not both. The entropy measure, as mentioned eatrlier, depends
on the number of minimal pairs for the target contrast, and on the frequency of occurrence of the
members of the minimal pairs. As such, it should contain some redundant information from both the
minimal pair count and the phoneme frequency predictors.

The effects of functional load have also been found in the inventory of alternations in the present
state of a language. Silverman (2009) has shown that in Korean, despite the high number of
neutralizing phonological alternations, these alternations induce in fact very little homophony. He
took this to support the functional load hypothesis in the sense that avoiding homophony preserves
lexical information. Building on this finding, Kaplan (2010) used a series of Monte Carlo simulations
to show that attested neutralizations in Korean induce less homophony than non-attested ones of

similar complexity, even when they eliminate the same number of phonemic contrasts.

b.  Functional load and langnage acquisition

Another area where functional load has been claimed to play a role is language acquisition. Articulatory
complexity accounts for a lot in terms of age of acquisition, as the vocal tract develops and motor

control of the articulators increases. It is not however the only factor that matters: the same sounds

2 The models reported in Wedel et al. (2013) used the natural logarithm of the token-based probability of the higher-
probability member of a phoneme pair, defined as
frequency of phoneme; in corpus

h . =
p(phoneme;|corpus) Sum of frequencies of all phonemes in corpus
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can be learned at very different mean ages in various languages (even taking into account different
articulatory strategies across languages). For instance, the lateral approximant /1/ is relatively complex,
and emerges rather late in English (as late as age 6 for adult-like production in onset, medial and coda
position, Lin and Demuth 2015) or Québécois French (between 3 and 4 yo, McLeod et al. 2011), but
is produced consistently by children learning Quiché Mayan as early as 1,7 to 3;0 yo (Pye, Ingram &
List 1987). Pye et al. speculate that the eatly acquisition of /1/ may result from its high frequency in
the language.

More recently, Cychosz (2017) found that functional load as measured by entropy loss correlates
positively with earlier acquisition of consonants crosslinguistically. Testing her hypothesis on five
typologically unrelated languages (American English, Japanese, Shenzhen Mandarin, Peninsular
Spanish and Turkish), her models include phone type frequency and functional load as predictors, and
articulatory complexity as a random effect. Overall, she finds that phone frequency is the more robust
predictor of age of emergence, but that functional load also plays a significant role. In terms of
correlation, functional load actually correlated more strongly with age of emergence than frequency in
four out of five languages (English, Japanese, Mandarin and Spanish).

For adult learners, some instructors of English as a second language have turned to functional load as
a possible tool to assess which contrasts need more attention. Brown (1988) used phoneme frequency
and functional load as measured by minimal pair count to assess the relative importance of contrasts
in Received Pronunciation and argue that not all contrasts should receive the same amount of
instruction time, since their lexical contributions are not equal. Additionally, he mentioned that
speakers with different .1 backgrounds struggle with perceiving and producing different contrasts.
Munro and Derwing (2006) found that accentedness and intelligibility ratings of Cantonese-accented
English by native speakers of American English were more impacted by errors involving high-

functional-contrasts in English (following Brown’s assessment (1988), e.g. /1/-/n/) than low-



functional-load contrasts (e.g. /d/-/8/). They pointed therefore to the greater necessity of focusing
on high-functional-load contrasts during instruction.
These studies show that functional load has consequences on language learning for both infants and

adults.

¢.  Functional load and perception

Because it assesses the role of phonological contrasts in a given language’s lexicon, functional load is
a measure of contrastiveness. Trubetzkoy (1939) had proposed that sounds which contrast in all
environments in a language might be perceived more clearly than sounds which neutralize in some
contexts. There has been experimental evidence that phonological contrastiveness and/or functional
load in a speaker’s native language impacts the perceptual similarity of sounds.

Boomershine et al. (2008) showed that in a VCV context, adult speakers of English rate [d] and [9]
(contrastive in English) as more different than [d] and [f] (allophonic in English), while Spanish
speakers showed the opposite patterns, following the status of contrastiveness of the sound pairs in
their native language. This result was first obtained in a rating task. Interestingly, this pattern persists
in an AX discrimination task, known for tapping into less phonological and more purely acoustic
aspects of perception.

Similarly, Harnsberger (2001)’s study of Malayalam nasals showed that in a forced choice AXB task,
native listeners of Malayalam perceive allophonically-related sounds ([n] and [n]) as much more similar
than phonemic ones (Jm] and [n]). In contrast, native speakers of other languages showed different
perception patterns for the Malayalam sounds that were not entirely predictable from their languages’
inventories and the phonological relationships of these sounds (phonemic or allophonic). This hints

that the parallel between contrastiveness and perceptual distinctiveness is not perfect.



Johnson and Babel (2009)’s study comparing Dutch and English speakers also showed that allophonic
sounds in Dutch ([s] and [f]) wete rated as more similar by Dutch speakers than English speakers.
Dutch speakers also rated [0], which is not part of the Dutch inventory, as more similar to both [s]
and [f] than English speakers did. In a speeded discrimination task involving these sounds, the two
groups differed in reaction times, though not accuracy. The authors interpreted this as indicative of
multiple components of perceptual distinctiveness: the auditory similarity of stimuli, the listener’s
language’s phonetic inventory, and its language-specific patterns of alternation.

Allophones are a case of null functional load: if two segments are in complementary distribution, they
cannot form minimal pairs. This is consistent with the conception that they are not contrastive. While
the phonemic/allophonic distinction is rather binary®, functional load provides a more gradient
measure of contrastiveness. More recently, Kang (2015) found that functional load (by entropy) was
related to the identification of /p/,/t/,/k/ CC clustets in VCCV non-wotds by English, Kotrean and
Japanese speakers in a 9-alternative forced choice listening task. However, the effect was positive in
English and Japanese, but slightly negative in Korean. The author explains this as a language-specific
effect: functional load does not predict perceptual accuracy in the same way across languages, but
notes that some task effects might be at work, since many participants showed ceiling effects, which
weakened the correlations. Bennett, Tang and Sian (2018) found that functional load (by entropy) and
contextual predictability influence the perception of stop consonants in Kaqchikel. Their study used
an AX discrimination task in noise, replicating Boomershine et al.’s result that these language-specific
factors are still active in a task traditionally considered to be purely acoustic.

In this dissertation, we first attempted to correlate functional load and perception, then investigated

the influence of functional load on the learning of phonological alternations, and the impact of such

3 though quasi-phonemic contrasts have been documented across languages (Hualde 2004, Scobbie & Stuart-Smith
2008)
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learning on perception. Our questions were as follows: (1) does the perceptual accuracy of a pair of
segments increase with their functional load? (2) is it easier or more difficult to learn alternations
involving sounds from high functional load contrast? (3) does learning such alternations impact the
perceptual accuracy of these sounds? We used an artificial grammar learning task to test the learning
of alternations. Following the studies cited above, we also chose to use an AX discrimination task in

noise to assess the perceptual effects under investigation.

3. Learning alternations

When learning a second language (L.2), a speaker has to acquire a new inventory of sounds along with
the patterns that govern their distribution. However, they inevitably bring along a significant amount
of prior knowledge from their native language (L.1). In phonetics and phonology, interference effects
between L1 and L2 have been found along multiple dimensions. For instance, segments that are non-
distinctive in L1 can be harder to perceive as distinct in L2 (Best, 1994), and can also be harder to
acquire (Iverson et al., 2003).

In our search for synchronic effects of functional load, we wondered whether interference effects can
be predicted on the basis of the informativeness of a specific dimension in .1 and L2, or an artificial

L2.

a. Learning alternations in artificial learning grammar experiments

Previous studies have shown that a relatively short period of exposure in an experimental setting is
enough for adults and even infants to learn phonological alternations in an artificial language

(Pepertkamp & Dupoux, 2007; Skoruppa, Lambrechts & Peperkamp 2012; White & Sundara 2014,
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Moreton & Pater, 2012a, 2012b for an overview). This learning, however, is impacted by a number of
biases.

One such bias is that learners are sensitive to phonetic similarity when acquiring phonological patterns
(Steriade, 2001). Skoruppa et al. (2012) compared the learning of 6 artificial languages with the same
segmental inventory but different alternation patterns, and found that phonetic distance between the
alternating sounds affects gradiently adult learners’ performance at acquiring said patterns.
Alternations involving minimal changes (one feature difference, e.g. [p]-[t], place) were always easier
to learn than those involving more changes (two or three feature difference). Looking at saltatory
alternations (e.g., /p/ becomes [v] while /b/ remains [b]), White (2014) found that this typologically
rarer pattern is also more difficult to learn for adults than non-saltatory alternations (e.g., /b/ becomes
[v] while /p/ remains [p]), even when participants were given explicit training. [p] and [v] differ by
both voicing and manner features, while [b] and [v] differ only by manner. When participants were
shown that the less similar sounds (|p] and [v]) alternated in a language, they tended to assume that
the more similar ([b] and [v]) would also alternate, despite evidence to the contrary. He uses this
finding as evidence that participants expect alternations between perceptually similar sounds to be
more likely.

This bias for learning alternations involving similar sounds is also found for 12-month-old infants
(White & Sundara 2014). Infants exposed to alternations between less similar sounds ([p]-[v])
generalized the alternation to more similar sounds ([b]-[v]), but infants exposed to alternations
between more similar sounds did not generalize to less similar sounds.

These results show that phonetic similarity affect phonological learning. Interestingly, this is almost a
mirror image of the results from the previous section, where phonological contrastiveness in a
language impacts its speakers’ perception. By measuring the contribution of phonological contrasts to

distinguishing words in the lexicon, functional load is a measure of contrastiveness that is more
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gradient than a binary phonemic/allophonic distinction. In this dissertation, we will be examining
whether functional load impacts phonological learning, and/or petrceptual distinctiveness of sound

contrasts.

b.  Learning neutralization

In this project, we investigated the learning of a specific type of alternation, neutralization.
Neutralization is a phonological process by which distinct phonemes are realized as identical phones
in specific environments. For instance, even though English and German both have a /t/ and a /d/
sound, and they contrast in both languages ([d]ime and [t|]ime are different words in English, and
[d]ank “thank” and [tJank “tank” are different words in German), in German /d/ becomes [t] at the
end of a word (ra/t/ “advice” and ra/d/ “wheel” atre both realized as ra|t]) but not in English (/pad/
and/pat/ become pa[d] and pa[t]). The /t/-/d/ contrast is said to be neutralized word-finally in
German.

Recent results by Yin and White (2018) have shown that when participants are exposed to equal
amounts of evidence for neutralizing (e.g. /t/ and /tJ/ both become [tf] before a plural suffix [i] in
the artificial language) and non-neutralizing alternations (e.g. /s/ becomes [[], /z/ becomes [3]; before
[i], and [[] and [3] do not appear elsewhere in the data), learners acquire neutralizing and non-
neutralizing patterns to the same degree, except if neutralization induces homophony in the artificial
language (e.g. if /tusut/ and /tusutf/, two different words, would both become [tusutfi] in their plural
form). This suggests that participants track lexical information in the language they are learning while
making hypotheses about its phonological system.

If we consider the fact that every participant walks into an artificial grammar learning experiment with

all their experience from their L1, there might be something to be said for the importance of the
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sounds from L1 that are involved in an alternation (neutralizing or not) in the artificial language. The
question we intended to address was then: how well do speakers learn alternations that involve sounds
from more or less informative contrasts in their native language?

We propose that the learnability of an alternation could be predictable based on the informativeness
a specific contrast, in L1 and/or in the artificial language. Furthermore, successfully learning
alternations entails learning a different phonemic status for the sounds involved (allophonic or
phonemic) in the artificial language. If phonological status influences perception, we should observe

a change in perception following the artificial grammar learning experiment.

The objective of this dissertation was to look for synchronic evidence of the functional load hypothesis.
We conducted this search following two directions: (1) looking for effects of functional load in the
current state of a language, and (2) looking for effects of functional load in the learning of an artificial

language. The structure of the dissertation is as follows.

We first conduct a series of simulations on toy corpora to examine how similarly the two measures of
functional load, the variation in entropy and the count of minimal pairs, behave in particular situations.
This allows us to explore conceptual differences between the two main methods of computing
functional load. We then turn to corpus studies on real languages to see whether these differences
matter as much in real languages (chapter 2). We then examined the relationship between functional
load and perception. To this end, we attempted to correlate measures of functional load in English
and French to pre-existing data on the perceptual distinctiveness of English consonants (chapter 3).
As some uncertainty remained from these results, we collected more data using a perceptual
discrimination experiment and an artificial grammar learning experiment; we examined the effect of
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functional load on the learning of phonological alternations, and the effect of such learning on
perception (chapter 4). Finally, we summarize our findings and discuss directions for future research

(chapter 5).
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Chapter II. Simulations and corpus studies

In order to compare measures of functional load by entropy and by minimal pair count, we conducted
a series of simulations and corpus studies. As described in the previous chapter, both measures have
been shown to correlate with observed data crosslinguistically (historical mergers, age of acquisition),
but how similar are they? We began by comparing them in a series of small toy corpora, then examined

their relationship to perception in English.

1. Toy corpora simulations

First, we conducted some simulations using toy corpora with a limited segment inventory to compare
how both measures fared in various scenarios. In particular, we were testing for conditions in which

the two measures would be most similar or dissimilar.

a. Method

We wrote a Python script to generate small corpora from a limited set of segments, with random
number of observations and various constraints on word shape and segment distribution. For each
set of conditions on word shape and segment distribution, we ran 1000 iterations of the corpus-
creating process and calculated, each time, functional load based on entropy and based on minimal
pair count. For entropy, we use word type frequency, and for minimal pairs, the count of minimal
pairs relativized to the number of possible minimal pairs. Both measures were computed using

Phonological Corpus Tools (Hall et al., 2018), and were relativized to the size of the corpus.
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o Segment inventory

All words were made up from a random combination of the following segments (Table 1), with various
constraints on segment distribution. For ease of reading, we used the combined letter strings as

phonetic transcriptions (i.e. tup = [tup]).

Table 1. Segment inventory for simmulations with toy corpora

Consonants Vowels
p a
b i
t u
d

We chose this very limited inventory to be better able to engineer specific cases to compare functional
load measures. Calculations with more natural inputs would be conducted with real language corpora,

so realism was not our aim here.

o [ exicon size and frequencies

Each lexicon contained 15 word types. For each word, we generated a random number of observations
between 1 and 25 (uniform distribution). Each toy corpus then contained between 25 and 25 x 15 =
375 observations. This allowed us to simulate token frequency for each word. Depending on the word-
generating conditions, this also allowed us to generate n-tuples of homophones with different token
frequencies for each instance of the same wordform (e.g. tup; observed 12 times, tup, observed 39
times in a corpus with 270 observations).
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o Word shape and segment distribution

We created corpora with specific conditions on wordforms to test the variation they would induce on

the different measures of functional load. For simplicity, all words were 3 segments long.

Obur first condition consisted of entirely randomly selected segments (XXX words). Any segment was
allowed to occur in any position, and segments were allowed to reoccur in a word (e.g. ppp, iat, taa,
idd, aaa...). This allowed for 7> = 343 possible wordforms. The probability of having one or more
pairs of homophones in a 15-word types corpus was 0.264". That of having at least one minimal pair
(for any pair of segments) in one corpus was 0.997°. This provided a baseline to compare the functional

load measures in a case where a given contrast could operate in any position in the word.

Our next condition consisted of Consonant-Vowel-Consonant words, where segment distribution
was limited by segment type. Segments were allowed to reoccur in a word (e.g. tut, pap...). This
allowed for 4*3*4 = 48 possible wordforms. The probability of having one or more pairs of
homophones in a 15-word types corpus was 0.888. Unless otherwise constrained, that of having at

least one minimal pair was 1. We used this case to simulate basic restrictions on word-shape.

A third simulation involved once again Consonant-Vowel-Consonant words, but this time the word-

final consonant could only be voiceless (p or t). This allowed for 4¥3*2 = 24 possible wordforms. The

15%14
2

* With 15 words, = 105 paits of wotds need to be evaluated as to whethet they are identical. The probability

of 2 words being different becomes 1 — —

105
323’ and that of there being no homophones in the corpus, (1 - L) =

343
342 342

105 105
(%) . The probability of having at least one pair of homophones is therefore 1 — (E) ~ 0.264

> If we define a minimal pair as two words differing by exactly one segment, each word has 18 possible candidates
for forming a minimal pair (only one position can differ per word, 6 different segments are available for each position,
and the difference could be on any of the 3 segments). For any given word, there are thus 343-18 words that do not
form a minimal pair with it. The probability for there to be at least one minimal pair in a 15-word corpus of the sort

1o\ 105
becomes 1 — (34:4318) = 0.997
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probability of having one or more pairs of homophones in a 15-word types corpus was 0.987. Unless
otherwise constrained, that of having at least one minimal pair was also 1. In this system, voicing is
contrastive, but only word-initially. We used this restriction to simulate cases in which contrast is

limited to some positions.

We also consider cases (with any segment structure), where there are no minimal pairs, and cases

where minimal pairs only involve some segment positions.

b.  Results

We report functional load comparisons for simulations neutralizing the voicing contrasts on stops.
Neutralizing place features on stops or height, frontness/backness on vowels yield similar results in

these simulations.

o XXX — no positional constraints

In 1000 small corpora with no positional constraints on any of the possible segments, we examined
the functional load of the voicing contrast in stops. We plotted the entropy and minimal pair count

measures against the other (Figure 1) to visualize how they correlated.
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Figure 1. Functional load measures for the voicing contrast in 1000 corpora made up of words with no positional restrictions on
segments

When no positional constraints at all were placed on the possible segments in the language, we found
no significant correlation® between minimal pair and entropy measures (= 0.04, p = 0.19). This case
was the largest possible amount of lexical variability. Because of the small size of each corpus (15
words), even though it was likely to have at least one minimal pair for a given pair of segments, the
likelihood that this pair differed in voicing only would still be rather low. With very few minimal pairs,
the entropy measure would be strongly affected by the frequency of very few words, which could
happen to be extremely high or low. Conversely, since the minimal pair count measure is unaffected

by frequency, the two measures could yield very different outcomes.

6 According to a Shapiro-Wilk test of normality, functional load values as measured by entropy were normally
distributed (W = 0.99, p = 0.52), but functional load as measured by minimal pair counts was not (W= 0.97, p <
0.001). To examine the relationship between the two variables, we henceforth use the Spearman correlation test,
which does not carry any assumptions about the distribution of the data.
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o CUVC syllables

With an additional condition on word structure, we do find a significant correlation between the
minimal pair and the entropy measures, but the coefficient of correlation remains poor (. = 0.17, p <
0.001, Figure 2). The same issue reappears as the previous case — however, this time, since consonants
can only occur in two positions, there is a greater likelihood of finding minimal pairs differing in

voicing.
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Figure 2. Functional load measures for the voicing contrast in 1000 corpora made up of CV'C words

o CVC syllables, positional voicing contrast

The improved correlation between functional load measures with more constrained wordforms
remains when we constrain furthermore the voicing feature on the last segment of the words (1, =
0.24, p < 0.001, Figure 3). With fewer possible words, and voicing contrasts occurring only word-
initially, making minimal pairs more likely in any given corpus, and for those minimal pairs to involve

a voicing-only difference. The entropy measure takes into account the frequency of multiple words,
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and thus is less sensitive to extreme values. We expect thus that natural languages, with more

constrained segment distributions, will show a better correlation between functional load measures.
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Figure 3. Functional load measures for the voicing contrast in 1000 corpora made up of CV'C words ending in voiceless
consonants

o No minimal pairs
No matter the size of the corpus or the shape of the words, having minimal pairs for a given contrast
is crucial for either measure to result in a non-null value. Therefore, if we constrain our corpora so
that no minimal pairs are present even though two segments share the same distribution, we obtain

cases where functional load is numerically null. Consider for instance the following 15 CVC words:

tap dat tup pud tib bud dip  bap

bip  pit bup dut tab  tid pad

The distribution for [d] and [t] completely overlaps and both appear in a good number of words, but
there are no minimal pairs for these two segments. If we use minimal pair count to represent functional

load, regardless of whether we relativize the result to the size of the corpus or the number of possible
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minimal pairs, we obtain a value of 0 for the t-d contrast. If we use an entropy measure with type
frequency, the initial entropy of the system is Hy = —15 * (% log, %) = log, 15: to compute the

entropy after neutralizing the t-d contrast, Hi, we neutralize all t and d segments to the segment X,

our corpus becomes:

Xap XaX Xup puX Xib buX Xip bap

bip piX bup XuX Xab XiX paX

where each word retains its initial frequency. After this process, no two words have actually merged:
the entropy of the system did not change. The functional load of the t-d contrast as measured by

change in entropy is therefore also null.

We note however that there are cases of corpora with no minimal pairs for a contrast where an entropy

measure could still yield a non-null result. If we change one word to the previous corpus:

tap dat tup pud tib bud dit  bap

bip  pit bup dut tab tid pad

The count of minimal pairs is still null, and so is functional load measured that way. However, if we

neutralize t and d, we obtain the following set:

Xap XaX Xup puX Xib buX XiX bap

bip piX bup XuX Xab XiX paX

Neutralizing the contrast will actually collapse two words this time, resulting in 14 word types instead

of 15, and H; = —14 * (i log, i) = log, 14 < H,. Functional load as measuted by entropy will

23



__logz15-log, 14

therefore be non-null, FLentropy type = = 0.025, though it is still likely to be fairly low

log, 15
— it would compare to that of two segments which only appear in 2 words that form a minimal pair,

e.g. f and v in the following corpus:

tap dat tup pud tib bud  dit baf

bav  pit bup dut tab tid pad

With 15 word types, Hy is the same as previously: Hy = log, 15. If we neutralize f and v to Y, we

obtain again 14 word types:

tap dat  tup pud tb bud  dit baY

baY pit bup dut  tab tid pad

log, 15-log, 14 .. .
And Hy =log; 14, FlLentropy type = =282 27082 % — 0.025. Intuitively, the t-d contrast is much
- log, 15

more active in this lexicon than the f-v contrast’. However, neither measure captures intuitions for

contrasts that do not have minimal pairs.

o Same number of minimal pairs, positionally constrained vs. unconstrained contrast

An interesting observation arises when we compare cases of word lists with the same number of
minimal pairs, but where the contrast is allowed at any point in the word or only word-finally. Despite

distributions being very different, both functional load measures will yield the same value in the two

7 The f-v minimal pair could involve words with extremely high token frequency, but with the much wider
distribution of t-d, it would be unlikely that they do not also appear in high frequency wordforms.
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languages. It seems intuitively that functional load measures could fail to capture some information

on contrastiveness in such a case. Let’s consider the following example in Table 2:

Table 2. Examples for same functional load in different cases

Language A Language B

contrast 1 | same positional restrictions (or | positionally constrained

contrast 2 | lack thereof) in all positions

Within each of the 2 languages, contrasts 1 and 2 have the same functional load (regardless of which
measure we use). In language A, since both contrasts occur in exactly the same positions, it seems
natural to conclude that they play roles of similar importance in the language. In language B, however,
contrast 1 contributes the same amount of contrastiveness as contrast 2 while occurring in more
limited positions. It could be argued in a sense then that contrast 1 needs to be more active than

contrast 2 in order to achieve this®.

o Homophones

For this project, we chose not to distinguish homophones for the computing of functional load. Since
homophones are distinguished by context most of the time (syntactic position of semantic content),

this is not something that can quite be addressed with contrastiveness at a phonological level. In fact,

8 In natural languages, a case where only one sound in a contrasting pair of sounds appears in a certain position can
arise from at least two different situations. This positional restriction could be due to an accidental gap, but also to
a neutralizing process. In the case of an accidental gap, there never was an opportunity for contrast in that specific
position. Meanwhile, in the case of a neutralizing process, the contrast that is active elsewhere in the language is lost
in that position. This could produce yet another distinction in how important the contrast is, but we will not explore
this further in this project.
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as functional load is computed using only the phonological form of words, it cannot take context into
account at all. This means that for a same number minimal pairs (which affects both minimal pair
count and entropy), we cannot take into account the fact that some pairs are more informative than
others. For instance, a minimal pair whose members belong to different parts of speech (e.g. English
bad and bai) is less crucial than one whose members both belong to the same part of speech (e.g. cat
and ra?), as the part of speech of a following word can often be inferred from preceding context. More
detailed semantic properties also help deciding which member of a pair is being used. This is beyond

the scope of this current project.

In the previous simulations, we found that more constrained word shapes led to a closer correlation
between the minimal pair count and entropy measures. Table 3 summarizes the results in the

conditions we examined.

Table 3. Simulation results for different constraints on the simmulated lexicon

XXX: no p?sidonal CVC syllables CVC sy.ll.ables, positional
constraints voicing contrast
entropy mini.mal entropy mini.mal entropy mini.mal

pairs pairs pairs

Munctional load 0.53 0.36 0.52 0.30 2.17 0.90

O functional load 0.06 0.05 0.06 0.02 0.28 0.24
i 0.04 0.17 0.24

p-value 0.19 < 0.001 < 0.001

Uninimal pairs 0.81 4.20 2.53
O minimal pairs 0.85 1.22 1.07
Uomophones 0.28 2.09 3.76
Ohomophones 0.50 1.21 1.33

® For our simulations, we did not distinguished homophones. This means that in a lexicon of 15 words, if there were
3 homophones (e.g. bap, bap, bap), the lexicon was considered to have 13 wordforms, and the frequencies of the 3
homophones would be summed to correspond to a single wordform (bap). If we did not merge homophones, this
would overestimate the number of minimal pairs: a single word (e.g. bab) could form a minimal pairs with each of
the 3 homophones, thus contributing 3 minimal pairs using identical wordforms.
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Though correlations for CVC syllables and CVC syllables with a positional voicing contrast were
significant, they still had very low coefficients. Overall, we showed with these simulations that the two
measures of functional load could mathematically be very different, but became more similar as more
constraints were imposed on the structure of words. These constraints increase the probability of
occurrence of minimal pairs for the contrast we examined (voicing in stops). Therefore, the weakness
of the correlations we obtained might have been due to our toy corpora being too simple. We now
turn to corpora in real languages, with many more restrictions on how segments are allowed to pattern,

to test whether this is the case.

a.  Methods

To examine the functional load of various contrasts in English, we used data from the IPhOD corpus
(Irvine Phonotactic Online Dictionary, Vaden, Halpin & Hickok, 2009), which contains an American
English phonetic transcription from the Carnegie-Mellon Pronouncing Dictionary (Weide, 1994), and
written word frequencies from the SUBTLEXus database (Brysbaert & New, 2009). Functional load
by entropy was calculated using word type frequencies, and minimal pair count was relativized to the
number of possible minimal pairs. Both measures were relativized to the size of the corpus.

Calculations were performed using Phonological Corpus Tools (Hall et al., 2018).

As previously, we examined the correlation between the two measures, using consonantal contrasts:
these contrasts in particular will be examined in further computations. Additionally, we tested whether
the two sets of measures come from comparable distributions. If they do not, this would mean that a

significant number of contrasts rank differently in terms of functional load according to the two
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measures. We take a closer look at some specific segment contrasts that exhibit differences between
the two measures. We will later exploit these differences in a series of experiments to compare the

two measures.

b.  Results

In a real language corpus, the two measures were much closer correlated than in previous simulations.
Figure 4 shows the entropy measure plotted against the minimal pair count after excluding outliers
where either of the two measures fell more than two standard deviations from the mean in each
measure (Urr_cawopy = 0.0000, OFL_coropy = 0.0006; Uer_minpairs = 0.01, Opr_minpairs = 0.01). This criterion
excluded 7 out of 120 contrasts. Neither measure followed a normal distribution (Shapiro-Wilk test
for normality, Wi = 0.88, oy < 0.0015 Winpairs = 0.96, prinpain < 0.001), so we tested for correlation
with a Spearman’s test. We found that in a real language corpus, the two measures are highly correlated

(n = 0.84, p < 0.001).
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Figure 4. Functional load measures for consonantal contrasts in English
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Despite this close correlation, however, the two measures remain significantly distinct in terms of
distribution (two-sample Kolmogorov-Smirnov test on centered functional values in the two measures,
D = 0.56, p < 0.001). This means that minimal pairs and entropy make slightly different predictions
about which pairs of sounds have higher functional loads. Figure 5 shows the functional load
according to entropy and according to minimal pairs for some selected contrasts in English (see full
listin Appendix I). For instance, a minimal pair count favors the /p-b/ contrast over the /t-d/ contrast,
and the opposite is true for the entropy measure. This effect is driven by word frequency —there are
more minimal pairs relying on the /p-b/ contrast in the lexicon, but these words are overall less

frequent that than those in minimal pairs hinging on the /t-d/ contrast.
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Figure 5. Functional load comparisons for English

We also computed functional load in word initial and word final position for a subset of the previously
examined contrasts. Figure 6 shows these results. Most contrasts are more informative word-initially.

This is consistent with the cross-linguistic tendency for onsets to be more perceptually salient, and
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more faithfully preserved (Beckman, 1998) . We note that this is not always the case (e.g. /m/ and

/n/ word finally according to the entropy measure).
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Figure 6. Functional load comparisons for English - word-initial and word-final positions

6. Corpus study: French

a. Methods

We conducted a similar analysis for French, using data from the Lexique corpus (New et al., 2001).
This corpus contains word frequencies according to various sources, including movies and several
types of print. We used the frequencies from movies, as this should provide a better approximation
of natural speech. As before, functional load was computed by entropy using word types, and minimal

pair counts relativized to possible minimal pairs. Both measures were relativized to the size of the

corpus.
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b.  Results

In French just as in English, the two measures were quite closely correlated. Figure 7 shows the
entropy measure plotted against the minimal pair count. Neither measure followed a normal
distribution (Shapiro-Wilk test for normality, Wy = 0.82, pusmpy < 0.0015 Woinpaire = 0.96, pripairs = 0.03),

so we tested for correlation with a Spearman’s test (. = 0.92, p < 0.001).
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Figure 7. Functional load measures for consonantal contrasts in French

Just like the English case, the two measures remain significantly distinct in terms of distribution (two-
sample Kolmogorov-Smirnov test on centered functional values in the two measures, D = 0.5, p <
0.001). Again, this means that minimal pairs and entropy make slightly different predictions about
which pairs of sounds have higher functional loads. Figure 8 shows functional load measures for some
selected contrasts. Just as for English, the two measures of functional do not quite align as to which

contrasts are more informative.
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Figure 8. Functional load comparisons for French

We examined the same positional contrasts we compared earlier in English. There is also a positional
difference for these contrasts in French - it is less clear, however, that word initial contrasts carry more

functional load than word final ones (Figure 9).
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Figure 9. Functional load comparisons for French - word-initial and word-final positions
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7. Chapter conclusion

In this chapter, we first conducted a series of simulations on toy languages constructed to test the
mathematical properties of the two measures of functional load. While we found that have the
mathematical potential of being very different, we proceeded to show that they are in fact well
correlated in real language corpora. Despite this correlation, they exhibit significantly different
distributions in both English and French: the two measures do not rank sound contrasts in the same
order, and the same contrast can have a high functional load according to one measure, and a low one
according to the other. In the next chapters, we examine the relationship between functional load and
other factors, such as contrastiveness and perception. Specifically, we attempt to test for synchronic

effects of the functional load hypothesis and to compare the two measures of functional load.
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Chapter III. Functional load, perception, and contrastiveness

Previous studies have shown that functional load plays a role separate from phoneme frequency and
distribution both in how they affect the likelithood of mergers (Todd, 2012; Wedel et al., 2013) and
the age of acquisition of a contrast (Van Severen et al., 2013; Stokes & Surendran, 2005; *Cychosz,
2017). 1f distributional information alone does not suffice to explain functional load effects, there
must be other mechanisms through which these effects operate. We hypothesize that one such

mechanism could be perception.

Boomershine and colleagues (2008) found in a series of experiments that with the same stimuli,
English listeners rate the sounds [d] and [r] as more similar to one another than [0], while Spanish
listeners rate [d] and [0] as more similar to one another than [f]. They propose that this reflects the
phonemic status of the three sounds in these two languages. [d] and [f] are both allophones of /d/ in
English, but /8/ is a separate phoneme. In Spanish, it is [d] and [3] that are allophones of /d/, while
/t/ is a separate phoneme. Allophones in participants’ native language are thus perceived as more

perceptually similar than separate phonemes.

Phonemicity is one level of contrastiveness, but it could be argued that functional load provides
another, gradient, measure of contrastiveness among phonemes of a language. If that is so, higher
functional load contrasts would be more perceptually distinct than lower functional load contrasts. To
test this hypothesis, we examine in the following section whether perceptual confusability correlates

with functional load measures in English and French.
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1. Methods

In order to obtain a measure of perceptual confusability of English sounds, we used data from
perceptual confusions in noise for 14 English consonants (Wang & Bilger 1973). In their experimental
task, native English listeners heard a consonant sound in a variety of positions in a syllable, and chose
among all possible consonant options which consonant they had heard. Figure 10 adapted from Wang
and Bilger (1973) using Scikit-learn (Pedregosa et al. 2011) plots the matrix for 14 English consonant
sounds. In each row, the matrix shows the number of times a given sound is misperceived as another
(in the intersecting column). This means that for any pair of sounds x and y, there are actually two

values of confusion: the number of times participants misheard x as y, and the number of times they

misheard y as x.
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Meanwhile, for each pair of sounds, there is only one value of functional load in each of the two
measures we are comparing. To correlate this value with the confusability of the sounds involved, we
then used the average of the two confusion values for each sound pair. This gave us the halved matrix

in Figure 11 showing single confusion values for each sound pair.
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Figure 11 Halved confusion matrix for 14 consonant sounds in English, adapted from Wang & Bilger (1973). For any pair
of sounds (e.g. /p/ and [t/ ), we took the average of how often one was heard as the other and vice versa to represent the average
confusability of the two sounds (e.g. the average of how often /p/ was heard as /t/, and how often |t/ was heard as /p/)
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Values for English functional load were computed in the previously reported corpus study, for both
entropy and minimal pair measures. Since neither measure was normally distributed, we used once

again Spearman’s correlation to test for a relationship between functional load and confusability.

Even if we do find that perceptual confusability and functional load are correlated in English, this
could be merely an effect of acoustic distinctiveness. It could be that sound pairs that are acoustically
more distinct to the human ear (or the mammalian auditory system, for that matter) are used more
widely to establish lexical contrasts. If that were the case, this effect would not be language-specific,
and we should find that functional load in any language could correlate with the perceptual
confusability of English listeners. To check whether this is the case, we used the previously computed
French functional load values as a control: if functional load does indeed influence perceptual

confusability, English but not French functional load should correlate with English confusability.

a.  English functional load, English confusability

We found that both the entropy and the minimal pair measure of English functional load correlated
significantly with the average number of confusions of English phonemes. However, the correlations
ran in opposite directions for the two measures. While minimal pairs count correlated negatively with

the number of confusions (: minpairs = -0.44, Puinpaire < 0.01), meaning that higher functional load contrasts
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according to minimal pairs were less confusable, entropy correlated positively with the number of

confusions (n = 120, 7 wmmpy = 0.24, pumpy = 0.009). Figure 12 shows these results.
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Figure 12 Correlations between functional load measures in English and average number of confusions in English according to
entropy (left) and minimal pairs (right)

While both correlations are highly significant, their opposite directions cast doubts on the nature of

the relationship between functional load and confusability. If both correlations had been negative, this

would support our initial hypothesis that higher functional load contrasts are perceptually more

distinct. We know from the previous tests on the two measures of functional load in English that the

two measures, while correlated, exhibit different distributions. This difference appears once more in

this latest result.

As these correlations are highly significant, it seems unlikely that they arose by chance. But could it be
that they can merely be attributed to universal acoustic effects? To answer this question, we turn to

our control case: does French functional load correlated with English confusability in the same way?
b.  Control: French functional load, English confusability

In contrast, we found that neither the entropy nor the minimal pair measure of French functional load

correlated significantly with the average number of confusions of English phonemes, for those sound
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contrasts that exist in both languages (n = 60, 7 wmpy = 0.04, porpy = 0.765 7% minpairs = 0.11, priinpaire = 0.37).

Figure 13 shows these results.
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Figure 13 Correlations between functional load measures in French and average number of confusions in English according to
entropy (left) and minimal pairs (right)

This suggests that the correlations we find between English functional load and the average number

of confusions in English are indeed language-specific, and not attributable to a universal preference

to use acoustically distinct sounds to establish lexical contrasts.

3. Chapter conclusion

In the previous chapter, we found that the two measures of functional load are well correlated in real
language corpora, but exhibit significant differences in how they rank sound contrasts within a
language. In this chapter, we tested for a correlation between perception and functional load as a
metric of lexical contrastiveness. While we find evidence for a significant correlation between
perceptual confusability and functional load according to either measure within a language (English),
the correlation runs in opposite directions for the two measures. This does not straightforwardly

support our hypothesis that high functional load contrasts are easier to tell apart, but our control case
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(French) shows that these correlations cannot be attributed merely to a universal preference for

acoustic distinctiveness in lexical contrasts.

Another possibility for this ambiguous result stems from the nature of the task used to establish the
confusion matrix we relied on. For each sound they heard, participants were given the full range of
consonant options, making this a very open-ended task. Each cell in the full confusion matrix means
“the number of times the sound x was heard as y among all 14 other possible consonants”. In real
language processing, on the other hand, when a listener hears a word with one ambiguous segment X
in English, for instance [maovX], the lexicon constrains the possibilities for X to [s] or [0]. Since
functional load is a lexical measure, such an open-ended task might not be the best way to assess its
relationship to perceptual distinctiveness. To examine further the relationship between functional load,
contrastiveness, and perceptual distinctiveness, we conduct a perceptual experiment and an artificial
grammar learning experiment using a set of English sound contrasts for which the two measures of
functional load make different predictions. We will see that a more restrictive perceptual task provides
evidence that this apparent contradiction might come from the different rank ordering of contrasts
according to functional load in the two measures, and, furthermore, that phonological learning in an
artificial grammar learning experiment impacts perceptual distinctiveness depending on differences in

functional load.
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Chapter IV. Perceptual discrimination and artificial grammar learning

experiments

In the previous chapter, we speculated that one mechanism that could account for a better diachronic
preservation of high-functional-load contrasts could be the perceived similarity of sounds in L1.
However, existing data on perceptual similarity did not provide a straightforward answer, as
correlations with functional load, while highly significant, did not follow a consistent direction in the
two measures of functional load. This could have been due to differences between the two measures,

but also to the open-ended nature of the task used to obtain the previous measures of confusability.

In order to obtain a measure of confusability that would only quantify how often two sounds X and
Y are mistaken for each other by English listeners, we first conducted a perceptual discrimination
experiment using an AX task. When hearing in noise a minimal pair of non-words hinging on a given

contrast in English (e.g. [ata] — [affa]), how often do native speakers confuse the two?

In parallel, we also wanted to examine the effect of functional load on learning phonological
alternations. Previous studies in laboratory phonology experiments have shown that participants are
fairly successful at acquiring phonological alternation patterns in artificial languages (Moreton & Pater,
2012a, 2012b for an overview). However, recent work by Yin and White (2018) showed that
neutralizing alternations are more difficult to learn than non-neutralizing ones if they induce

homophones in the artificial language. This suggests that not all alternations are equally learnable.

If an alternation in the artificial language involves sounds with a high-functional-load contrast in the
learner’s native language, would it be easier or more difficult to learn? On the one hand, it is important

for a listener to tell apart sounds, even more so for a high-functional-load contrast, and this in turn
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could make the alternation easier to learn. On the other hand, if these sounds are so distinct, mapping

them onto a single phoneme might be more difficult.

Not all types of alternations induce the same amount of change in terms of information. Say, for
instance, that a speaker has two phonemes /X/ and /Y/ realized respectively as [X] and [Y] in their
native language. They are learning an L.2 in which these sounds are involved in an alternation. It could
be that [X] and [Y] are both allophones of /X/ in L2 (and there is no phoneme /Y/ in 1.2), ot it could
be that /X/ and /Y/ are realized as [X] and [Y] in some contexts, but in some other ones they
neutralize to [X] (Figure 14). In the first case, they would be learning a non-neutralizing alternation.
Since there was never a phoneme /Y/ in L2, there is no loss of information within the L2. In the
other case, a neutralizing alternation, /X/ and /Y/ ate phonemes in L2, just as they were in L1, but
realize as the same phone [X] under specific conditions. There is now some loss of information within
L2 — some sutface [X] might need to be reconstructed as undetlying /Y/. Learning a non-neutralizing
alternation means learning that the X-Y contrast from L1 does not matter in L2, but within L2, there
is no information lost from realizing /X/ as [Y] in some contexts, as thete is a single mapping from
[Y] to /X/. However, learning a neutralizing alternation means learning that the X-Y contrast still
matters in L2, but information is lost in contexts where it is neutralized. It also means then learning

to reduce the functional load of the /X/-/Y/ contrast L2 compared to the L1 reference.

Non-neutralizing Neutralizing
X IXI X
IX/ 0% <
Alterng,; N@‘“ﬁ
N Contexe [Y] I > [Y]

Figure 14. Phoneme to phones mapping in non-neutralizing and nentralizing alternations
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In Yin and White’s (2018) analysis, all alternations of the same type were grouped together
(neutralizing vs. non-neutralizing), and potential differences between alternations of the same type
involving different sounds were not examined. Based on their results, if we do not induce
homophones in an artificial language, we should not observe differences in learning regardless of

whether sounds neutralize or not.

If functional load matters when learning alternations in another language, we should find that
alternations involving different sound pairs are not learned to the same extent. Furthermore, if
phonological status (phonemic or not) impacts the perceptual distinctiveness of sounds, we should
observe a difference between a perceptual test before the artificial grammar learning task, and another

perceptual test after.

1. Experiment 1, part 1: AX perceptual task, baseline test

a.  Materials and design

In the perceptual task, participants heard two sounds (VC; — VCy, or ViCiV, — ViCyVy), and were
asked to decide whether C; and C, were the same consonant. The two tokens in each pair were spoken
by two different speakers, one female, one male, and were overlaid with multitalker babble (Wilson et
al. 2007) at a signal to noise ratio of -10dB. The order in which the tokens were played was randomized
for each participant, though the same tokens were paired (e.g. [ata]; — [ata]» vs. [ata], — [ata]:). The
consonants tested were the following pairs: t-ff, s-[, z-3, b-f. Vowels were a, i, or u. Participants heard
12 random VC; — VC; and 36 ViC,Va — ViC,V, trials involving each pair of sounds combined with
each vowel or pair of vowels, approximately half same, half different (total 192 trials, lasting about 15
minutes). A full list of all stimuli can be found in Appendix II. The functional load of the contrasts

we examined were as follows (Figure 15).
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Figure 15. Functional load of contrasts in the perceptual task

These contrasts were chosen because the two measures of functional load ranked them differently.

Another reason for the choice of these particular contrasts related to a second experiment, and will

be explained in a later section. According to entropy, z-3 has the lowest functional load, followed by

t-ff, b-f, then s-J. According to minimal pair count, z-3 also has the lowest functional load, followed

by s-f, t-f/, then b-f. Figure 16 represents this difference in order.

Minimal pairs .
count

Figure 16. Functional load rank ordering of test contrasts in the two measures

Entropy
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This difference in rank ordering makes diverging predictions for the outcome of the perceptual task.
If a given contrast’s perceptual distinctiveness depends on its functional load, the two measures predict

that participants should find different contrasts more perceptually distinct.

b.  Procedure

Participants sat in front of a computer in a soundproof room, wearing noise-cancelling headphones.
The experiment was conducted online using the Experigen experiment building platform (Becker &
Levine 2010). Participants pressed the enter key on a keyboard to play each of the two tokens in an
AX pair (e.g. [ata] by speaker 1, [ata] by speaker 2). They clicked buttons on screen with the mouse
cursor to answer “Yes” or “No” to the question: “Was it the same consonant in both words?” (Figure

17). Each token could only be played once.

Click to play the first word Click to play the second word.

Was it the same consonant in both words?

YES | NO

Figure 17. Participant view during the perceptual task

¢. Participants

77 undergraduate students at UCLA participated in the baseline AX task (mean age = 21.62, SD =
3.95). 52 participants received course credit for their participation and 25 received 10USD in cash.
Participants who received course credit were recruited through the UCLA Psychology Department
Subject Pool, and paid participants through flyers on the UCLA campus.
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d.  Data analysis

Data was analyzed using linear mixed effect models with the nlme package in R (R Core Team 2018).
The dependent variable was participants’ d’ sensitivity index for each of the sound pairs'’. The only
fixed effect was Sound Pair (t-ff, z-3, s-J, b-f). Random effect structure was kept maximal under

condition of convergence (random intercepts and slopes for Participants).

2. Results

Two participants were excluded for reporting after the study that they had experienced speech or
hearing impairments (2.6% of the data).

We examined whether participants were more or less accurate in distinguishing the members in each
of the tested sound pairts (t-ff, s-[, z-3, b-f). Figure 18 shows participants’ d’ for each of the sound paits.
The higher the d’, the more participants were perceptually sensitive to the difference between two
members of a sound pair. Additionally, d’ measures take into account response biases (in case

participants preferred clicking one response button over the other)

10 d” measures were computed using the following definitions:

- hit: tokens had different consonants (e.g. [t] and [ff]) and patticipant correctly said they were different

- false alarm: tokens had different consonants (e.g. [t] and [f]) and participant incorrectly said they were the same

- correct rejection: tokens had the same consonant (e.g. [t] and [t]) and participant correctly said they were the same
- miss: two tokens had the same consonant (e.g. [t] and [t]) and participant incorrectly said they were different
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Overall, z and 3 were more difficult to tell apart than t-f and s-J, but comparable to b-f. Table 4

summarizes the model coefficients.

Table 4. Coefficients in a model fitted to d’ in the baseline perceptual task, fixed effect of sound pair (random intercepts and
slopes for Participants)

Estimate  Std. Error DF t-value p-value
Intercept
1.93 0.11 219 17.47 <0.001
(b-9)
Sound pair s-f 0.59 0.10 219 5.85 <0.001  #**
t-ff 0.39 0.10 219 4.10 <0.001  #*
z-3 0.12 0.10 219 1.18 0.23

Pairwise comparisons using least square means for multiple comparisons (Ismeans package in R(R
Core Team 2018)) confirmed that b-f was not significantly different from z-3. t-ff and s-J both had
higher d’ values than b-f and z-3, but t-ff and s-[ were only marginally different from one another. This

is summarized in Table 5.
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Table 5. Coefficients for pairwise comparisons of sound pairs in the baseline perceptual task

Estimate Std. Error DF t-value p-value
b-f/ z-3 -0.12 0.10 219 -1.18 0.64
s/ z3 0.47 0.09 219 5.30 <0.0001 ok
-/ z-3 0.28 0.08 219 3.33 0.006 ok
s/t 0.20 0.08 219 2.50 0.06

These results can be schematized as:

s-f (>?) t-tf > z-3, b-f
where > means “more perceptually distinct than”. Setting aside for now the case of b-f, and if we
conservatively disregard the marginal difference between t-ff and s-[; this order is actually consistent
with the functional load ranking according to both entropy and minimal pair count (in Figure 16
repeated below). The contrast with the lowest functional load in both measures, z-3, is one that English
listeners find harder to perceive accurately. If the difference between s-f and t-fff were actually

significant, the order would be more consistent with the entropy measure.

Figure 16 (repeated). Functional load rank ordering of test contrasts in the two measures

Minimal pairs
count

Entropy
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In terms of functional load, the b-f contrast is quite important according to both measures. What
could explain then why b and f were as hard to tell apart as the lowest functional load z-3 contrast?
This result is in fact consistent with Wang and Bilger’s (1973) confusion matrix data, used in the
previous chapter to correlate functional load to perceptual distinctiveness: on average, z-3 were
mistaken one for the other in 8% of the cases, and b-f in 7% (over % of sound pairs from the
confusion matrix had less than 6% confusability). Of course, aside from functional load, acoustic
similarity must play a large role — the acoustic similarity of b-f could be so great that this could not be
overridden by the importance of the contrast in terms of functional load. But if acoustic similarity
accounts for d’ results of the b-f distinction, it could also explain the outcome for the three other
contrasts, or at least we cannot disentangle the effect of acoustic similarity from that of functional
load. In order to achieve this, we will need to rely on the results of the artificial grammar learning task

and the second perceptual task.

The previously described perceptual discrimination task was designed to establish a baseline of the
discriminability of four pairs of segmental contrasts for English listeners. We found that the lowest

functional load contrast according to both measures, z-3, also had the lowest perceptual

discriminability. There was only a marginally significant difference between two of the higher
functional load contrasts, s-J and t-ff, and thus no clear-cut evidence in support of either of the two
measures against the other. Additionally, b-f should have a relatively high functional load, but is as
difficult to tell apart as z and 3. This is consistent with confusion matrix data from previous studies.

In their study on the perceptual similarity of fricatives in Dutch and English, Johnson and Babel (2008)

concluded that phonetic similarity is comprised of three components: auditory similarity, the

language’s phonetic inventory, and language-specific patterns of alternation. The latter two categories
guage's p Y, guage-sp p g
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both contribute to functional load. We could conjecture that despite their relatively high functional
load in English, b and f are just acoustically too similar, and this explains why they were not
significantly different from the lowest functional load z-3 in the baseline perceptual task. This forces
us however to consider that the differences we found among the other sound pairs might also be due
to pute acoustic (dis/)similarity.

Examining corpus data and baseline perceptual discrimination for English listeners allowed us to test
hypotheses about functional load and its role in the current, stable state of the language. To examine
whether contrastiveness in L1 affects the learning of phonological patterns in other languages, we also
conducted an artificial grammar learning task. Would alternations involving high functional load sound
pairs in L1 be easier or more difficult to learn in an artificial language? Does it matter whether these
alternations are neutralizing or not?

The artificial grammar learning experiment (henceforth AGL) would also allow us to test the effect of
learning an alternation on perceptual distinctiveness. If the distinctiveness of our test sound pairs does
not change uniformly after learning an artificial language, this would be an effect of learning the
alternations from the AGL, and would provide evidence towards a role of functional load in
phonological learning and/or perceptual distinctiveness. Additionally, changes in perceptual
distinctiveness following the AGL cannot be attributed to pute acoustic (dis/)similarity, and would

then have to come from effects of phonological learning and/or functional load.

4. Experiment 2: Artificial grammar learning experiment

In the artificial grammar learning experiment, three groups of participants were each exposed to one
of three artificial languages. Each language had two neutralizing alternations and one non-neutralizing

alternation. We built our experiment on previously used methodology (White, 2014, Yin & White,
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2018). The alternations in our study were tested in Yin and White’s expetiments (z-3, t-ff and s-J),
though the neutralizing alternations had not been compared among themselves in their study. They
had found that non-neutralizing alternations were overall better learned than neutralizing ones only if
neutralizing alternations induced homophony.

In our study, we tried to examine whether this holds regardless of the functional load of the neutralized
contrast in participants’ native language. If speakers are sensitive to differences in functional load in
their L1 and tend to preserve high-functional-load contrasts, we expected that they would learn

alternations involving a low-functional-load contrast better than those involving a higher FL. contrast.

a.  Materials and design

Participants were exposed to one of three artificial languages. We examined three pairs of sounds, t-
ff, s-] and z-3. These pairs were chosen because they were pre-existing phonemes in English, their
contrasts carried different functional loads, and they are crosslinguistically involved in the same type

of common alternation (palatalization, identified in over 100 languages from various families, Bateman

ol

2007).

The functional load of these three sound pairs in English is repeated below (Figure 15, repeated), with
the addition of the sound pair b-f. This pair was tested in the baseline perceptual task, but are not
involved in an alternation in the artificial grammar learning task, though the pair appeared in non-

alternating fillers.
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Figure 15 (repeated). Functional load of contrasts in perceptual task
The three artificial languages were constructed so that each language had a non-neutralizing alternation
involving one sound pair (e.g. /s/ — [[]/_i, where [[] does not occur anywhere else in the data: no
evidence of /[/ as a phoneme in the language) and two neutralizing alternations involving the two
other sound pairs (e.g. /t/—>[ff]/_i and /z/—> [3]/_i, where /{f/ and /3/ ate also phonemes in the
language). We will henceforth refer to the three language conditions using the phoneme that does not
neutralize in each language (non-neutralizing /t/, non-neutralizing /s/ or non-neutralizing /z/).
Taken together, these three language conditions allowed us to examine each sound pair in a
neutralizing alternation and a non-neutralizing alternation (e.g. /s/ — [[]/_i, where [[] is not a

phoneme, and when /[/ is a phoneme).

Singular words in the artificial language were of the form CVCVC, and the plural form was created by
adding a suffix /-i/. All wotds, singular and plural, bore penultimate stress. Words could end in an
alternating test sound (t, z, or s), and had then a plural form in which the final consonant was
palatalized (e.g. zuvot - zuvotfi, dunis - dunifi, sagoz - sago3i), or in a non-alternating test sound (4, [

or 3) or filler sound (p, b, d, k, g, f or v). Non-alternating test sounds and filler sounds did not alternate

in the plural forms (e.g. gavoff - gavolfi, gubid — gubidi).
52



To make all artificial languages comparable, the functional load of each test sound pair within the
artificial language was equal, and null. This is because even when a test pair like /s/-// was contrastive
in the artificial language (neutralizing to [[] in front of /i/), the language was constructed so that no
minimal pairs hinged on /s/-/[/. /s/ and /[/ appeated in the same environments, except before /i/.
This also prevented the creation of homophones by neutralizing the contrast. Since minimal pairs are
necessary for either functional load measure to be non-null, all tested contrasts had a null functional
load in the artificial language. What mattered, then, if we observed a difference between sound pairs,
was that each pair had a given functional load in English, the participants’ native language, and that
the alternations taught in the AGL involved different changes to how much information was carried

by each contrast.

In the exposure phase, participants heard 8 pairs of words ending in each of the test sounds, as well
as 5 pairs of words ending in each of the fillers sounds (total 72 pairs). They heard each word pair

twice.

In the verification phase, participants were asked to choose the correct plural form for 25 test words
heard in the exposure phase, 5 ending in each of the test sounds, and 5 filler words randomly chosen

among fillers from the exposure phase.

In the generalization phase, participants were asked to choose the correct plural form for 50 novel
test words, 10 ending in each of the test sounds and 10 filler words randomly chosen among 50
possible filler words ending in one of the fillers sounds. Correct and incorrect plural options followed

the same pattern as the verification phase.

All stimuli were phonotactically well-formed in English. A full list of all stimuli can be found in

Appendix II.
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o Non-neutralizing |t/ langnage

In the non-neutralizing /t/ language, /t, s, [, z, 3/ were phonemes. Before [i], /t/ palatalized to its
allophone [ff], but /s/ and /[/ neutralized to [f] and /z/ and /3/ neutralized to [3]. This pattern is

summarized in Figure 19 below:

It/ non-neutralizing

7] Is/ 1§/ 12/ 13/

(4] [ [3]
neutralizing alternation s Z—>3
(reduced FL) zavis — zavifi gitaz — gitazi
non-alternating sovaf — sovafi sepo3 — sepo3i
non-neutralizing alternation t>tf

vuket — vuketfi

Figure 19. Sound patterns in the non-nentralizing /t/ langnage

In the verification and generalization phases, plural options were given as follows in Table 6:

Table 6. Correct and incorrect plural options in the non-nentralizing |t/ language. Filler sound options remain identical across

langnages.
Final consonant in singular form | Correct plural consonant | Incorrect plural consonant
I s
ge!
g 3 3 zZ
2 s J s
[;5 z 3 z
t tf t
P p )
= b b
- 3
§ d d 3
% k k tf
3
= g ) 3
= f f N
v % J
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This language provided data for the following conditions: non-neutralizing t-tf, neutralizing s-[ and

neutralizing z-3.

o Non-neutralizing /'s/ langnage

In the non-neutralizing /s/ language, /t, {f; s, z, 3/ wetre phonemes. Before [i], /s/ palatalized to its
allophone [f], but /t/ and /{f/ neutralized to [f] and /z/ and /3/ neutralized to [3]. This pattern is

summarized in Figure 20 below:

Isl non-neutralizing

I o ns ‘ i
( ) —— \ ) —
gt @ (3]
neutralizing alternation totf zZ>3
(reduced FL) zavit — zavitfi gitaz — gitazi
non-alternating sovatf — sovatfi sepo3 — sepo3i
non-neutralizing alternation s>
vukes — vukefi

Figure 20. Sound patterns in the non-neutralizing /s/ language

In the verification and generalization phases, plural options were given as follows in Table 7.
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Table 7. Correct and incorrect plural options in the non-neutralizing / s/ language. Filler sound options remain identical across

conditions.
Final consonant in singular form | Correct plural consonant | Incorrect plural consonant
w 7 g t
ge!
g 3 3 z
2 s J s
£ Z 3 Z
t tf t
P P g
b b 3
- d ¢ 3
3 K k J
63
g ) 3
f f J
v v I

This language provided data for the following conditions: non-neutralizing s-[, neutralizing t-t[ and

neutralizing z-3.

o Non-neutralizing |3/ langnage

In the non-neutralizing /z/ language, /t, {, s, [, z/ were phonemes. Before [i], /z/ palatalized to its
allophone [3], but /t/ and /§f/ neutralized to [f] and /s/ and /[/ neutralized to [[]. This pattern is

summarized in Figure 21 below:
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Izl non-neutralizing

I 1 Is/ \ \ I/ 12l
(4] [f1 [3]
neutralizing alternation tot s>
(reduced FL) zavit — zavitfi zavis — zavifi
non-alternating sovatf — sovatfi sovaf — sovafi
non-neutralizing alternation z—>3
vukez — vukesi

Figure 21. Sound patterns in the non-neutralizing / 3/ langnage

In the verification and generalization phases, plural options were given as follows in Table 8.

Table 8. Correct and incorrect plural options in the non-nentralizing / 2/ condition. Filler sound options remain identical
across conditions.

Final consonant in singular form | Correct plural consonant | Incorrect plural consonant

tf tf t
J

3G

N
g J
2 s J s
2 Z Z
& 3

(s
—t+
—

—t

P p tf

b b 3
v d d 3
Ry k k )
=

g g 3

f f I

v v f

This language provided data for the following conditions: non-neutralizing z-3, neutralizing t-t/ and

neutralizing s-J.
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b.  Procedure

Participants sat in a soundproof room, in front of a desktop computer, and wore noise-cancelling
headphones. The experiment was conducted online using the Experigen experiment building platform
(Becker & Levine 2010). Participants were told that they would be hearing words from a foreign
language: they did not need to memorize them, but were encouraged to repeat them, and would be
asked opinions about these words and others later. During the exposure phase, participants pressed
the enter key on a keyboard to hear a word while a picture of a singular or plural object appeared on
the screen (e.g. [gavis] with a picture of a bird, or [gavifi] with a picture of two birds). All words in the
exposure phase were presented in random order, so that the other word of the pair (e.g. the plural
form) did not necessarily appear immediately before or after the first one (e.g. the singular form). This
random order was chosen as a result of participants performing at ceiling level in pilot experiments
where plural forms immediately followed the corresponding singulars. Figure 22 shows an example of

a random sequence of training trials.

DB ) [gavifil
Ja
WL

) [sebaszi]

W) [zuvit]

Press ENTER to

Press ENTER to¢

- } W) [gavis]
Press ENT;‘ )/

-

. Press ENTER to continue
time

Figure 22. Structure of a training block
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There were two blocks of training trials — each participant heard each training word pair (singular and

plural) twice.

During the verification phase, participants completed a forced-choice task on a subset of the words
they had heard during the exposure phase. Participants heard a singular word (e.g. [gavis]), then saw
the plural picture and were asked to click buttons on screen to choose between two options for the
plural word (e.g. */gavisi] ot [gavifi]). Figure 23 shows the experimental scteen for a verification trial.
Participants clicked the on-screen buttons or pressed the enter key to play the singular form and the
two plural alternatives, then clicked the on-screen buttons to indicate their choice for the correct plural

form.

Click to play the singular word. o) [gavis]

. \A»\

Click to play option A. Click to play option B.
) [gavifi]

+——— o) [gavisi]

Which option sounds like the correct plural?

option A | option B

Figure 23. |V erification trial. In this trial, option A is the correct plural.

After the verification phase, participants completed a generalization phase, during which they were
tested on novel words. Generalization trials were similar to verification trials, except that no image

was shown, as these words had not been previously heard and associated with images.
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¢. Participants

156 native speakers of American English (self-reported) participated in the experiment (mean age
21.95, SD = 5.39). Participants were undergraduate students at UCLA, and received either course
credit (n = 106) or $10 for their participation (n = 50). None had any known history of speech of

hearing impairment (self-reported prior to the experiment).

d.  Data analysis

Data was analyzed using a mixed effects logistic regression with the Ime4 package in R (R Core Team
2018). The dependent variable was whether participants chose the correct plural options for singular
words. The fixed effects were Phase (verification, generalization), Sound Pair (t-ff, z-3, s-J, b-f), and
Condition (neutralizing or non-neutralizing). Random effect structure was kept maximal under
condition of convergence (random intercepts and slopes for Participants and random intercepts for

Items).

e.  Results

Four participants were excluded for reporting after the study that they had experienced speech or
hearing impairments (2.6% of the data).

We first ran a model including Phase (verification, generalization), Sound Pair (t-ff, z-3, s-[, b-f), and
Condition (neutralizing or non-neutralizing), and all their interactions. There was no effect of Phase
(verification, generalization): participants did not perform differently on the words they were trained
on during the exposure phase or the new words from the generalization phase. We compared this

model to its subset model excluding the Phase predictor using the anova() function in R(R Core Team
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2018), and found no significant difference (x*(6) = 3.89, p = 0.69). The results we present in the
following thus exclude the Phase factor.

We took higher correct response rates to reflect better learning of the alternations. Figure 24 shows
the average percentage of correct answers participants gave in neutralizing and non-neutralizing

alternations for each of the sound pairs.
ok

-
*ok |

90%
80%

70%

60% I I

50%
40%
30%
20%
10%

0%

neutralizing non-neutralizing neutralizing non-neutralizing neutralizing non-neutralizing

z-3 t-tf s-f

Figure 24. Average percentage of correct responses per sound pair per alternation in the artificial grammar learning task

For t-ff and z-3, we partially replicated Yin and White’s result that in the absence of homophony,
neutralizing alternations are learned to the same extent as non-neutralizing ones involving the same
sound pairs. However, we also found a significant interaction between sound pair and alternation type:
for the s-[ pair, a rather high-functional-load contrast according to both entropy and minimal pair
count, the neutralizing alternation was learned better. This was confirmed in a pairwise comparison
of means using least square means for multiple comparisons (Ismeans package in R(R Core Team

2018)): (s-f neutralizing vs. s-| non-neutralizing, p < 0.05).
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We also found a main effect of Sound Pair. Overall, alternations involving s-f were leatned the best,

and alternations involving t-ff and z-3 were learned less well, with t-ff alternations only marginally

better than z-3 alternations. Table 9 summarizes the coefficients and significance levels of the factors

in our model.

Table 9. Coefficients in a logistic regression model fitted to correct/ incorrect responses, fixed effects of alternation type, sound
pair, and their interaction (random intercepts and slopes for Participants and random intercepts for Items)

Estimate Std. Error

z-value p-value

Intercept
0.62 0.20 3.10 0.002  **
(z-3, neutralizing)
Alternation non-neutralizing 0.01 0.13 0.10 0.92
Sound pair s-f 0.84 0.26 3.23 0.001 **
t-f -0.45 0.25 -1.79 0.07
Interactions Non-neutralizing : s-[ -0.47 0.22 -2.18 003 *
Non-neutralizing : t-ff  0.25 0.19 1.35 0.18

These results can be schematized as:

sf > 23 () of

where > means “alternations involving [sound pair on the left] were learned better than”. The order

of s-[ > t-{f is consistent with the functional load ranking based on entropy, but not minimal pair count

(in Figure 16 repeated below).
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Minimal pairs
count

. L

Figure 16 (repeated). Functional load rank ordering of test contrasts in the two measures
Recall that our baseline perceptual task yielded results that were consistent with both measures:
s|f () +f > z3
where > means “more perceptually distinct than”. We had noted that if the difference between s-f
and t-§f in the baseline perceptual task was actually significant, the order would be more consistent
with the entropy measure. We have now shown that difference through the artificial grammar learning
task. The t-ff contrast patterns with the high functional load s-[ in the perceptual task, and with the
low function load z-3 in the artificial grammar learning task, which would be consistent with a ranking

in between the other two.

8. Interim summary

In the artificial grammar learning task, we tested whether alternations involving sound pairs with
different functional loads were learned differently. All alternations involved palatalization triggered
by a following [i]. All participants learned three alternations, two neutralizing and one non-neutralizing,
with equal amounts of evidence for each alternation. Three artificial language conditions across
patticipants allowed us to teach alternations involving each sound pair (t-ff, z-3, s-J) in a neutralizing

and a non-neutralizing alternation. We partially replicated Yin and White’s (2018) result that
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neutralizing alternations were not learned differently from non-neutralizing ones involving the same
sound pairs: this was true for t-ff and z-3, but not s-J, where the neutralizing alternation was actually
learned better. Though statistically significant, the difference in learning accuracy was small (2%) —
more data would be needed to determine whether this effect is robust. Overall, the results from the
AGL task rank the s-[ pair above t-ff and z-3 in terms of learning alternations. If we recall the baseline
petceptual task ranked s-[ and t-f above z-3, we now have a tentative ranking of:
s-f > t-tf > z-3

which is consistent with the entropy measure but not the minimal pair count.

If contrastiveness affects perceptual distinctiveness, and learning phonological alternations involves
learning new functional loads for native contrasts, would we observe a change in the perceptual
distinctiveness of the sound pairs involved after the AGL task? We tested this using another AX task

after the AGL.

In our study, successfully learning to neutralize a contrast from L1 (e.g. t-ff) should entail temporatily
reducing the functional load of the sounds involved: in the artificial language, this contrast is no longer
active in some positions. If so, this might influence the perceptual similarity of the test sounds. We

assess this by comparing the results of the pre-AGL perceptual task to a post-AGL perceptual task.

In a pilot version of the experiments, the artificial grammar learning task was both preceded and
followed by a perceptual task involving the same sound pairs (i.e. every participant completed both a
pre and post-AGL perceptual task), and participants performed at ceiling in the post-AGL perceptual
task. However, this could be attributed to practice effects: participants were already familiar with the

perceptual task at the end of the AGL experiment. To prevent this, we divided participants into two
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groups, one group only completed the perceptual task before the artificial grammar learning task

(perceptual initial group), and the other only completed it after (perceptual final group).

a.  Materials and design

For the post-AGL perceptual task, we used the same stimuli from the pre-AGL perceptual task. In
the following data, no participant completed both pre- and post-AGL perceptual tasks: using the same
stimuli thus makes the results more comparable across the two groups. Participants heard two sounds
(VCy — VCy, or ViCiV; — ViC,V3), and were asked to decide whether C; and C; were the same
consonant. The two tokens in each pair were spoken by two different speakers, one female, one male,
and were overlaid with multitalker babble at a signal to noise ratio of -10dB. The consonants tested
were the following paits: t-ff; s-[, z-3, b-f (control pair, non-alternating phonemes in the AGL task).
Vowels were a, i, or u. Participants heard 12 random VC; — VG, and 36 ViCV, — ViC,V;, trials
involving each pair of sounds combined with each vowel or pair of vowels, approximately half same,

half different (total 192 trials, lasting about 15 minutes).

b.  Procedure

Participants sat in front of a computer in a soundproof room, wearing noise-cancelling headphones.
The experiment was conducted online using the Experigen experiment building platform (Becker &
Levine 2010). Participants pressed the enter key on a keyboard to play each of the two tokens in an
AX pair (e.g. [ata] by speaker 1, [ata] by speaker 2). They clicked buttons on screen with the mouse
cursor to answer “Yes” or “No” to the question: “Did you hear the same consonant in both words?”.

Each token could only be played once.
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¢. Participants

79 undergraduate students at UCLA participated in the post-AGL perceptual task (mean age = 22.00,
SD = 5.99). 54 participants received course credit for their participation and 25 received 10USD in
cash. Participants who received course credit were recruited through the UCLA Psychology

Department Subject Pool, and paid participants through flyers on the UCLA campus.

Among all 156 participants who completed the AGL task, approximately half completed the AX task
before the AGL task, and the other half after. The full repartition of participants was as listed in Table
10.

Table 10. Total number of participants in AGL and AX condition (number of participants excluded from analysis in
parentheses, exclusion criteria defined in results section)

Non-neutralizing /t/ | Non-neutralizing /s/ | Non-neutralizing /z/ | Total
AX before AGL | 27 24 (2) 26 77 (2)
AXafter AGL | 27 (2) 25 27 79 (2)
Total 54 (2) 49 (2) 53 156 (4)

d.  Data analysis

Data was analyzed using linear mixed effect models. Just like in the baseline AX task, the dependent
variable was participants’ d’ sensitivity index for each of the sound pairs. We first ran a model included
Sound Pair (t-, z-3, s-[, b-f) and the Order in which participants completed perceptual and AGL tasks

(perceptual initial, perceptual final) as fixed effects.

Since b-f was a control and words ending in b or f only appeared as non-alternating fillers in the AGL

task (e.g. togab-togabi, savif-savifi), a second model excluded data from the b-f pair. This model
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included Sound Pair (t-ff, z-3, s-[, b-f), and Condition (baseline, neutralizing, non-neutralizing) as fixed

effects.

In both models, random effect structure was kept maximal under condition of convergence (random

intercepts and slopes for Participants).
e. Results

Four participants were excluded for reporting after the study that they had experienced speech or
hearing impairments (2.6% of the data). Those were the same participants excluded from the analysis
of the AGL task.

In our first model, we examined whether participants were more or less accurate in distinguishing the
members in each of the tested sound pairs (t-ff, s-f, z-3, b-f) depending on whether they completed
the perceptual task before or after the AGL task. Figure 25 shows participants’ d’ for each of the
sound pairs in the two task orders. As before, the higher the d’, the more participants were perceptually
sensitive to the difference between two members of a sound pair, and those measures take into

account response biases (in case participants preferred clicking one response button over the other).

skkck
S N -1

3 *

sk ‘

AX initial AX final AX initial AX final AX initial AX final AX initial AX final

Average d'
o = »
[0} = [0} N [0}

(=]

z-3 t-tf s-f b-f
Sound pair

Figure 25. d’ scores depending on sound pair, English listeners perception before and afler completing the AGL. task
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We found no main effect of Order: overall, completing the perceptual task before or after the AGL

did not significantly improve d’. Just as in the baseline perceptual results, we found a main effect of

sound pait: t-f and s-| were more perceptually distinct than z-3 and b-f. Table 11 summarizes

coefficients from this first model.

Table 11. Coefficients in a model fitted to d, fixed effect of sound pair and experiment order (random: intercepts and slopes for

Participants)
Estimate Std. Error  DF t-value p-value
Intercept
1.93 0.10 444 19.20 <0.001 HoHok
(b-f, AX initial)
Order AX final 0.09 0.14 148  0.65 0.52
Sound pair s 0.59 0.09 444 06.26 <0.001 HoHok
=i 0.39 0.09 444 432 <0.001 HoHok
z-3 0.12 0.10 444 122 0.23
Interactions s-[: AX final 0.15 0.13 444 115 0.25
tf: AX final 0.21 0.13 444 1.63 0.10
z-3: AX final  0.02 0.13 444 0.16 0.87

Pairwise comparisons using least square means for multiple comparisons (Ismeans package in R(R

Core Team 2018) confirmed that b-f was not significantly different from z-3 in any task order. t-ff and

s-/ both had higher d’ values than b-f and z-3, but t-ff and s- wete not significantly different from one

another. This is summarized in Table 12.
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Table 12. Coefficients for pairwise comparisons of sound pairs from initial and final AX tasks (random intercepts and slopes
for Participants)

Estimate Std. Error  DF t-value p-value
AXinitial  b-f /23 -0.12 0.10 444 -1.22 0.93
s-f/ z-3 0.47 0.09 444 5.44 <0.0001 oK
-t/ z-3 0.28 0.08 444 3.42 0.02 *
s/t 0.20 0.08 444 2.58 0.17
AX final  b-f/ 23 -0.14 0.09 444 -1.47 0.82
s-f/ z-3 0.60 0.09 444 7.03 <0.0001 ohk
-t/ z-3 0.46 0.08 444 5.79 <0.0001 ohk
s/t 0.14 0.08 444 1.89 0.57

The results from this first model can be schematized as:
s-f, t-tf > z-%, b-f

where > means “more perceptually distinct than”. Setting aside again the case of b-f, this order is again
consistent with the functional load ranking according to both entropy and minimal pair count. What
we were most interested in in this comparison, though, was (1) whether post-AGL perceptual
distinctiveness would be different for contrasts with different functional loads and (2) whether the
type of alternation learned during the AGL (neutralizing or non-neutralizing) mattered, depending on
the functional load of the contrasts. To answer these questions, we fitted the data to a second model.
The first model showed that our control pair, b-f, showed no significant improvement in perceptual
distinctiveness after the AGL task. Since b and f were present as non-alternating filler endings (e.g.
togab-togabi, savif-savifi) in the AGL task, participants who completed the final AX task had received
more exposure to these sounds than those who completed the initial AX task. Therefore, additional

exposure alone was not sufficient to improve the perceptual distinctiveness of these sounds. However,
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the other sound pairs (z-3, t-ff and s-f) were involved in either neutralizing or non-neutralizing
alternations in the AGL task. In our second model, we excluded data from the b-f pair (which only
had an AX initial/AX final distinction), and compate the baseline d’ for the three other pairs (AX
initial) to their d” after an AGL with either a neutralizing or non-neutralizing alternation. Figure 26
shows these results.
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Figure 26. d’ index depending on sound pair, English listeners perception before and after completing the AGL. task with
nentralizing or non-neutralizing alternations

Table 13 summarizes all coefficients from our second model.

70



Table 13. Coefficients in a model fitted to d’, fixed effects of sound pair and alternation (random intercepts and slopes for
Participants)

Estimate Std. Error DF t-value p-value

Intercept
2.52 0.10 292 2447 <0.001 #**

(s, baseline)
Alternation  neutralizing 0.17 0.15 292 1.11 0.27

non-neutralizing 0.39 0.18 292 224 0.03 *
Sound pair - -0.20 0.08 292 -2.59 0.01 *

7-3 -0.47 0.09 292 -5.51 <0.001 #**
Interactions ¢t : neutralizing 0.11 0.13 292 0.82 0.41

t-ff : non-neutralizing -0.04 0.18 292 -0.24 0.81

z-3 : neutralizing -0.11 0.14 292 -0.77 0.44

z-3 : non-neutralizing -0.18 0.19 292 -0.94 0.35

We found a main effect of alternation: overall, the perceptual distinctiveness of a sound pair improved
after learning a non-neutralizing alternation, but not after learning a neutralizing alternation. This is
confirmed by a post-hoc comparison of means using least square means for multiple comparisons
(Ismeans package in R(R Core Team 2018)): as there were no significant interactions, we compared

means for all sound pairs (Table 14).
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Table 14. Coefficients for pairwise comparisons of baseline perceptual distinctiveness and final distinctiveness after learning a
neutralizing or a non-neutralizing alternation

Estimate Std. Error DF

t-value p-value

baseline vs.

-0.17 0.13 292 -1.29 0.40
neutralizing alternation
baseline vs.

-0.32 0.14 292 -2.33 0.05 *
non-neutralizing alternation
neutralizing vs.

-0.15 0.07 292 -2.15 0.08

non-neutralizing alternation

Just as in the previous results, we also found a main effect of sound pair: s-f was more perceptually

distinct than t-ff and z-3. A post-hoc compatison of means using least squate means for multiple

comparisons (Ismeans package in R(R Core Team 2018)) confirms this, and furthermore that t-ff was

more distinct than z-3 (Table 15).

Table 15. Coefficients for pairwise comparisons of perceptual distinctiveness for the three test sound pairs in all AX tasks

Estimate Std. Error DF  t-value p-value
s/ 23 0.57 0.07 202 8.42 <0.0001
23 ) tf -0.39 0.06 292 -6.10 <0.0001  wx
s-f/tf 0.18 0.06 292 2.86 0.01 *
These results can be schematized as:
s-f > - > z-3

where > means “alternations involving [sound pair on the left] were learned better than”. This order

is fully consistent with the functional load ranking according entropy, but not minimal pair count (in

Figure 16 repeated below).
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Eatlier, we left aside the case of b-f, a rather high-functional-load contrast in both measures. The final
comparison of AX results can only tell us that the perceptual distinctiveness of this pair did not
improve after exposure to these sounds in the AGL task. However, the fact that the d’ did not change
for this pair serves as a control to show that being involved in a non-neutralizing alternation improves
perceptual distinctiveness. The effect of functional load, for the three other pairs, manifests in two
ways: (1) higher functional load contrasts are easier to tell apart in noise and (2) learning a phonological
alternation that does not reduce functional load (non-neutralizing) improves their perceptual

distinctiveness, but learning one that reduces functional load (neutralizing) does not.

10. Influence of perceptual task on AGL

Distinctiveness improved after the AGL task for the test sound pairs if they were involved in a non-
neutralizing alternation, but not if they were involved in a neutralizing alternation, and not for the
control pair b-f. We attribute this to a difference in whether the functional load of these contrasts was
manipulated in the AGL task: whether the sound pairs examined in the perceptual task were involved

in an alternation, and whether the alternation was neutralizing or not.
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One could argue that learning the test sound pairs in alternations in the AGL simply brought
participants’ attention to these sounds, and thus increased perception. The distinctiveness of b-f, then,
did not improve because despite being present in the AGL stimuli, they did not alternate with each
other in the artificial languages. If better performance in the perceptual task depended only on the
AGL increasing awareness of the test sound pairs, could it be the case that performance in the AGL
was also affected by whether it was preceded by an AX task that brings attention to the alternating
contrasts? If that were the case, our argument for the role of functional load in causing the shift in
perceptual distinctiveness would be much weakened, as any change in performance could then be
attributed to how much attention was paid to the sound pairs during the two tasks. The fact that there
was a difference between cases where participants learned a neutralizing alternation vs. a non-
neutralizing runs against this explanation, but we can provide more evidence by analyzing the AGL

task order.

To check whether this was the case, we compared the AGL results by sound pair from participants
who completed it before or after the perceptual task (Figure 27). To this end, we used a mixed effects
logistic regression with Order (AGL first vs. AGL after) and Sound Pair (t-ff, z-3, s-[, b-f) and their
interaction as fixed effects. Random effect structure was kept maximal under condition of

convergence (random intercepts and slopes for Participants and random intercepts for Items, Table

16).
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Figure 27. Percentage of correct answers per sound pair, depending on whether the AGL task was completed before or after the
AX task

Table 16. Coefficients in a model fitted to correct answers in the AGL task, fixed effects of sound pair and experiment order
(randon intercepts and slopes for Participants, random intercepts for Items)

Estimate Std. Error z-value  p-value

Intercept 1.35 0.21 6.38 <0.001 ofok
(s-f, AGL first)
Order AGL after -0.03 0.17 -0.15 0.88
Sound pair = -1.10 0.25 -4.35 <0.001 ¥

73 -0.82 0.26 -3.10 <0.01 ok
Interactions tf : AGL after -0.02 0.11 -0.21 0.83

z-3 : AGL after 0.22 0.11 2.04 0.04 *

We found a significant interaction: the difference between the AGL results before or after the AX
task was greater for the z-3 pair than for the s-[ pair (this was not the case for the t-ff pair). However,
a post-hoc comparison of means using least square means for multiple comparisons (Ismeans package

in R(R Core Team 2018)) showed that the learning for each sound pair did not differ significantly
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regardless of whether the alternation involving them was learned before or after completing the
perceptual task (Table 17). The significant interaction in the model was then driven by the fact that
means mostly differed by sound pair, a significant main effect in the model, and that performance for
the s-J pair was much better than for the z-3 pair.

Table 17. Coefficients for pairwise comparisons of AGL results before and after the AX task for each sound pair

Estimate Std. Error  DF  t-value p-value
s-f, AGL first vs. after 0.03 0.17 Inf 0.15 1.00
z-3, AGL first vs. after -0.20 0.16 Intf  -1.20 0.84
t-ff, AGL first vs. after 0.05 0.16 Inf  0.30 1.00

This allows us to conclude that it was the learning of alternations in the AGL task which induced
changes in perceptual distinctiveness, and that it was actually the difference in phonological status of
the sound pairs, rather than a general effect of attention, that cause the change. For participants who
completed the AX task before the AGL, having their attention brought to the test sound pairs in the
AX task was not sufficient to improve their phonological learning in the AGL. For those who
completed the AX task after the AGL, the phonological learning of non-neutralizing alternations in
the AGL improved in the AX task the perceptual distinctiveness of the sound pairs involved in the

alternation.
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11. Learning in all conditions

Lastly, we checked that the differences in learning were not due to an overall difference in performance
across the 3 artificial language conditions. Again, we used a mixed effects logistic regression with
Order (AGL first vs. AGL after) and Language (non-neutralizing /s/, non-neutralizing /t/ non-
neutralizing /z/) and their interaction as fixed effects. Random effect structure was kept maximal

under condition of convergence (random intercepts and slopes for Participants and random intercepts

for Items). Figure 28 shows these results.
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Figure 28. Percentage of correct answers per language condition, depending on whether the AGL task was completed before or
after the AX task

Learning was not significantly different across the three artificial languages, and experiment orders
(see Table 18 for detailed coefficients). No one language was easier to learn than the others: as reported
in a previous section, only sound pair mattered for how well participants learned the alternation, with
alternations involving the high functional load pair s-J being learned better than those involving t-ff or

7-3.
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Table 18. Coefficients in a model fitted to correct answers in the AGL task, fixed effects langunage condition and experiment
order (random intercepts and slopes for Participants, random intercepts for ltems)

Estimate  Std. Error  z-value  p-value

Intercept
0.76 0.14 5.23 <0.001  #xx
(non-neutralizing /s/, AGL first)
Order AGL after 0.07 0.21 0.33 0.74
Language non-neutralizing /t/ -0.24 0.21 -1.15 0.25
non-neutralizing /z/ -0.13 0.20 -0.66 0.51
Interactions non-neutralizing /t/:AGL after 0.05 0.29 0.17 0.87
non-neutralizing /z/:AGL after -0.10 0.29 -0.35 0.72

12. Chapter conclusion

In this series of experiments, we tested the relationship between functional load, perceptual
distinctiveness, and phonological learning. In a first perceptual AX task, we established a baseline of
perceptual distinctiveness for four pairs of segmental contrasts in English. The lowest functional load
pair according to both measures, z-3, was also the most difficult to tell apart. Higher functional load
s-fand t-ff were both more petrceptually distinct, but at a comparable level. The b-f pair, which carties
rather high functional load in both measures, had surprisingly low perceptual distinctiveness. This is
however consistent with previous confusion matrix data, and we can only hypothesize that this is due
to greater acoustic similarity. The ranking in terms of perceptual similarity in the AX task was
consistent with both measures if we set aside the case of b-f: higher functional load contrasts were

more perceptually distinct.

Results from this first AX task could not exclude the possibility that all the differences we observed

were only due to acoustic affects. We then turned to an artificial grammar learning task to assess the
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phonological learning of alternations involving sound pairs from contrasts with different functional
load. We examined two aspects of this: (1) whether alternations involving a sound pair from a high-
functional-load contrast would be learned better, and (2) whether neutralizing alternations, which
reduce the functional load of a contrast in the artificial language, are learned differently from non-
neutralizing ones. We partially replicate Yin and White’s (2018) result that if the alternations in the
artificial language do not induce homophones, neutralizing and non-neutralizing alternations are
learned to the same extent. However, we found that this was not true for all contrasts: for the s-[ pait,

the neutralizing alternation was actually learned better.

Overall, the results from the AGL task rank the s-[ pair above t-ff and z-3 in terms of learning
alternations. Taken with the first AX task results, which set s-[ and t-ff apart from z-3, these results
are more consistent with the entropy measure of functional load (s-f > t-ff > z-3) than the minimal

pair count measure (t-ff > s-[ > z-3).

This is further supported by comparing the initial AX results to the same task completed after the
AGL task. Beside the difference by sound pair (s-f > t-ff > z-3) where higher functional load led to
better perceptual distinctiveness, we found that the perceptual distinctiveness of a sound pair
improved after learning a non-neutralizing alternation, but not after learning a neutralizing alternation.
The control pair (b-f) that appeared in the AGL but was not involved in any alternations did not show
significant improvement in perceptual distinctiveness after the AGL task. This means that
phonological learning was key in inducing the change in perception. The fact that sound pairs involved
in neutralizing alternations also failed to improve in perceptual distinctiveness despite being learned
to a similar extent in the AGL task suggests that it was specifically neutralization that impeded the
improvement. Following Boomershine et al.’s (2008) findings that sounds that do not contrast

phonemically in L1 are more perceptually similar, one might have expected that non-neutralizing
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alternations would be the ones impeding perceptual improvement, since members of the sound pair
are not separate phonemes in non-neutralizing alternations, whereas they are in neutralizing
alternations. However, we can actually relate our results to Yin and White’s (2018) finding that
speakers track homophony in an AGL. Neutralizing alternations cause a loss of information in a way
that non-neutralizing alternations do not. Our participants were sensitive to two types of functional
load. First, the functional load of sound pairs in their native language: higher functional load contrasts
were more perceptually distinct, and alternations involving them were learned better. Second, the
functional load of these same sound pairs in the artificial language they were taught: in the case of
neutralizing alternations, lexical contrasts could be lost through the alternation of these sounds. As to
non-neutralizing alternations, despite a change in phonemic status compared to L1, there is actually
no information lost in the artificial language itself, since there is still a one-to-one mapping between
allophone and phoneme in the alternating context. This difference in whether the phonological
alternation causes a change in the information structure of the language was then reflected in the
change (or lack thereof) in the perceptual distinctiveness of the sound pairs tested. For neutralizing
alternations, participants were taught that the difference between the two sounds of a pair was less
informative than in their native language, since it neutralizes in some positions. For non-neutralizing
alternations, participants were taught that the two sounds mapped unambiguously to a single phoneme,
and that they provided clues to the following phonological context (_[i] or not). This difference in
informativity might explain why perception only improved after learning non-neutralizing alternations,

and not neutralizing ones.

The order of the experiments (AX task before AGL or AX task after AGL) only affected the results
of the AX task, not those of the AGL. This confirms that it was phonological learning that affected

perception, while the perceptual task did not affect learning. Furthermore, learning did not differ

80



significantly in the three artificial languages, so we can really attribute the differences observed to the

sound pairs tested and the alternation type that were taught.
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Chapter V. Conclusion

13. Summary of findings

The aim of this series of simulations, corpus studies and experiments was to look for synchronic
evidence of the functional load hypothesis. We conducted this investigation following two main axes:
(1) looking for effects of functional load in the current state of a language, and (2) looking for effects
of functional load in learning an artificial language. But first, as there are two main methods of
calculating functional load that yield different results, we needed to compare them. We used a series
of simulations and corpus studies to examine the conceptual differences between these measures, the

variation in entropy and the count of minimal pairs.

a.  Simulations and corpus studies: comparison of functional load measures

While our simulations with toy corpora showed that the two measures of functional load have the
mathematical potential of being very different, we also found that they are in fact well correlated in
real language corpora. However, despite this correlation, the two measures did not rank sound
contrasts in the same order, and the same contrast can have a high functional load according to one
measure, and a low one according to the other. Later, we relied on this difference in rank ordering to

compare the two measures using experimental results.

Obur first line of investigation consisted in looking for a relationship between functional load, taken as
a metric of lexical contrastiveness, and perception. Using data from pre-existing confusion matrices
for English (Wang & Bilger, 1973), we correlated this perceptual confusability to functional load in
both English and French. If functional load impacts perception within a language, we expected the

confusability data to correlate with functional load in English, but not in French.
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While we found a significant correlation between perceptual confusability and functional load
according to both measures within a language (English), the correlation ran in opposite directions for
the two measures. This did not straightforwardly support our hypothesis that high functional load
contrasts are easier to tell apart, but our control case (French) shows that these correlations could not

be attributed merely to a universal preference for acoustic distinctiveness in lexical contrasts.

The opposite directions of the correlation with the two measures of functional load could have been
due to the differences in rank ordering of the contrasts according to the two measures of functional
load (which we found during our corpus study). That is, it is possible that there is a consistent
relationship between functional load and perception, but one of the measures is more suited to
capturing this effect. However, there was a possibility that this apparent contradiction stemmed from
the nature of the task used to establish the confusion matrices we relied on. To address this confound,

we designed a perceptual discrimination experiment.

b.  Experiment 1 (part 1): Functional load and baseline perceptual distinctiveness in 1.1

To establish a baseline of the discriminability of some segmental contrasts for English listeners, we
conducted a perceptual discrimination task. We tested the discriminability in noise of four sound pairs,
z-3, s-f, t-f, and b-f, which all had different functional load according to the two measutes in English.

Additionally, the two measures ranked them differently (see Figure 3, repeated)
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Figure 16 (repeated) . Functional load rank ordering of test contrasts in the two measures

The lowest functional load contrast according to both measures, z-3, also had the lowest perceptual
discriminability. The higher functional load contrasts, s-f and t-ff, were only marginally different, and
there was thus no clear-cut evidence in support of either of the two measures against the other.

Additionally, b-f should have a relatively high functional load, but was as difficult to tell apart as z and

3.

The relatively low perceptual distinctiveness of b-f is consistent with confusion matrix data from
previous studies. We could conjecture that despite their relatively high functional load in English, b
and f are just acoustically too similar, and this explains why they were not significantly different from
the lowest functional load z-3 in the baseline perceptual task. This forces us however to consider that
the differences we found among the other sound pairs might also be due to pure acoustic

(dis/)similarity.

Our corpus studies and this perceptual discrimination experiment allowed us to test hypotheses about
functional load and its role in the current, state of the English language. The central claim of the

functional load hypothesis, however, is that functional load plays a role in the evolution of a language.
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Diachronic corpus studies (Todd 2012, Wedel et al. 2013) have found evidence to support this. In our
study, we wanted to see if functional load from one’s native language also impacted the learning of
phonological patterns in an L2. To this end, we also conducted an artificial grammar learning
experiment. Would alternations involving high functional load sound pairs be easier or more difficult

to learn? Does it matter whether the alternations are neutralizing or not?

The artificial grammar learning experiment (AGL) would also allow us to test the effect of learning an
alternation on perceptual distinctiveness. If perceptual distinctiveness depends on the contrastiveness
(and thus functional load) of the sounds compared (Boomershine et al. 2008), phonological learning

might well induce a change in perception. We did indeed find such a change after the AGL task.

. Experiment 2: Artificial grammar learning task

In the artificial grammar learning task, we tested whether alternations involving sound pairs with
different functional loads were learned differently, and whether it mattered that the alternation was
neutralizing or not. Three conditions across participants allowed us to teach alternations involving

each of three sound paits (t-ff, z-3, s-J) in a neutralizing and a non-neutralizing alternation.

We partially replicated Yin and White’s (2018) result that neutralizing alternations (that create no
homophones) were not learned differently from non-neutralizing ones involving the same sound pairs:

this is true for t-f and z-3, but not s-f, where the neutralizing alternation was actually learned better.

Overall, the results from the AGL task show that alternations involving the s- pair are easier to learn
than those involving t-ff and z-3. Taken together with the results of the baseline petceptual task that

ranked s-[ and t-ff above z-3, this gave us a tentative ranking of:

s-f > t-tf > z-3
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which is consistent with the entropy measure but not the minimal pair count.

If contrastiveness affects perceptual distinctiveness, and learning phonological alternations involves
learning new functional loads for native contrasts, we should expect a change in the perceptual
distinctiveness of the sound pairs involved after the AGL task. We tested this using another perceptual

discrimination task after the AGL.

d.  Experiment 1 (part 2): Functional load and post-AGL. perceptual distinctiveness

Half of the participants in the AGL experiment completed the perceptual task before the AGL, and
half after. We compared the perceptual results of these two groups, whose performance in the AGL

did not significantly differ.

Beside the significant difference by sound pair (s-f > t-§f > z-3) where higher functional load led to
better perceptual distinctiveness, we found that the perceptual distinctiveness of a sound pair

improved after learning a non-neutralizing alternation, but not after learning a neutralizing alternation.

The b-f contrast served as a control: these sounds appeared in the AGL fillers, but were not involved
in any alternations. The perceptual distinctiveness of this pair did not show significant improvement
after the AGL task. This means that phonological learning was key in inducing the change in
perception. The fact that sound pairs involved in neutralizing alternations also failed to improve in
perceptual distinctiveness despite being learned to a similar extent in the AGL task suggests that it
was specifically neutralization that impeded the improvement. A possible future analysis would involve
correlating individual participants’ learning in the AGL to their performance in terms of perceptual
distinctiveness. As completing the perceptual task first did not impact group learning in AGL, we

should predict a difference mainly for participants who completed the perceptual task after the AGL,
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and a negative correlation between success in learning neutralizing alternations and perceptual

distinction of the neutralized sound pairs.

Boomershine et al.’s (2008) findings that non-phonemic contrasts in L1 are more perceptually similar
could lead us to expect non-neutralizing alternations to impede perceptual improvement, rather than
neutralizing ones. Indeed, members of a sound pair in non-neutralizing alternations were not separate
phonemes, whereas they were in neutralizing alternations. We conjecture that our result related more
to Yin and White’s (2018) finding that speakers track homophony, and thus the information structure,
in the artificial language. Although the neutralizing alternations in our experiment did not create
homophones, they did cause a loss of information in a way that non-neutralizing alternations do not,
and listeners were sensitive to this difference. In the case of neutralizing alternations, lexical contrasts
could be lost through the alternation of the sounds involved (and even if there were no actual
homophones created in our stimuli, many word pairs became less distinct, e.g. /kotaf/ and /fotas/
become [kotafi] and [fotafi], now differing by one segment instead of two). As to non-neutralizing
alternations, despite a change in phonemic status compared to participants’ L1, there is actually no
information lost in the artificial language itself, since there is still a one-to-one mapping between

allophone and phoneme in the alternating context.

This difference in how alternations impacted the information structure of the language was then
reflected in the change (or lack thereof) in the perceptual distinctiveness of the sound pairs tested. In
neutralizing alternations, participants learned that the difference between the two sounds of a pair was
less informative than in their native language, since it neutralizes in some positions. In non-neutralizing
alternations, participants learned that each of the two sounds mapped unambiguously to a distinct

phoneme, and that they provided clues to the following phonological context (_[i] or not). This
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difference in informativity could explain why perception only improved after learning non-neutralizing

alternations, and not neutralizing ones.

Our experimental results showed that participants were sensitive to two types of functional load. First,
the functional load of sound pairs in their native language: higher functional load contrasts were more
perceptually distinct, and alternations involving them were learned better. Second, the functional load
of phonemes in the artificial language: learning alternations means learning that the test sound pairs
carried more or less information in the new language, and this impacted the perceptual distinctiveness

of the sound pairs.

14. Directions for future research

Our findings provided some evidence towards a synchronic version of the functional load hypothesis.
High-functional-load contrasts are better perceived, and learned better in an artificial language.
Furthermore, learning an artificial language with a different information structure for native contrasts
can affect perception. The perceptual advantage could explain how high functional load contrasts are
preserved across generations of speakers. The learning advantage suggests that speakers track the
amount of information conveyed by each contrast in their native lexicon, and they also track this in a

new language. This information can then change listeners’ perception of these contrasts.

Of course, the scope of the dissertation is limited, and there remain issues we did not have clear

explanations for. We discuss some of them in the following sections.

a.  Perceptual distinctiveness: disentangling purely acoustic effects from functional load effects

In our perceptual discrimination experiment, we found the b-f contrast, despite having rather a high

functional load in English, was difficult to tell apart perceptually. This was consistent with previous
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confusion matrix data, and probably results from pure acoustic similarity. This is probably not the
only sound pair for which this is the case. A problem arises then: how to disentangle pure acoustic
effects from functional-load-induced perceptual effects? In our study, we side-stepped this issue since
we mainly needed to compare the changes in perceptual distinctiveness following the artificial
grammar experiment. However, it might be possible to single out a perceptual effect of functional

load using cross-linguistic comparison.

This could involve running the same perceptual experiment (possibly using synthesized, or partly
synthesized stimuli) with participants with different language backgrounds, preferably from widely
different language families. An approximation of pure acoustic distinctiveness could be obtained by
averaging participants’ performance across language groups: since this should only depend on the
human (or mammalian) auditory system, it should be universal across languages. The difference
between each language group’s performance, and their difference to that mean, should help estimating

a language specific functional-load-induced perception effect.

b.  Learning neutralizing alternations with different functional loads

Another question that would benefit from more evidence is whether functional load can impact the
learning of neutralizing vs. non-neutralizing alternations. We had found that for the high-functional-
load contrast s-[, the neutralizing alternation was learned better than the non-neutralizing one. We do
not know whether this effect is robust, and whether it might be contrast-specific or language-specific.
Ideally, conducting the AGL task using different sets of contrasts, different types of phonological
processes and with participants from various language backgrounds for which there is a large corpus

from which to compute functional load would provide the evidence to assess this.
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If this effect were robust cross-linguistically, it would lead us to conjecture that in our experiment

the effect of functional load might be different in the AGL and in shaping perception.

¢.  Langnage learning and evolution of perception

There is a plausible explanation as to why the s-[ neutralizing alternation was learned better. Despite
the loss of contrast in the neutralizing environment, /s/ and /f/ remained separate phonemes (just as
in our participants’ native language, English) when they were involved in a neutralizing alternation.
However, in non-neutralizing alternations, they became allophones of the same phoneme /s/. As they
form a high-functional-load contrast in their native language, listeners might have been unwilling to

assign them to a single phoneme, even in an artificial L2.

However, in our interpretation for the change in perception (or lack thereof) after the AGL task, we
argued that perceptual distinctiveness did not improve after learning neutralizing alternations because
they caused a loss of information in the artificial L2. At first glance, these arguments can seem
contradictory. However, if the effect of functional load is different on learning and on perception,

these could both be true.

Inlearning, adult listeners initially reference the functional load of contrasts in their L1, and thus might
prefer to preserve the phonemic status of L1 sounds, even in the L2. However, functional effects on
perception stem from the phonological and lexical information of all the languages a listener speaks,
and thus the learning of an L2, even artificial, could modify their perception. Adding to this, for
participants who completed the perceptual task after the AGL, the perceptual task immediately
followed the AGL, which could have encouraged furthermore the reference to the artificial-language-
internal functional load, for which neutralizing alternations caused a loss of information, but non-

neutralizing ones did not.
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Another way to investigate the questions we attempted to answer with our series of experiments would
be to assess phonological learning and look for perceptual changes in real L2 learners. For speakers
learning an L.2 where some native contrasts neutralize, do they learn the neutralization as well as other
phonological processes in the language? This could be measured in terms of accuracy, but also in
terms of how early neutralization is acquired in the learning process. And for more or less advanced
learners, does this also shape their perception of the sounds involved in neutralization? This could be
examined using perceptual discrimination tasks. This entire situation would then be compared to
another group of learners learning a language where the same sounds are allophones of a same

phoneme.
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Appendix I. Functional load according to entropy and minimal pairs for consonant contrasts in English

Functional load according to entropy and minimal pair count for consonant contrasts in English, using the IPHOD corpus (Irvine
Phonotactic online Dictionary, Vaden, Halpin & Hickok, 2009). For entropy, we use word type frequency, and for minimal pairs, the count
of minimal pairs relativized to the number of possible minimal pairs. Both measures were computed using Phonological Corpus Tools (Hall

et al., 2018), and were relativized to the size of the corpus. Sound pairs tested in our experiments are highlighted.

sound | FL FL sound | FL FL sound FL sound FL
pair entropy | minpairs || pair entropy minpairs || pair FL eatropy minpairs || pair FL eatropy minpairs
b-d 0.00125 | 0.004999 ]| o-d3 5.40E-05 | 0.009198 ] f-d3 0.000383 0.019558 [lg-v 0.000259 0.007708
b-0 7.67E-05 | 0.013692 || d-f 0.000807 | 0.024308 J}f-s 0.001069 0.003226 |} g-z 0.000181 0.008983
b-d3 0.000526 | 0.000599 ||d-g 0.000756 | 0.019872 | {-f 0.000452 0.010962 [lg-3 0 0.010562
b-f 0.001181 | 0.012854 || d-s 0.001438 0.073227 || 4 0.000427 0.033744 |}g-6 0.000153 0.003782
b-g 0.001011 | 0.015127 |{d-f 0.000606 | 0.026634 || f-v 0.000365 0.016938 ||k-b 0.001548 0.004879
b-s 0.001198 | 0.013823 || d-t 0.000617 | 0.006312 |}f-z 0.000243 0.013207 | k-d 0.00155 0.016926
b-J 0.000598 | 0.016276 ||o-¢ 6.25E-05 | 0.036087 J]{-3 0 0.008002 || k-0 0.000138 0.018922
b-1f 0.000523 | 0.020725 |}d-v 0.000657 | 0.004986 []£-6 0.000132 0.017705 || k-d3 0.000525 0.01655
b-v 0.000411 | 0.006878 -2z 0.004142 | 0.004073 |]g-0 5.94E-05 0.01057 || k-f 0.001265 0.015748
-z 0.000262 | 0.018608 || 0-z 6.36E-05 | 0.003868 |]g-d3 0.000275 0.000975 |lk-g 0.001154 0.016208
b-3 8.10E-06 | 0.011943 [}d-3 2.80E-05 | 0.01444 [|e-f 0.000637 0.011776 || k-s 0.001607 0.008962
b-6 0.000247 | 0.007226 [{o-3 5.40E-06 | 0.033275 J}g-s 0.000673 0.014495 ({k-f 0.000709 0.014768
d-o 0.000145 | 0.010055 |} d-6 0.000346 | 0.018786 W|g-f 0.000406 0.023253 (L k-ff 0.000673 0.000513
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d-d3 0.000552 | 0.017623 [|f-0 7.09E-05 | 0.012571 Wt 0.00031 0.008027 || k-v 0.000565 0.002929
sound | FL FL sound | FL FL sound FL sound FL
pair entropy | minpairs || pair entropy minpairs || pair FL eatropy minpairs || pair FL eatropy minpairs
k-z 0.000609 | 0.002993 [{p-3 8.10E-06 | 0.038352 ]|t-d 0.00183 0 V- 0.000179 0.025409
k-3 2.26E-05 | 0.020687 ||p-6 0.000239 | 0.004943 J}t-0 0.000166 0.011737 {v-z 5.33E-05 0.001978
k-6 0.00028 | 0.019081 [{s-0 9.20E-05 | 0.000804 [t 0.000629 0.020603 [{v-3 1.08E-05 0
p-b 0.00133 | 0.003888 || s- 0.000531 | 0.014446 |)t-f 0.00104 0.004835 || z- 0.000245 0.005713
p-d 0.001152 | 0.010949 || s- 0.000666 | 0.007433 |]t-g 0.000889 0.016945 || z- 0.000259 0.003584
p-0 0.000111 | 0.000585 |} s- 0.000562 | 0.000779 NJt-k 0.002332 0.006093 ) z-3 2.36E-05 0.008901
p-d3 0.00044 | 0.023668 ||s-v 0.000546 | 0.007229 Jt-s 0.003087 0.003702 [|3-d3 1.18E-05 0.000966
p-f 0.001081 | 0.007733 [{s-z 0.000612 | 0.009828 |} t- 0.000733 0.020495 || 3-1 5.40E-06 0.019153
p-g 0.000785 | 0.018913 ||s-3 2.53E-05 | 0.02968 ]t 0.000687 0.001595 []6-0 1.35E-05 0.004749
p-k 0.002175 | 0.007421 }}J-0 6.19E-05 | 0.027548 ||t-v 0.000572 0.01052 [6-d3 9.82E-05 0.025275
p-s 0.001321 | 0.018595 || J-d3 0.00024 0.010774 ||tz 0.000961 0.015964 []6-s 0.000274 0.001499
p-S 0.000598 | 0.022225 I J-ff 0.000322 | 0.000693 |}t-3 3.28E-05 0.023104 |{o-f 9.76E-05 0.021848
p-t 0.001759 | 0.01014 -V 0.000162 | 0.000325 J}t-6 0.000359 0.011591 {|o-1 0.000127 0.011792
p-f 0.000586 | 0.013339 -z 0.000125 | 0.008939 NNY-d3 0.000226 0.014782 |} 6-v 7.06E-05 0.020934
p-v 0.00044 | 0.006035 ||J-3 1.62E-05 | 0.011077 ||v-0 0.000307 0.001435 [}6-z 0.000155 0.005681
-z 0.000421 | 0.003203 }|t-b 0.001413 | 0.010952 J}v- 0.00026 0.000439 116-3 2.70E-06 0.012637
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Appendix II. Experiment stimuli

1. AX perceptual task

perceptual task: VC

at a3 ab
it i3 ib
ut u3 ub
atf as af
itf is if
utf us uf
az af

iz if

uz uf

Participants heard two sounds (VC; — VG, or ViCiV, —
V1C;V3), and were asked to decide whether C; and C; were the
same consonant. The two tokens in each pair were spoken by
two different speakers, one female, one male, and were overlaid
with multitalker babble (Wilson et al. 2007) at a signal to noise

ratio of -10dB.

94

ata
atl
atu
ita
iti
itu
uta
uti
utu
atfa
atfi
atfu
itfa
itfi
ithu
utfa
utﬁ
utfu

perceptual task: VCV

aza
azi
azu
iza
1z1
izu
uza
uzi
uzu
aza
a3i
azu
132
131
13u
u3a
u3l

u3u

asa
asi
asu
isa
isi
isu
usa

usi

aba
abi
abu
iba
ibi
ibu
uba
ubi
ubu
afa
afi
afu
ifa
ifi
ifu
ufa
ufi

ufu



kefos kefofi s debif debifi J 3ifot zifofi t
zekus zekusi s vuzef vuzefi 1) zuvot zuvolfi t
zegis zegifi s fusof fusofi 1) pisat pisaffi t
dukes dukefi s bedif bedifi 1) zavit zaviffi t
vedis vedifi s kofuf kofufi J sobit sobitfi t
kavus kavuli s kike[ kike[i J depot depotfi t
bifus bifufi s gukof gukofi J kodet kodetfi t
tebus tebulfi s sagof sagofi 1) pozat pozaffi t
taguz tagu3i z daku3 daku3i 3

gitaz gitagi z gupe3 gupesi 3
kopaz kopa3zi z vofaj vofa3i 3

tapiz tapizi z dikaz dikazi 3

fisuz fisuzi z foka3z foka3zi 3

sagoz sagoj3i z boki3 bokizi 3

fatez fatesi z pute3 putezi 3
kudez kudezi z poJaz poJa3zi 3

degab degabi b topif topifi f bozup bo3zutfi p
kivab kivabi b safuf safufi f kuzop kuzoffi p
tafeb tafebi b zekof zekoli f kotap kotapi p
videb videsi b pikeg pikesi g kudep kudetfi p
3adib 3agizi b sefog sefogi g z0gap zogapi p
fekud fekudi d vateg vategi g besav besalfi v
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gavod
gubid
tuzid
zobid
bikaf

dizos
tegos
tazus
bedas
Vupes
kifes
kobas
gavis

ketus

gavoji
gubidi
tuzidi
zobidi
bika/i

dizofi
tegofi
tazufi
bedafi
vupefi
kifefi
kobafi
gavifi
ketufi

- A A A

zavog
dapik
dosuk
puzok
vibuk

vekif
tosaf’
kotaf
fotaf
koke[
gazuf
dibof
dukaf
fezuf

zavogi
dapiki
dosuki
puzotfi
vibuffi

vekifi
tosafi
kotafi
fotafi
kokefi
gazuli
dibofi
dukafi
fezufi
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fizov
posav
Suzev

3efuv

Zuvit
pibot
sapit
3ipet
zovut
fuget
vazot
Jizut
zogit

fizofi
posavi
suzevi

3efuvi

zuvitfi
pibotfi
sapiffi
3ipeti
zovuffi
fugetfi
vazolfi
Jizuffi
zogil]

4 < 4 4
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bodas
dutaz
fekiz
SEPOZ
govuz
3ivuz
Jakiz
tukez
bigoz
tudoz

sebaz

Singular
tigab
dizeb
kozub

pavob
kitub
3ufob
zogub
sazod
tuved
tekud
suked
tebid
gibed
pizod

bodafi
duta3zi
tekizi
s€po3i
govu3i
3ivu3zi
Jakizi
tukezi
bigo3i
tudo3i
s€bazi

Plural
tigabi
dizebi
kozubi
pavobi
kitubi
3ufobi
zogubi
sazodi
tuvedi
tekudi
sukedi
tebidi
gibedi
pizodi

w

N N N N N N N N N N

final C

b

o0 A A AT T T T T T

gafof
seko3
pifaz
zadi3
dafuz
besuz
vubesz
padi3
kise3
tufiz
puse3

Generalization: fillers

Singular

vodag
fetag
fubig
dotag
dofag
dibeg
ZOPEZ
3ufik
vizok
zavuk
vizuk
tapok
kutak

vuzok

gafofi
seko3i
pifazi
zadizi
dafu3zi
besu3zi
vubezi
padiszi
kisezi
tufizi
puse3i

Plural
vodagi
fetagi
fubigi
dotagi
dofagi
dibegi
ZOpEgi
3ufiki
vizoki
zavuki
vizuki
tapoki
kutaki

vuzoki
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Z03¢€t

Singular
bagop
godav
bogiv
pajzev
fakov
zukiv
fupiv

posev

z03¢effi

Plural
bagopi
godavi
bogivi
pazevi
fakovi
zukivi
fupivi

poséevi

final C
p
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kasuf
Jokuf
sedaf
tebif
3ituf
supef
z€31f

kasufi
Jokufi
sedafi
tebifi
3itufi
supefi
z€3if1

N N e

sepak
besap
gevip
bafup
kazip
kedop

gisep

sepaki
besapi
gevipi
bafupi
kazipi
kedopi
gisepi
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b.  Non-neutralizing /s/ langnage

3ifot sifoffi t debiff debitfi Ik 3efos 3efofi
zuvot zuvotfi t vuzelf vuzelfi 1 Z€3Us zezufi
pisat pisaffi t fusoff’ fusoffi Ik zeffis zeffifi
zavit zaviffi t beditf’ beditfi i dukes dukefi
sobit sobifi t zofuff 3ofuffi 1 vedis vedifi
depot depotfi t kizet kizetfi 1 kavus kavuli
kodet kodetfi t guzoff guzoffi ik bitfus biffufi
pozat pozaffi t sagoff’ sagotfi ) tebus tebu/i
taguz tagu3i z fazuz fazuzi 3
gitaz gitasi z gupe3 gupesi 3
fopaz fopazi z vozaj3 voza3i 3
tapiz tapizi z dikaz dikazi 3
fisuz fisuzi z fokaz okaszi 3
sagoz sagoj3i z boki3 bokizi 3
fatez fatesi z pute3 putezi 3
kudez kudezi z potfaz poffazi 3

degab

degabi

saffuf

saffufi

fuzop

fuzopi

kivab

kivabi

zekof

zekofi

bozup

bo3zupi




tafeb tafebi b bikaf bikafi f zogap zogapi p
3adib 3adibi b pikeg pikegi g kotap kotapi p
videb videbi b vateg vategi g kudep kudepi p
feffud fetfudi d 2avog zavogi g suzev suzevi v
zobid zobidi d sepog sepogi g fizov fizovi v
gubid gubidi d puzok puzoki k posav posavi v
tuzid tuzidi d dosuk dosuki k zefuv zefuvi v
gavod gavodi d vibuk vibuki k besav besavi v
fopif opifi f dapik dapiki k

zuvit zuviffi t vesitf vesiffi 1l fizos fizofi s
pibot pibotfi t tosaff’ tosaffi 1k 3€g0s 3€g0fi s
sapit sapiffi t kotaff kotatfi 1l fazus fazufi s
3ipet 3ipetfi t fotaf fotatfi f bedas bedafi S
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zovut zovuffi t kozeff kozeffi i vupes vupefi s
fuget fugetfi t gazuff gazuffi f 3ifes 3ifefi s
vazot vazoffi t diboff diboffi 1l 3o0tas 3otafi s
tizut izuffi t duzaff duzav f gaffis gaffifi s
zogit zogiffi t fezuff fezuffi i ketus ketufi s
Z03€t zo3elfi t gafoff gafotfi f bodas bodafi s
duffaz duffazi z seko3 seko3i 3

tekiz tekizi z pifa3 pifazi 3

SEPOZ SEPO3i z zadi3 zadizi 3

govuz govuszi z daffuz daffuzi 3

3ivuz 3ivuszi z besuz besuzi 3

takiz akizi z vubez vubezi 3

tukez tukezi z paffi3 patfizi 3

bigoz bigo3i z kisez kisezi 3

tudoz tudo3i z tufiz tufizi 3

s€baz s€bazi z puse3 pusesi 3

tigab figabi b vodag vodagi g bagop bagopi p
dizeb dizebi b feffag fetfagi g godav godavi v
kozub kozubi b fuffig fuffigi g bogiv bogivi v
pavob pavobi b dotag dotagi g pazev pazevi v
ffitub tfitubi b dofag dofagi g fakov fakovi v
sufob sufobi b dibeg dibegi g zukiv zukivi v
zogub zogubi b ZOpEg zopegi g 3uffiv suffivi v
sazod sazodi d sufik gufiki k posev posevi v
tuved tuvedi d vizok vizoki k
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C.

tekud
zuked
tebid
gibed
pizod
kasuf
ozuf
sedaf
febif
3ituf
supef
zeffif

Singular
kifot
Zuvot
pisat
zavit
sobit
depot
kodet
pozat
kefos
zekus
fekis

tekudi
3ukedi
tebidi
gibedi
pizodi
kasufi
fozufi
sedafi
febifi
3itufi

supefi
zeffifi

Non-neutralizing | 3/ langunage

Plural
kifotfi
zuvolfi
pisaffi
zaviffi
sobiffi
depotfi
kodetfi
pozaffi
kefofi
zekuli

fekii

e s s Y s S Y e P R s DY = PR Y B o D

final C
t
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w

zavuk
vizuk
tapok
futak
vuzok
sepak
besap
gevip
bafup
kazip
kedop

gisep

Exposure: test items

Singular
vokiff
Jevuff
fosetf
bidet
Jofuff
kitetf
gutoff
sovaff’
debif
vuze[
fusof

zavuki
vizuki
tapoki
futaki
vuzoki
sepaki
besapi
gevipi
bafupi
kazipi
kedopi
gisepi

Plural
vokiffi
Jevutfi
fosetffi
bidetfi
Jofuffi
kitetfi
gutoffi
sovaffi
debifi
vuzefi
fusofi
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Singular
taguz
gitaz
kopaz
tapiz
fisuz
sagoz
fatez
kudez

Plural
tagu3i
gitazi
kopa3i
tapi3i
fisuzi
sago3i
fatesi
kudezi

final C
7
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dukes
vedis
kavus

bifus
tebus

dukefi
vedifi
kavufi
bifufi
tebuli

bedif
kofuf
kike[
gukof
sagof

bedifi
kofufi
kike[i
gukofi
sagofi

103

L



degab degabi b topif topifi f bofup bofupi p
kivab kivabi b safuf safufi f kuzop kuzopi p
tafeb tafebi b zekof zekofi t kotap kotapi p
videb videbi b pikeg pikegi g kudep kudepi p
fadib fadibi b SEpPOg sepogi g Z0gap zogapi p
tekud fekudi d vateg vategi g besav besavi v
gavod gavodi d zavog zavogi g fizov fizovi v
gubid gubidi d dapik dapiki k posav posavi v
tufid tufidi d dosuk dosuki k SuZeV suzevi v
zobid zobidi d puzok puzoki k Jefuv Jefuvi v
bikaf bikafi f vibuk vibuki k

zuvit zuviffi t yefiff fefitfi i dutaz dutazi z
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pibot
sapit

kipet
zovut
fuget
vakot
ﬁzut

zogit
zoket
Jizos

tegos
tazus
bedas
vupes
kifes

kotas
Jafis

ketus
bodas

Singular
tigab
dizeb
kofub

pavob
kitub
tufob

pibotfi
sapiffi
kipetfi
zovuffi
fugetfi
vakotfi
Jizuffi
zogitfi
zoketfi
Jizofi
tegoli
tazufi
bedafi
vupefi
kifefi
kotafi
Jafifi
ketufi
bodafi

Plural
tigabi
dizebi
kofubi
pavobi
kitubi
tufobi

~+ ~+ ~+ ~~ + =+ e+ ~

final C
b
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vosaff
tokaff
botaff
Jobef
dazeff
seboff
Jukatf
kuzef
Jofaff
vekif
tosa/
fotaf
fotaf
koke/[
gazuf
dibof
dukaf
fezuf

gafof

Generalization: fillers

Singular
vodag
fetag
fuffig
dotag
dofag
dibeg

vosaffi
tokatfi
botaffi
Jobetfi
dazetfi
sebotfi
Jukaffi
kuzetffi
Jofaffi
vekifi
tosafi
fotafi
fotafi
kokefi
gazuli
dibofi
dukafi
fezufi

gafofi

Plural
vodagi
fetagi
fuffigi
dotagi
dofagi
dibegi
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fekiz
epoz
govuz
kivuz
Jakiz

fukez
bigoz
tudoz

s€baz

Singular
bagop
godav
bogiv
pajzev
fakov

zukiv

tekizi
epozi
govu3i
kivu3zi
Jakizi
fukesi
bigo3i
tudo3i
sebazi

Plural
bagopi
godavi
bogivi
pazevi
fakovi

zukivi

N N N N N N N N N

final C
p
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zogub
sazod
tuved
tekud
tuked
tebid
gibed
pizod
kasuf
Jokuf
sedaf
tebif
kituf
supef
zeffif

zogubi
sazodi
tuvedi
tekudi
tukedi
tebidi
gibedi
pizodi
kasufi
Jokufi
sedafi
tebifi
kitufi
supefi
zeffifi

N R S O R SR i o PR o PR o PRps « Pl o PRI o DR o Pl © b

ZOPEZ
kufik

vizok
zavuk
vituk
tapok
kutak
vuzok
sepak
besap
gevip
bafup
kafip
kedop

gisep

ZOpEgi
kufiki
vizoki
zavuki
vituki
tapoki
kutaki
vuzoki
sepaki
besapi
gevipi
bafupi
kafipi
kedopi
gisepi
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Jugiv
posev

Jugivi
poséevi
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