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Multiblock spectral imaging for identification of pre-harvest sprouting in 
Hordeum vulgare 

Sebastian Helmut Orth a, Federico Marini a,b, Glen Patrick Fox a,c, Marena Manley a, 
Stefan Hayward a,* 

a Department of Food Science, Stellenbosch University, Private Bag X1, Matieland, Stellenbosch 7602, South Africa 
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A R T I C L E  I N F O   
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A B S T R A C T   

A novel data fusion method based on the use of visible/near-infrared (VNIR) and shortwave infrared (SWIR) 
imaging sensors, to distinguish between pregerminated and ungerminated barley grain is proposed. Spectral 
imaging was used to fingerprint germinated and ungerminated barley grain from a total of 5640 average spectra 
representing single barley kernels varying with respect to germination time. Chemometric approaches utilising 
partial least squares-discriminant analysis (PLS-DA) and multiblock sequential and orthogonalized partial least 
squares-linear discriminant analysis (SO-PLS-LDA) and sequential and orthogonalized covariance selection-linear 
discriminant analysis (SO-CovSel-LDA) were used to build classification models. SO-PLS-LDA achieved a total 
classification rate of 99.88%, while SO-CovSel-LDA resulted in a classification accuracy of 97.46% when a 
maximum of 8 variables were selected from each data block (VNIR and SWIR) – models were validated on an 
independent test set. The use of multiblock approaches led to increased prediction accuracy, compared to PLS- 
DA, and a viable solution to address the industry problem to detect pregerminated malting barley in a rapid, non- 
destructive manner. This represents a significant advance with respect to the current dated methods which are 
hindered by time-consuming wet chemistry techniques and human subjective bias. The potential of the proposed 
new technique also has the further advantage of moving toward multispectral systems which can be used to 
detect pre-harvest germinated barley using an even more computationally rapid and affordable online sorting 
machine incorporating the wavebands of importance selected by SO-CovSel-LDA. The study highlights how 
sequential and orthogonalised data fusion approaches, in the food and agricultural sector, are powerful solutions 
to real world problems.   

1. Introduction 

Barley (Hordeum vulgare L.) played a significant role in the estab
lishment of society 13,000 years ago [1] and currently ranks fourth 
following the most important cereal crops, wheat, maize and rice [2]. 
With an estimated global harvest of 140 million tonnes annually, barley 
contributed an estimated USD $25,6 bn to the global food sector in 2018 
[3]. 

Although barley is used in various food sectors, it is mainly produced 
for use as the main ingredient in the production of beer and whiskey. 
However, to produce beer and whiskey, the barley must first be malted. 

Malting refers to the controlled, uniform germination and drying of the 
grain resulting in in the biosynthesis of various enzymes including 
hemicellulases, proteases, glucosidases, and amylases where endosperm 
cell walls and the endosperm protein matrix are hydrolysed [4]. Non- 
uniform germination during malting may result in inconsistencies in 
malt quality which may impact in the brewing process. Barley, intended 
for malt production in South Africa and the rest of the world, is therefore 
purchased from producers based on the germinative energy of the grain 
[5]. Germinative energy, a measure of grain viability, should ideally be 
100 % since malting depends on rapid and predictable germination [6]. 
Standard germination tests can take up to 3 days. Germinative energy 

Abbreviations: VNIR, Visible near infrared; SWIR, Short wave near infrared; PLS-DA, Partial least squares discriminant analysis; SO-PLS-LDA, Sequential and 
orthogonalised partial least squares linear discriminant analysis; SO-CovSel-LDA, Sequential and orthogonalised covariance selection linear discriminant analysis. 
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and capacity is affected by several factors, including environmental 
conditions during seed maturation and dormancy [7]. 

Dormancy is an internal characteristic of the seed which can be 
defined as the inability of a viable seed to germinate under optimal 
conditions [8,9]. In evolutionary terms, dormancy is an adaptation 
which promotes survival of the seed under adverse conditions [6]. For 
example, the presence of dormant seeds in soils could provide the op
portunity for germination to occur over several seasons, thereby maxi
mizing the chance for species survival [6]. However, although high 
levels of dormancy may be a positive attribute in species survival, to 
produce malt a low level of dormancy is desirable since uniform 
germination is required for malting within a few months after harvest. 
Barley varieties with low dormancy are therefore selected by breeding 
companies. However, selection pressures may result in varieties being 
released whose dormancy is terminated prior to harvest [8]. As a result 
of wet conditions, during filling and maturation, grains of such varieties 
can germinate before harvest, as there may be a delay between when the 
crop is physiological mature and when it can be harvested. This delay 
can lead to incipient germination or preharvest sprouting [6,8–10]. 
Incipient germination occurs when embryo growth is triggered, but the 
process is interrupted by desiccation before physical changes such as the 
emergence of the radicle can occur [9]. Pregerminated grain may 
maintain some viability, but its storage capacity is severely reduced. If 
wet conditions persist, the grain continues to germinate towards a ‘point 
of no return’ [9] where-after it loses its tolerance to desiccation [11]. 
This phenomenon is known as preharvest sprouting (PHS), and results in 
total loss of grain viability rendering the crop unsuitable for malting 
purposes [9]. 

Although visual inspection can be used to detect sprouted barley 
grains, it is not possible to detect early stage pregerminated grains when 
no external protrusions are present [10]. Methods for the detection of 
pregerminated cereal grains are mainly based on determination of 
hydrolysed starch due to the presence of α–amylase, synthesized during 
germination [12,13]. The α-amylase (and other starch degrading en
zymes) breaks down starch into the base glucose which would be 
metabolized for the newly growing embryo. Any action of α-amylase 
activity on starch can be determined with the Hagberg falling number 
test and the Rapid Visco Analyzer (Stirring number test) or spectroscopic 
methods which rely on the use of a labelled substrate [14]. The presence 
of α-amylase can also be determined using enzyme linked immunosor
bent assays (ELISA) with the use of monoclonal antibodies. However, 
these methods are often not sufficiently sensitive and require expensive 
and specialized equipment and operators [12]. These conventional 
methods also involve elaborate sample preparation and methodologies 
which require specialist training and an off-site laboratory to perform 
the analyses. While these methods are faster than a germination test, 
they cannot detect early-stage germination with certainty due to the 
relatively low amount of α-amylase present in the sample. 

Based on the shortcomings of conventional methods, non-invasive 
spectroscopic techniques, that have the potential to rapidly classify be
tween germinated and ungerminated cereal grains, have been investi
gated. Several studies focussed on the application of near-infrared (NIR) 
spectroscopy and NIR hyperspectral imaging for wheat [15–18] and 
barley [15,17,19]. Using these non-invasive methods, researchers were 
able to show the potential benefits of spectral imaging to detect pre
germinated grains. However, some of these studies suffered from a small 
sample set used for calibration while others made use of destructive 
sample drying techniques which can potentially result in additional 
adverse biochemical changes to the grain’s protein and starch structure. 
Such changes can affect the robustness of the classification model and 
the same sample preparation procedure (if any) should be followed in a 
controlled laboratory environment to ensure accurate classification. If 
the intent is to address an industry problem, in addition to the calibra
tion model accuracy being sensitive to laboratory produced conditions, 
these conditions should mimic real world scenarios as close as possible. 
It was further highlighted, in a review of conventional and spectral 

imaging methods, that the development and use of a single kernel 
analysis approach provides information on the total variation, 
throughout the grain sample, leading to unbiased real-time decisions 
[20]. Spectral imaging also allows for the potential of laboratory sorting 
of individual grains in, e.g., breeding programmes. 

The development and implementation of NIR technology for real- 
time analysis is paramount in the malting and beer brewing industry, 
to ensure optimum and consistent production [21]. A possible solution 
would be to employ multiple sensors with multiblock classification 
methods such as sequential and orthogonalized partial least squares- 
linear discriminant analysis (SO-PLS-LDA) for more robust models 
from supportive information, compared to partial least squares- 
discriminant analysis (PLS-DA). Multiblock waveband selection using 
sequential and orthogonalized covariance selection-linear discriminant 
analysis (SO-CovSel-LDA) could also strengthen the potential for use of 
multispectral imaging in industrial and agricultural settings. Further
more, no studies to date considered the visible/near-infrared (VNIR) 
range to detect germination in barley with spectral imaging. Neither has 
the two multiblock methods been applied to spectral data obtained from 
NIR hyperspectral imaging systems. The benefit of the VNIR waveband 
region is that sensors are more affordable and readily available in most 
imaging systems. Considering the shortfalls of conventional approaches, 
the aim of this study was to investigate the use of spectral imaging in 
both VNIR and SWIR wavelength regions as a potential industry 
acceptable analytical approach for preharvest germinated barley clas
sification. More specifically, spectral imaging was firstly investigated as 
a tool to differentiate between ungerminated and germinated barley 
grain using multiblock SO-PLS-LDA compared to conventional PLS-DA. 
Secondly, the potential to reduce the number of variables for a multi
spectral classifier, by obtaining the most important wavebands for both 
SWIR and VNIR ranges using SO-CovSel-LDA, was investigated. 

2. Materials and methods 

A breakdown of the data acquisition and modelling procedure un
dertook for this study is shown in Fig. 1 in the form of a flow diagram. 

2.1. Sample acquisition and in vitro germination 

Malting barley samples were kindly provided by the South African 
Barley Breeding Institute (SABBI, Caledon, South Africa) in collabora
tion with South African Breweries (SAB, Johannesburg, South Africa), a 
direct subsidiary of Anheuser-Busch InBev (ABInBev). At present only 
three varieties of malting barley, namely Kadie, Hessekwa and Elim are 
recommended for production in the Southern Cape of South Africa under 
dryland conditions. In addition, two varieties, namely Genie and Over
ture are recommended for use under irrigation conditions. These five 
commercial varieties differ in terms of dormancy (period from har
vesting up to optimal malting stage), malting characteristics and 
phenotypical appearance. The five varieties were obtained in bulk (1 kg) 
and each divided into 38 sub-samples. Germination was initiated by 
firstly weighing 10 g of each sub-sample into a 90 × 15 mm polystyrene 
Petri dish. The samples were subsequently imbibed by the addition of 10 
mL of deionised water (Merck, Milli-Q, Direct-Q3) with 1 ppm of 
Amphotericin B to inhibit fungal growth. After imbibition, the samples 
were allowed to swell and germinate at ambient temperature (22 ◦C) for 
48 h. Germination and other biochemical and physiological changes of 
one sample of each variety were terminated cryogenically at − 80 ◦C 
hourly up to 36 h and again at 48 h. The 0 h sample were cryogenically 
preserved immediately after imbibition. Moisture was removed by lyo
philisation to preserve biochemical and physiological changes that took 
place within the grain during imbibition. Lyophilisation was achieved 
using a freeze dryer (Virtis, Benchtop 6.6, The Virtis Company, Gardiner, 
USA) coupled to an Edwards vacuum pump for 96 h. 
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Fig. 1. A summary of the data acquisition and modelling strategy followed and used for this study, presented as schematic diagram.  
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2.2. Spectral imaging camera setup 

The VNIR camera (HySpex VNIR-1800; Norsk Elektro Optikk, Nor
way), with a cooled and stabilised scientific grade Complementary Metal 
Oxide Semiconductor (CMOS) sensor, had a spectral range of 400–1000 
nm, with 1800 spatial pixels and 186 spectral channels allowing for 
spectral resolution of 3.26 nm at 100 frames per second (FPS). The 
camera had a field-of-view (FOV) of 17◦ and a pixel FOV across and 
along the object of 0.16/0.32 mrad. The selected working distance was 
0.3 m, allowing for a linear FOV of 86 mm and a pixel size of 0.05/0.1 
mm. The lens was further fitted with a circular polariser to minimise 
spectral scattering reflected from the object. The camera system was 
equipped with a translation stage with a variable speed drive to allow for 
constant translation speed of the object past the sensor, which was set to 
travel 120 mm past the FOV of the sensor. Two linear direct current (DC) 
150 W halogen light sources emitting light with a wavelength ranging 
from 400 to 2500 nm were used to illuminate the barley samples and to 
obtain the correctly optimised integration time for the camera sensor to 
detect the illuminated object of interest. 

The SWIR camera (Hyspex SWIR-384; Norsk Elektro Optikk, Nor
way) system, with a cooled Mercury Cadmium Telluride (MCT) sensor, 
had a spectral range of 930 to 2500 nm. The camera had 384 spatial 
pixels with 288 spectral channels and allowed for a spectral resolution of 
5.45 nm at 100 FPS. The FOV of the camera was 16◦ and the pixel FOV 
across and along the object was 0.73/0.73 mrad. The working distance 
chosen for this setup was 0.3 m allowing for a FOV of 84 mm and a pixel 
size of 0.22/0.22 mm. As with the VNIR camera setup, the lens was fitted 
with a circular polariser to minimise spectral scattering effects reflected 
from the object. The camera system was equipped with the same 
translation stage and the same light sources as used for the VNIR camera 
setup. A 50 % absorbance/reflectance external grey Zenith Allucore 
diffuse reflectance standard (SphereOptics GmbH, Germany) and in
ternal dark reference (closing of camera shutter) were used to collect 
reference images intermittently every 30 min throughout imaging for 
both the VNIR and SWIR camera setups. Reference images were used for 
colorimetric and radiometric calibration. 

2.3. Image acquisition and data processing 

The selected 38 sub-samples per variety were imaged, in both VNIR 
and SWIR, prior to imbibition. These were used as the ungerminated 
class. Subsequently these samples were imbibed for the indicated time 
points (hourly 0 h to 36 h plus 48 h) as described earlier, preserved and 
imaged in both VNIR and SWIR. These were used as the germinated 
class. 

Spectral images were collected in reflectance mode using the Breeze 
2021.1 (Predictera AB, Umeå, Sweden) software package from all 
samples before and after imbibition. Spectral images were obtained with 
both the VNIR and SWIR camera systems. The images were converted 
from reflectance to pseudo-absorbance using the Breeze software 
package exported in Envi file format. Images were subsequently im
ported into the Evince 2.7.12 (Prediktera AB, Sweden) software package 
which was primarily used to remove background, spectral scattering, 
and regions of over absorbance from the images. This was achieved by 
evaluating principal component (PC) scores plots and images interac
tively. A region-of-interest (ROI) was selected from each individual 
kernel and the average spectrum of each ROI determined. Spectral data 
obtained for each kernel in the respective samples, for both the VNIR 
and SWIR images, were exported in MATLAB file format. To reduce data 
redundancy and to maintain maximum sample variance, 15 represen
tative average spectra were selected with the Kennard-Stone algorithm 
from each sample using MATLAB software (version R2021a, Math
Works). This method captures the necessary and most important vari
ance for each sample. This approach is similar to applying convex hull 
[22–23] or other data reduction strategies [24], subsequent to PCA. The 
15 selected spectra of each sample, for both the VNIR and SWIR data 

sets, were concatenated into two data blocks resulting in a total of 5700 
spectra each. Each VNIR and SWIR data block therefore comprised 5 
barley varieties, two classes (germinated and ungerminated) which 
included 38 samples (time points) each from which 15 spectra were 
obtained. However, due irregular data that had to be removed and 
missing data, data set balancing was performed resulting in two 
balanced data sets of 5640 spectra each. Binary dummy classes were pre- 
defined for the two data sets. 

2.4. Spectral pre-treatment 

Different spectral pre-treatments were applied to the VNIR and SWIR 
spectral data sets using MATLAB 2021a software. The pre-treatments 
applied were mean centring (MC), standard normal variate (SNV), 
Savitzky-Golay first (2nd order interpolating polynomials and 19 points 
window; D1) and second derivative (3rd order interpolating poly
nomials and 19 points window; D2), SNV in combination with Savitzky- 
Golay first derivative (2nd order interpolating polynomials and 19 
points window; SNV + D1) and SNV in combination with Savitzky-Golay 
second derivative (3rd order interpolating polynomials and 19 points 
window; SNV + D2). As a standard approach for NIR spectral data pre- 
treatment, MC was always used in combination with the other pre- 
treatment methods. 

2.5. Selection of training and test sets 

Training and test sets were selected using Duplex [25] on an 
augmented data matrix, resulting from the concatenation of both the 
SWIR and VNIR data sets, by means of an in house written function 
running under MATLAB 2021a environment. In particular, to achieve an 
unbiased selection, the Duplex algorithm was applied separately for 
each category, and a multiblock approach was subsequently used to 
account for the spectral and chemical variance detected by the SWIR and 
VNIR instruments, as follows. Each of the data blocks (SWIR and VNIR) 
was pre-processed using all the six pretreatments to be tested (MC, SNV, 
D1, D2, SNV + D1 and SNV + D2), resulting in twelve data matrices. 
Then, in each matrix, the spectra of the 15 kernels selected from the 
individual images were averaged so to ensure that, by applying the 
Duplex algorithm to these mean spectra, all the kernels from an image 
could be then included in the same subset (either training or test). PCA 
was then separately applied to each of the six differently preprocessed 
data matrices for each block, and the scores along the first five PCs for 
each of the six SWIR and VNIR matrices were concatenated row-wise. 
The Duplex algorithm was then applied to the resulting augmented 
matrix using a 30 % holdout threshold for the independent test set. The 
schematic in Fig. 2 illustrates the mid-level data augmentation approach 
followed. Using the indices obtained by the Duplex algorithm, the 

Fig. 2. Selection of a training and test sets by the Duplex algorithm using a 
mid-level data set augmentation. The schematic illustrates the process of 
applying PCA to the individual SWIR and NIR data blocks, differently pre
processed, augmenting the scores and lastly applying the Duplex algorithm to 
obtain the training and test sets. 
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selected training and test sets were extracted from the spectral data sets 
into two new data sets. The same training/test set splitting was used for 
both the PLS-DA modelling of the individual data blocks and the suc
cessive multi-block analysis to make results comparable. 

2.6. Partial least squares-discriminant analysis (PLS-DA) 

Partial least squares-discriminant analysis (PLS-DA) is probably the 
most popular discriminant classification technique used in chemo
metrics when dealing with ill-conditioned data matrices [26,27]. The 
reason for its widespread use is due to the algorithm’s ability to deal 
with highly correlated variables, i.e., spectroscopic data. The technique 
exploits the possibility of coding the class assignment by means of a 
binary dummy response (which, for the training samples, takes the form 
of a vector y or a matrix Y, depending on whether two or more cate
gories are involved) to turn a classification problem into a regression one 
[25], so that the PLS algorithm [28] can be used to fit the resulting 
model to overcome the issues posed by the predictor matrix being ill- 
conditioned. Considering a two-class problem such as the one in the 
present study, this can be shown mathematically by the linear equation 
(Eq. (1). 

y = Xb+ e (1) 

In this equation X is the (spectroscopic) data matrix collected on the 
samples, b is the vector of regression coefficients and e is the residuals, 
while y is the binary dummy vector encoding for the true category 
membership, whose elements are either 1, in correspondence to 
germinated samples, or 0 for ungerminated ones. Once the calibration 
model is set up, i.e., once the optimal value of the regression coefficients 
in Eq. (1) are estimated from the training data, any new measure (xnew) 
can be classified by first calculating the values of the predicted response 
ŷnew, according to ŷnew = xnewb. However, ŷnew is not categorical but 
real-valued so that a criterion for class-attribution is therefore needed to 
classify the new measures correctly. All the criteria proposed in the 
literature for the problems involving two classes, such as the one in the 
present study, are based on setting (implicitly or explicitly) a threshold 
to the predicted response, so that if ŷnew is higher than the threshold the 
sample is assigned to the class encoded as 1 (in our case, germinated 
samples) while if it is lower, it is predicted as belonging to the other 
category (the one encoded as 0; here, the ungerminated kernels). Given 
the binary coding, the most naïve approach is to set such threshold to 
0.5, while, for instance, Perez et al. [29] proposed to couple Gaussian 
mixture modelling with Bayes’ theorem, to translate the value of the 
predicted response into a posteriori probabilities of class belonging. In 
the present study, the classification threshold was estimated by applying 
linear discriminant analysis (LDA) on the predicted responses. 

2.7. Sequential orthogonalized partial least-squares linear discriminant 
analysis (SO-PLS-LDA) 

SO-PLS-LDA is a multiblock method following the basis of PLS for 
highly multicollinear data sets obtained from multiple sensors with 
recent application toward classification [30]. The technique combines 
linear discriminant analysis (LDA) [31] and a multiblock regression 
method sequential and orthogonalized- partial least squares (SO-PLS) 
[32–33]. By using SO-PLS to calculate a multiblock regression model 
between the predictor matrices and the dummy response, it is possible to 
fit and calculate LDA on a reduced set of features (either the scores or the 
predicted response). This method is especially useful when the variance/ 
covariance structure of the data set is ill conditioned. A summary of the 
algorithm can be given for the case when two predictor blocks X and Z 
are used to predict the class membership in a classification problem 
involving two categories encoded by the dummy response vector y. This 
has been summarised by Biancolillo and Næs [33] and will be reiterated 
here in 5 steps:  

a) A first PLS model between X and the dummy response y is calculated 
by PLS, resulting in a set of PLS regression coefficients (b), X-scores 
(TX) and Y-residuals (ey).  

b) The second data block Z is orthogonalized with respect to the X- 
scores (TX) obtained in (a), resulting in ZOrth. This step is used to 
remove the redundancies between the predictor blocks X and Z.  

c) A second PLS model is fitted between ZOrth and the Y-residuals (ey). 
As for step (a), model parameters, such as the PLS regression co
efficients for ZOrth (c) or the ZOrth scores (TZOrth) are obtained. 

d) The final predictive model can be calculated by summing the pre
dictions of step (a) and (c) and by considering the regression equa
tion ŷ = Xb + ZOrth c.  

e) LDA is applied either to the predicted response ŷ (step (d)) or to the 
row-augmented scores (TSO = [TXTZOrth]) 

As the method is based on sequential fitting of PLS models, the al
gorithm requires the selection of the optimal number of latent variables 
(LVs) to be extracted from each block. In the present study, the optimal 
model complexity was selected through a global strategy (i.e., testing all 
possible combinations up to a maximum specified number of compo
nents), as the one leading to the highest classification accuracy in a 
fivefold cross-validation. The results are usually graphically summarized 
in a so called Måge plot [35]. SO-PLS models were calculated by means 
of the MATLAB functions freely downloadable at: https://www.chem. 
uniroma1.it/romechemometrics/research/algorithms/so-pls/. 

2.8. Sequential and orthogonalized covariance selection-linear 
discriminant analysis (SO-CovSel-LDA) 

SO-CovSel-LDA [36] is an advanced multiblock variable selection 
method based on the premise of SO-PLS whilst incorporating CovSel 
[37]. Using the case of two-predictor block X and Z and a dummy 
response vector coding for two classes y, the algorithm can be sum
marised in 6 steps as iterated by Biancolillo et al. (2020) [36] and 
reiterated here: 

a) Variables are selected by the CovSel algorithm from X – these vari
ables are restructured and organised in a new matrix Xsel  

b) y is then fitted to Xsel by ordinary least squares (OLS)  
c) ZOrth is obtained by orthogonalising Z with regard to Xsel  
d) CovSel is then used to select variables in ZOrth  
e) The Y-residuals obtained in step (b) are then fitted to ZOrth by OLS  
f) The full model is then calculated from the results obtained by steps 

(b) and (e).  
g) Finally, classification is accomplished by applying LDA on the 

selected variables or on the predicted response analogously to what 
as described in the SO-PLS-LDA section. 

Analogously, as already described for SO-PLS, selection of the 
optimal number of variables to be retained in each block can be carried 
out based on the results of a cross-validation procedure. In the present 
study, all possible combinations of the number of selected variables in 
each block (up to a specified maximum) were tested, and the one leading 
to the maximum accuracy in fivefold cross-validation was chosen as the 
optimal one. SO-CovSel-LDA models were fitted and validated by means 
of MATLAB functions freely downloadable at the following link: 

https://www.chem.uniroma1.it/romechemometrics/research/al 
gorithms/so-covsel/. 

3. Results and discussion 

The spectral measurements (total as well as minimum, maximum and 
median) are shown in Fig. 3 for both the SWIR and VNIR data sets. The 
spectral data obtained was included in all the different classification 
models developed with PLS-DA, SO-PLS-LDA and SO-CovSel-LDA. 
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3.1. Performance of PLS-DA classification models 

3.1.1. SWIR PLS-DA calibration models 
Classification models using PLS-DA as the classifier and the SWIR 

region as the variables showed good discriminant power, with cross- 
validated classification accuracy for all tested pre-processing tech
niques being above 99 % (Table 1). Considering the number of LVs, and 
the overall classification accuracy, sensitivity and specificity not only in 
cross-validation but also in calibration, as shown in Table 1, the model 
using only MC as spectral pre-treatment was taken as being the simplest 
and sufficiently accurate at distinguishing between the assigned classes. 
Moreover, the consistency between the results obtained in the calibra
tion stage (e.g., with the optimal model applied to the training data) and 
in cross-validation suggests the absence of overfitting. Once the optimal 
pre-processing was selected based on the cross-validation results, the 

corresponding model (i.e., the one using MC only) was then validated 
using an independent test set comprising of 1695 spectra, each repre
senting a barley kernel germinated to a different time point or not 
germinated at all. Test set classification accuracy (99.53 %), sensitivity 
(99.53 %) and specificity (99.52 %), as shown in Table 1, made for a 
highly selective and sensitive classification model using the SWIR 
waveband region. 

The benefit of using the PLS algorithm is that multiple different plots 
can be obtained to visualise model performance and characteristics, and 
for interpretation. Fig. 4A and 4B are an example of such a plot. The 
variable importance in projection (VIP) plot [38] (Fig. 4A and 4B) shows 
the variables which contribute the most to the definition of the classi
fication model, i.e., in this case, in differentiating between ungermi
nated and germinated barley seeds. The stability of VIP scores at high 
model complexity and how this influences interoperability is still 

Fig. 3. Absorbance spectra obtained after the data set reduction procedure implemented using the Kennard-Stone algorithm, for (a) SWIR) and (b) (VNIR). The 
minimum, maximum and median spectra for (c) SWIR) and (d) (VNIR) determined from the reduced data sets. 

Table 1 
Classification accuracy, sensitivity, specificity and confusion matrix for calibration, cross- validation and the independent test set results, obtained from the SWIR data 
set when PLS-DA was used.  

Model Pre-processing LV Calibration 
Accuracy (%) Sensitivity Specificity Confusion matrix 

1 MC 18 99.85 100.00 99.69 [1995,0;6,1944] 
2 SNV + MC 18 99.82 100.00 99.64 [1995,0;7,1943] 
3 D1 + MC 17 99.70 99.95 99.44 [1994,1;11,1939] 
4 D2 + MC 18 99.54 99.95 99.13 [1994,1;17,1933] 
5 SNV + D1 + MC 16 99.62 99.90 99.33 [1993,2;13,1937] 
6 SNV + D2 + MC 18 99.72 100.00 99.44 [1995,0;11,1939] 
Model Pre-processing LV Cross validation: venetian blinds (5 folds) 

Accuracy (%) Sensitivity Specificity Confusion matrix 
1 MC 18 99.80 100.00 99.59 [1995,0;8,1942] 
2 SNV + MC 18 99.70 99.95 99.44 [1994,1;11,1939] 
3 D1 + MC 17 99.65 99.95 99.33 [1994,1;13,1937] 
4 D2 + MC 18 99.57 99.95 99.18 [1994,1;16,1934] 
5 SNV + D1 + MC 16 99.54 99.85 99.23 [1992,3;15,1935] 
6 SNV + D2 + MC 18 99.67 100.00 99.33 [1995,0;13,1937] 
Model Pre-processing LV Independent test set 

Accuracy (%) Sensitivity Specificity Confusion matrix 
1 MC 18 99.53 99.53 99.52 [851,4;4,836] 

MC - mean centring; SNV - standard normal variate; D1 – first derivative (Savitzky-Golay); D2 – second derivative (Savitzky- Golay). 
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debated. A high number of LV’s used is often associated with fitting 
more noise and artefacts. It is commonly agreed that more observations 
in comparison with variables result in more stable VIP scores. To 
confirm stability of VIP scores, evaluation of model over- or under fitting 
is important and needs to be taken into account during model devel
opment as elaborated on by Geladi and Kowalski [39]. Fig. 4 is easily 
interpretable due to minimum noise being fitted and easy identification 
of the most important variables contributing to the model. 

As can be seen in Fig. 4A and 4B, the results suggest that classifica
tion is mostly based on water, cellulose, starch and protein damage. 
Indeed, since a greater than one criterion is assumed for significance, it 
is evident how the wavelength ranges contributing the most to the PLS 
model are 1600–1900 nm (starch and cellulose), 1940–2050 nm (water 
and protein) and 2100–2500 nm indicative of a combination of protein, 
water, cellulose and starch overtone and combination bands 
[17,40–43]. Specifically, the PLS-DA technique shows good potential to 

Fig. 4. Variables of importance as extracted by the PLS data transformation approach in a so-called variable importance in projection (VIP) plot for the (A) SWIR and 
(C) VNIR data sets used in PLS-DA. Variables with a score of above 1 are commonly accepted as being the most important toward the classification problem and can 
be further used in a variable selection approach. Panels (B) and (D) highlight the variables identified as relevant for the SWIR and VNIR data sets, respectively, on the 
average spectra of the training samples. 

Table 2 
Classification accuracy, sensitivity, specificity and the confusion matrix for calibration, cross-validation and the independent test set results, obtained from the VNIR 
data set when using PLS-DA.  

Model Pre-processing LV Calibration 
Accuracy % Sensitivity Specificity Confusion matrix 

1 MC 18 98.91 99.85 97.95 [1992,3;40,1910] 
2 SNV + MC 18 98.50 99.60 97.38 [1987,8;51,1899] 
3 D1 + MC 17 97.47 99.05 95.85 [1976,19;81,1869] 
4 D2 + MC 18 98.05 99.50 96.56 [1985,10;67,1883] 
5 SNV + D1 + MC 18 98.00 98.95 97.03 [1974,21;58,1892] 
6 SNV + D2 + MC 18 98.33 99.50 97.13 [1985,10;56,1894] 
Model Pre-processing LV Cross validation: venetian blinds (5 folds) 

Accuracy % Sensitivity Specificity Confusion matrix 
1 MC 18 98.73 99.90 97.54 [1993,2;48,1902] 
2 SNV + MC 18 98.33 99.45 97.18 [1984,11;55,1895] 
3 D1 + MC 17 97.24 98.90 95.54 [1973,22;87,1863] 
4 D2 + MC 18 97.77 99.45 96.05 [1984,11;77,1873] 
5 SNV + D1 + MC 18 97.74 98.90 96.56 [1973,22;67,1883] 
6 SNV + D2 + MC 18 98.07 99.35 96.77 [1982,13;63,1887] 
Model Pre-processing LV Independent test set 

Accuracy % Sensitivity Specificity Confusion matrix 
1 MC 18 98.70 99.77 97.62 [853,2;20,820] 

MC - mean centring; SNV - standard normal variate; D1 – first derivative (Savitzky-Golay); D2 – second derivative (Savitzky- Golay). 
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be used as a classification method to determine if barley seed has un
dergone pre-harvest sprouting or not. 

3.1.2. VNIR PLS-DA calibration models 
When PLS-DA analysis was conducted on the VNIR data, comparably 

good results were obtained, though slightly less accurate. In particular, 
when looking at the cross-validation outcomes of the candidate models 
built on the differently pre-processed data (Table 2), it can be observed 
how classification accuracy was always higher than 97 % but lower than 
99 %. Here too MC was a sufficient spectral pre-treatment method for a 
model with minimal mathematical strain to obtain accurate classifica
tion, resulting in an overall correct classification rate of 98.91 % in 
calibration and 98.73 % in cross-validation (Table 2). When the optimal 
model was applied to the independent test set for the external validation 
step, a classification accuracy of 98.70 % was obtained. These results 
give a clear indication that the VNIR region can be used within a 97 % 
confidence interval framework to classify between ungerminated and 
germinated barley seed. It was of interest to note that the sensitivity of 
all the models was slightly better than the specificity. This is acceptable 
as the class ‘ungerminated’ is simply being incorrectly assigned as 
‘germinated’, which in turn does not influence the outcome of the 
classification model as the objective was to correctly classify for 
germinated, relating to model sensitivity. 

The VIP plot (Fig. 4C and 4D) obtained for the PLS-DA model using 
MC applied to the VNIR wavebands shows that variables of interest for 
making the correct classification were colour in the visible region of the 
electromagnetic spectrum and also protein (910 nm) and starch (990 
nm) [41,43]. The colour region is of interest since classification could be 
due to the barley seed visually having a change of colour as the radicle 
emerges, or even as the plumule starts to develop. The biochemical 
changes regarding the protein and starch structure of the endosperm and 
germ end are as for the SWIR region and were to be the expected changes 
that would be detected spectroscopically. It could be hypothesised that 
the slightly lower classification accuracy obtained when using the VNIR 
spectral region vs the SWIR region could be due to the lack in detecting a 
change in the copious amount of cellulose which forms part of the seed 
carapace interlaced and woven with linear proteins [44]. 

3.2. Performance of multiblock classification models 

3.2.1. SO-PLS-LDA calibration models 
It is to be expected that a multiblock method such as SO-PLS-LDA 

could lead to better classification accuracy when compared to using 
the SWIR or VNIR data sets individually. This is because complementary 

information is extracted from both of the data blocks, enabling the class 
assignment to be made more easily [45]. This is akin to the human 
senses which all play a role in making cognitive decisions, so too does 
SO-PLS-LDA. Up to 99.85 % classification accuracy was obtained when 
using this method (Table 3), however, due to the high classification 
accuracy obtained when using the blocks individually and applying PLS- 
DA this was to be expected (Tables 1 & 2). 

Multiple combinations of spectral pre-treatment were investigated in 
the model selection stage and the best one was chosen as that leading to 
the maximum classification accuracy in a fivefold cross-validation 
approach. The results obtained for the SWIR (Table 1) and VNIR 
(Table 2) PLS-DA models suggest that MC on the SWIR and VNIR data 
sets would be the most mathematically simple spectral pre-treatment 
method to obtain adequate classification accuracy, also applying the 
same pre-processing prior to using SO-PLS-LDA should result in good 
calibration accuracy. This hypothesis was confirmed by the outcomes of 
the model selection stage (summarized in Table 3). Indeed, although all 
the tested combinations of pre-treatments resulted in a cross-validation 
accuracy higher than 99.5 %, the highest discriminant ability (with 
99.85 % and 99.65 % specificity in calibration and cross-validation, 
respectively, and 100 % sensitivity in both stages) was registered for 
the model calculated on both data sets pre-treated with mean centring 
only. These results were achieved by using 17 SWIR and 8 VNIR LVs 
from a calibration data set of 3948 SWIR and VNIR spectra each rep
resenting a single barley kernel. The maximum number of LVs used over 
all the models was 17 from SWIR and 13 from VNIR. In contrast, when 
SNV or SNV and second derivative were applied to the two data sets, 9 
SWIR and 9 VNIR LVs were used, respectively, which represent the 
minimum complexity of the calculated models (Table 3). It should be 
noted that, in general, a relatively high number of latent variables are 
selected both for the individual PLS-DA and for the multi-block SO-PLS- 
LDA models, but this can be explained by the vast number of spectral 
observations which were analysed and by the wide range of sources of 
variabilities which were considered in the design. This can also be 
visually illustrated by observing the PC scores images of the VNIR and 
SWIR that were germinated at 0 h and 36 h (Fig. 5). No visual sign of 
chemical changes can be observed in the first two PCs (approximately 
98 % variance) even after 36 h of imbibition. This is a preliminary 
indication of the complexity of the data and of the subsequent developed 
models. 

When applied to the independent test set, the best model, i.e., the one 
built on simply mean-centred blocks was highly sensitive and had no 
false negative predictions, it was also very selective towards the classi
fication problem and only 2 out of the 1695 test set samples were 

Table 3 
Classification accuracy, sensitivity, specificity and confusion matrix for calibration, cross- validation and independent test set results, obtained from the SWIR and 
VNIR data sets when SO-PLS-LDA was used.  

Model Pre-processing LV Calibration 
Accuracy Sensitivity Specificity Confusion matrix 

1 {MC};{MC} [17,8] 99.92 100 99.85 [1995,0;3,1947] 
2 {SNV + MC};{SNV + MC} [9,9] 99.82 100 99.64 [1995,0;7,1943] 
3 {D1 + MC};{D1 + MC} [15,13] 99.82 99.95 99.69 [1994,1;6,1944] 
4 {D2 + MC};{D2 + MC} [11,10] 99.80 100 99.59 [1995,0;8,1942] 
5 {SNV + D1 + MC};{SNV + D1 + MC} [12,10] 99.65 99.95 99.33 [1994,1;13,1937] 
6 {SNV + D2 + MC};{SNV + D2 + MC}; [9,9] 99.77 100 99.54 [1995,0;9,1941] 
Model Pre-processing LV 5-Fold cross-validation 

Accuracy Sensitivity Specificity Confusion matrix 
1 {MC};{MC} [17,8] 99.85 100 99.69 [1995,0;6,1944] 
2 {SNV + MC};{SNV + MC} [9,9] 99.70 99.95 99.44 [1994,1;11,1939] 
3 {D1 + MC};{D1 + MC} [15,13] 99.77 99.90 99.64 [1993,2;7,1943] 
4 {D2 + MC};{D2 + MC} [11,10] 99.67 99.95 99.38 [1994,1;12,1938] 
5 {SNV + D1 + MC};{SNV + D1 + MC} [12,10] 99.62 99.90 99.33 [1993,2;13,1937] 
6 {SNV + D2 + MC};{SNV + D2 + MC}; [9,9] 99.65 99.38 99.90 [1993,2;12,1938] 
Model Pre-processing LV Independent test set 

Accuracy Sensitivity Specificity Confusion matrix 
1 {MC};{MC} [17,8] 99.88 100 99.76 [855,0;2,838] 

MC - mean centring; SNV - standard normal variate; D1 – first derivative (Savitzky-Golay); D2 – second derivative (Savitzky- Golay). 

S. Helmut Orth et al.                                                                                                                                                                                                                           



Microchemical Journal 191 (2023) 108742

9

Fig. 5. PC scores images of barley grain that has been (A) germinated and (B) ungerminated captured by SWIR and VNIR HSI cameras. The example samples are from 
the Genie variety and show a scores image of PC 1 and 2 that has not been germinated at 0 h and 36 h for SWIR and VNIR images respectively. 
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incorrectly classified as being germinated when the true class was un
germinated. These outcomes correspond to 100 % sensitivity, 99.76 % 
specificity and, consequently, 99.88 % accuracy. Using the waveband 
regions in both SWIR and VNIR together with a multiblock approach 
shows that very early-stage pre-harvest germination can be classified 
with confidence – this represents a critical focus point as conventional 
methods are either not sensitive enough, suffer from operator bias or 
require a skilled laboratory technician to perform the analysis. 

3.2.2. SO-CovSel-LDA calibration models 
Multispectral approaches are beneficial for the food manufacturing 

and agricultural sectors as they bring about the possibility of applying 
the technique directly in an in-line or on-line system. In this context, a 
variable selection and data reduction technique can only be considered a 
suitable solution when the number of variables selected allow classifi
cation accuracy within the confidence limits of conventional method
ology. Based on these considerations, in the last stage of our study, the 
possibility of achieving accurate classifications at the same time 
including a limited number of wavelengths in the model was evaluated 
using a recently proposed multi-block variable selection approach, 
namely SO-CovSel-LDA [36]. Also in this case, different data pre- 
treatments were tested and the optimal ones were selected as those 
leading to the highest classification accuracy in 5-fold cross-validation. 
The results are shown in Table 4, where it is immediately obvious how, 
despite the great reduction in the number of total variables, the classi
fication accuracy remains comparable to that obtained on the full- 
spectrum data sets. Indeed, calibration and cross-validation accuracy 
was above 99 % for all the models with different spectral pre-treatment 
techniques being used on both the SWIR and VNIR data blocks. The 
results reported in Table 4 suggest that the best outcomes can be ob
tained using only mean-centring (with 21 selected variables, 18 from 
SWIR and 3 from VNIR). This is also promising in the light of a possible 
real-world application (e.g., on filter instruments, where applying pre- 
processing such as SNV or differentiation could not be as efficient as 
with the full spectrum, and possibly create artifacts).Therefore, we 
decided to select the model built on mean-centred blocks as the final 
one, which was then applied to the test set for external validation. The 
corresponding accuracy was 98.76 %, with a sensitivity of 99.53 % and a 
specificity of 97.98 %, resulting from incorrectly classifying 4 samples as 
false negatives and 17 as false positives with the number of wavebands 
reduced to 18 for SWIR and 3 for VNIR. From an original 288 variables 

for the SWIR region and 186 for the VNIR region, only 6.2 % of the 
original SWIR and 1.6 % of the VNIR wavebands were used to obtain a 
similar classification accuracy when using PLS-DA and SO-PLS-LDA The 
selected wavebands used in the selected model are shown in Fig. 6A 
(SWIR) and 6B (VNIR). For the SWIR region, the selected wavebands 
cover almost the entire spectral interval, together with the extreme 
points which are often chosen so to compensate for additive/multipli
cative effects [36]. Selected wavebands include the one at 1056 nm 
which could be assigned to second overtone of CH2 bonds and the N–H 
stretch, and those at 1143 and 1323 nm, which can be ascribed to the 
second overtone of aromatic C–H stretches. For the band at 1677 nm, 
assignment is normally made to the first overtone of the stretching vi
brations of more aromatic C–H bonds, while that at 1890 nm can be 
ascribed to O–H stretches and C–O stretches of sstarch molecules The 
selected variable of 1928 nm corresponds to second overtone stretches 
assigned to CONH bonds and water, while 1977 nm is assigned to 
CONH2 and asymmetric N–H stretches of proteins. The assignment of 
the signals at 2108, 2141 and 2168 nm can be made to starch O–H and 
C–O stretching, alkene stretching and amide interactions of the form 
CONHR. The band selected at 2293 nm is assigned to amino acid with 
N–H and carbonyl group stretching, and the bands at 2326 nm is 
assigned to C–H terminal stretching in the form CH2. The last assign
ment for 2473 nm is C–H and C–C stretching of starch molecules 
[31,46]. With reference to the VIP plots obtained for PLS-DA classifi
cation models (Fig. 4A and 4B SWIR and 4C and 4D VNIR), using the 
SWIR waveband region there is some information overlap and that areas 
of importance extracted by the two methods are similar. The first two 
wavelengths selected in the VNIR region, 445 nm and 547 nm, are both 
assigned to colour, with 445 nm being more towards the blue spectrum 
and 547 nm within the yellow region of the spectrum – both of these are 
primary colours which in combination makes green. Chlorophyll, the 
green pigment of plants, also shows strong absorbance in the 445 nm 
waveband region. On the other hand, the third one, 1000 nm, is prob
ably selected to implicitly account for baseline correction/normaliza
tion. These results suggest that the developing plumule of germinating 
barley grain, which is green in colour due to chlorophyll, may be the 
driver for selection of these specific wavebands in the VNIR region. This 
is in agreement with a study conducted by Nakaji et el. [47], where 
classification of growing (live) and non-growing (dead) rhizosphere 
components where classified using VNIR images. 

Further waveband reduction was implemented on the spectral data 

Table 4 
Number of reduced variables, classification accuracy, sensitivity, specificity and confusion matrix for calibration, cross-validation and the independent test set results, 
obtained from the SWIR and VNIR data sets when SO-CovSel-LDA was used.   

Model 
Pre-processing Reduced variables Calibration 

Accuracy Sensitivity Specificity Confusion matrix 

1 {MC};{MC} [18;3] 99.29 99.85 98.72 [1992,3;25,1925] 
2 {SNV + MC};{SNV + MC} [13;4] 98.66 99.70 97.59 [1989,6;47,1903] 
3 {D1 + MC};{D1 + MC} [13;7] 99.21 99.85 98.56 [1992,3;28,1922] 
4 {D2 + MC};{D2 + MC} [13;7] 99.06 99.95 98.15 [1994,1;36,1914] 
5 {SNV + D1 + MC};{SNV + D1 + MC} [13;6] 99.11 99.90 98.31 [1993,2;33,1917] 
6 {SNV + D2 + MC};{SNV + D2 + MC}; [13;7] 99.26 99.95 98.56 [1994,1;28,1922] 
Model Pre-processing Reduced variables 5-Fold cross-validation 

Accuracy Sensitivity Specificity Confusion matrix 
1 {MC};{MC} [18;3] 99.21 99.80 98.62 [1991,4;27,1923] 
2 {SNV + MC};{SNV + MC} [13;4] 98.88 99.75 98.00 [1990,5;39,1911] 
3 {D1 + MC};{D1 + MC} [13;7] 98.63 99.60 97.64 [1987,8;46,1904] 
4 {D2 + MC};{D2 + MC} [13;7] 98.91 99.90 97.90 [1993,2;41,1909] 
5 {SNV + D1 + MC};{SNV + D1 + MC} [13;6] 98.38 99.75 96.97 [1990,5;59,1891] 
6 {SNV + D2 + MC};{SNV + D2 + MC}; [13;7] 99.11 99.90 98.31 [1993,2;33,1917] 
Model Pre-processing Reduced variables Test set 

Accuracy Sensitivity Specificity Confusion matrix 
1 {MC};{MC} [18;3] 98.76 99.53 97.98 [851,4;17,823] 
1.1 {MC};{MC} [10;2] 97.29 99.42 95.12 [850,5;41,799] 
1.2 {MC};{MC} [8;5] 97.46 99.53 95.36 [851,4;39,801] 
1.3 {MC};{MC} [5;5] 92.92 98.71 87.02 [844,11;109,731] 

MC - mean centring; SNV - standard normal variate; D1 – first derivative (Savitzky-Golay); D2 – second derivative (Savitzky- Golay). 
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sets that were only pre-treated with MC to obtain the minimum number 
of wavebands which can be used from the SWIR and VNIR regions while 
still achieving a classification accuracy above 95 %. The threshold was 
set to use a maximum of 10, 8 and 5 wavebands from each data block, 
the results of which are shown in Table 4. Using a maximum of 10 
wavebands, from both the SWIR and VNIR data sets, achieved a test set 
classification accuracy of 97.29 % with a sensitivity of 99.42 % and 
specificity of 95.12 %, classifying 5 false negatives and 41 false posi
tives. The total number of variables used for this classification was 10 
from the SWIR and 2 from the VNIR region. When the model was limited 
to include a maximum of 8 variables per block, 8 SWIR and 5 VNIR 
variables were used to obtain a test set classification accuracy of 97.46 % 
% with a sensitivity of 99.53 % and specificity of 95.36 %. The number 
of kernels classified as false negatives was 4 and false positives were 39 
out of a total of 1695 representative kernels. Limiting to 5 useable 
variables from each data block (SWIR and VNIR) resulted in a test set 
classification accuracy of 92.92 %, with sensitivity of 98.71 % and 
specificity of 87.02 % using 5 SWIR and 5 VNIR variables. Having 
decided to consider a 95 % threshold as the minimum accuracy for a 
model to be acceptable for practical use, with the scope of classifying 
between ungerminated and germinated barley grain, this last model, 
though still presenting a good sensitivity, resulted unsuitable. The true 
benefit of a multispectral imaging approach is the significant reduction 
in sensor cost and the gained benefit of implementation of such a system 
for real time monitoring of industry problems such as barley pre-harvest 
germination classification [48]. The benefit of such technology is further 
exploited by a variable selection procedure selecting variables 

(wavebands) of importance from two unique imaging systems in the 
VNIR and SWIR regions. This can ultimately lead to the design of in
dustrial grain grading equipment using only light sources of specific 
waveband which have been identified by this dual imaging sensor 
approach. 

Average spectra (object-wise) were used for more efficient model 
development from a data set comprising 760 images. The method used 
in this study thus offers a rapid way to obtain and retain reliable data 
from multiple samples and to capture intra- and inter-sample variability 
more easily. Furthermore, using a robust multiblock variable selection 
strategy, enables selection of important variables (wavelengths) from 
both imaging systems. This will enable one to determine the need for 
variables in either or both the VNIR and SWIR regions to develop for 
example a single multispectral system. 

Moving toward agri-industrial application for precision farming and 
rapid grading, the foundation work with respect to variable reduction 
through waveband selection and, ultimately, the proof of concept has 
been shown. Multiple platforms could be used to accommodate an in
strument, these being in field grading by combine harvesters, during 
harvest, or post-harvest grading at barley storage facilities and malting 
facilities. However, for implementation on these platforms, a multi
spectral instrument using the specific wavebands indicated in this study 
will have to be designed and built to specifications tailored to the 
housing platform. A possible solution will be to use light emitting di
odes, of specific wavelength, arranged in a linear series, similar to cur
rent high throughput food and agricultural product grading and sorting 
instruments tailored to cereal grain. Indeed, an array of light filters 

Fig. 6. Variables selected using the multiblock SO-CovSel-LDA procedure for (A) SWIR and (B) VNIR data blocks.  

S. Helmut Orth et al.                                                                                                                                                                                                                           



Microchemical Journal 191 (2023) 108742

12

where only specific light is allowed to reach the sensor, much like a Red 
Green Blue (RGB) mosaic filter used in conventional cameras, can also 
be designed and used. Unsurprisingly, an instrument with the capacity 
to function in agricultural environments will have to be built in a robust 
manner. Thus such an instrument will have to include preventative 
measures to counteract environmental artefacts such as dust and other 
foreign objects, whilst maintaining selective targeting toward barley 
grain. Furthermore, instrument recalibration will have to commence 
annually prior to harvest, with data captured from the southern hemi
sphere supporting that of northern hemisphere harvests and vice versa. 
Consequently due to natural sample variation, model calibration and re- 
calibration, by capturing data from multiple seasons and geographical 
growing locations, will be fundamental to ensure that the most robust 
model for precise concurrent harvest decisions and post-harvest grading 
is used. 

4. Conclusion 

The proposed methods, investigated to classify pre-harvest germi
nation in malting barley, showed good results with classification accu
racies of above 99 % being obtained in all objectives. Using NIR-HSI 
systems in the SWIR and VNIR waveband regions shows that it is an 
analytical tool sufficiently sensitive to be used in solving classification 
problems when suitable chemometric methods are applied to spectral 
data. Using PLS-DA to build classification models, in the SWIR and VNIR 
waveband regions individually, good accuracy was achieved when using 
only the standard MC spectral pre-treatment technique. Allowing for a 
novel multiblock approach showed that an increase in classification 
accuracy can be obtained when the information from multiple sensors 
are used to address a global agriculture problem. SO-PLS-LDA and SO- 
CovSel-LDA, using the fused SWIR and VNIR data blocks, achieved 
good classification accuracy. These results also demonstrated that in
dustrial application is possible. Using the multiblock variable selection 
procedure, SO-CovSel-LDA, the number of wavebands to be included in 
the model could be reduced to 8 and 5 for SWIR and VNIR, which cor
responds to using only 2.8 % and 2.7 % of the original SWIR and VNIR. 
This still allows a classification accuracy higher than 97 % on an inde
pendent test set to be obtained. This further proves the concept that an 
online multispectral instrument can be built using the fundamental in
formation obtained in this study. Such an instrument or grading system 
using a multispectral approach will allow for rapid throughput of barley 
grain at malthouses and silos and allow for the assessment of degree of 
pre-harvest sprouting and ultimately barley seed viability. With com
mercial examples of optical sorters being able to sort grain at up to 40 
tonnes/h per processing line, imaging systems such as the one proposed 
have the added advantage of being able to detect, classify and sort grain 
based on other characteristics (not considered in this study but well 
researched) such as protein and moisture content, fungal contamination 
(e.g., due to fusarium and ergot) and grain total friability. The financial 
benefit of such a system is thus justified for the use of spectral imaging in 
the vis/NIR regions in the beer brewing and malting sector. This will 
enable barley farmers to gain unbiased grading information with regard 
to their crops and harvests, allowing them to make data driven decisions 
as to the quality of the grain they are selling. To the best of our 
knowledge no similar work has been performed with regards to using 
NIR-HSI coupled to SO-PLS-DA and SO-CovSel-LDA to classify between 
germinated and ungerminated barley seed using two instruments and 
separate sensors in the SWIR and VNIR waveband regions, respectively. 
The SO-PLS-LDA and SO-CovSel-LDA methods have, up until now, also 
not been implemented toward any classification problem using data 
obtained from two NIR-HSI instruments. The ground-breaking nature of 
this study makes for a truly novel approach to address an industry 
problem. 
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