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Significance

Social communication in humans 
depends on the movement of 
facial muscles, which may be the 
most potent form of nonverbal 
communication regarding 
emotion. Quantification of how 
facial expressions change over 
time has many potential 
applications in psychiatry and 
medicine. Our study introduces  
a computational framework 
designed to measure the 
dynamics of facial emotion 
expressions, using a cohort of 
individuals diagnosed with 
psychotic disorders and never-
psychotic adults as an empirical 
demonstration. We found 
patterns of emotion expression 
dynamics that were associated 
with different dimensions of 
psychosis, demonstrating the 
utility of the framework.
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Automating the analysis of facial emotion expression  
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in psychotic disorders
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Facial emotion expressions play a central role in interpersonal interactions; these dis-
plays are used to predict and influence the behavior of others. Despite their importance, 
quantifying and analyzing the dynamics of brief facial emotion expressions remains 
an understudied methodological challenge. Here, we present a method that leverages 
machine learning and network modeling to assess the dynamics of facial expressions. 
Using video recordings of clinical interviews, we demonstrate the utility of this approach 
in a sample of 96 people diagnosed with psychotic disorders and 116 never-psychotic 
adults. Participants diagnosed with schizophrenia tended to move from neutral expres-
sions to uncommon expressions (e.g., fear, surprise), whereas participants diagnosed 
with other psychoses (e.g., mood disorders with psychosis) moved toward expressions 
of sadness. This method has broad applications to the study of normal and altered 
expressions of emotion and can be integrated with telemedicine to improve psychiatric 
assessment and treatment.

facial emotion | facial expression analysis | emotion dynamics | psychosis |  
network model

Altered experience and expression of emotion are involved in many psychiatric, neu­
rologic, and medical conditions (1–9). These emotional abnormalities are associated 
with poor outcomes, but assessments are often costly and time-intensive, and available 
treatments are limited in their effectiveness (10–12). Moreover, our understanding of 
human emotions is based primarily on individuals’ self-report at a single time point. 
Although valuable, subjective reports are prone to retrospective biases (13, 14) and 
cross-sectional studies miss the dynamic interplay among emotions essential to under­
standing how emotions and their expression in social encounters unfold in real time 
(15). While there is no agreed-upon method for measuring emotional experience on 
fast timescales (second-to-second), facial emotional expressions (EEs) are directly 
observable. Recent advances in computer vision can readily quantify EEs (16), opening 
the door for the development and validation of computational methods that provide 
insight into the dynamic expression of emotions.

EEs serve as adaptive tools in social communication to influence the behaviors and 
perceptions of others (17); monitoring this continuously changing stream of expressions 
allows for interactants to form (sometimes accurate sometimes not) representations of 
their partner’s internal state. However, no studies have attempted to capture and interpret 
these rapid changes in EE. The current study presents an analytic method for addressing 
this gap, with potential applications to a range of medical and psychiatric pathologies. 
We combine facial emotion recognition algorithms (FERAs) trained on video data with 
computational network models to uncover EE dynamics on fast time scales. We validate 
this approach in a sample of people diagnosed with psychotic disorders, a population with 
pronounced EE abnormalities (10, 18, 19). Our approach provides clinically interpretable 
indices of EE dynamics that can be readily obtained with widely available video data in 
medical settings such as telehealth visits.

Our proposed framework is motivated by the fact that facial emotion expressions are 
essential in interpersonal communication (20). Although there is some cultural variation 
in the expression of social emotions (e.g., guilt), basic emotions (e.g., happiness, sadness) 
are universally displayed and recognized (21, 22). The current standard for objective 
measurement of facial expressions is the Facial Action Coding System (FACS) (23) and 
its companion system, Emotion FACS. These approaches revolutionized the study of facial 
expressions by standardizing measurement, but they rely on time-consuming ratings  
made by extensively trained coders, making FACS difficult to implement broadly. 
Electromyography (EMG) is a complementary tool for measuring facial movements. 
Although sensitive to subtle facial movements, EMG is obtrusive (24) and may draw 
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participants’ attention toward their face, making them aware of 
changes in their expressions and limiting ecological validity.

These limitations can be addressed by advances in machine learn­
ing/AI (25), namely FERAs; such as FaceReader (26) that decode 
EE state from video recordings (16, 27, 28). FERAs are remarkably 
accurate and far more scalable than human ratings or EMG. Scientists 
are starting to deploy these algorithms to study emotional expression 
in medical conditions (9, 25, 29–33). However, much of EE research 
has relied on static indices, such as the average level of an expression 
over time, even though these abnormalities often manifest in tem­
poral fluctuations within and between EEs. Emotion dynamics rely 
on the interaction of two fundamental forces: 1) inertia—the ten­
dency to remain in the current emotion and resist change (34) and 
2) transition/change—the inter-emotion relationships that modulate 
responses to key external and internal stimuli (15, 35, 36). We con­
ceptualized the components of our EE dynamics approach similarly, 
treating parameters in our model as reflecting inertia (autoregressive 
EE effects) and dynamics (cross-lagged EE effects) in EE patterns.

Uncovering these dynamics requires sophisticated statistical 
models such as those developed in computational neuroscience 
for understanding the dynamics of communication among brain 
regions (37). One influential algorithm, Group Iterative Multiple 
Model Estimation (GIMME), uses latent variable modeling com­
bined with vector autoregressive (VAR) techniques to estimate 
directed relationships among time-varying signals (37). GIMME 
performs particularly well in heterogenous data, where group-level 
effects fit the group well yet may fail to adequately describe any 
individual in the sample, thereby formally attempting to reconcile 
nomothetic and idiographic perspectives. GIMME has been 
extensively validated for use in functional neuroimaging and eco­
logical momentary assessment studies (37–39). Here, we adapt a 
modern variant of GIMME (40) to understand inertia and 
dynamic transitions among facial EEs using data collected at a 
high sampling rate, capitalizing on GIMME's ability to handle 
data collected at high temporal resolutions.

While current technology allows for the collection of facial EE 
data at extremely high temporal resolutions (30 Hz in our case), 
our study primarily centers around the dynamic relationships 
between facial macro-expressions of emotion, which occur 
roughly 500 ms to 4 seconds after a stimulus (41–43). These 
macro-expressions differ from micro-expressions—fleeting emo­
tional displays that last about 100 to 500 ms—usually appearing 
when emotions are intentionally suppressed or hidden (44, 45). 
Our objective was to leverage the high temporal resolution of our 
data, with a focus on rapid emotion transitions that are displayed 
for others to see. Thus, for our purposes, we focus on transitions 
in facial emotion expressions occurring every 500 ms.

Psychotic disorders, such as schizophrenia, present an oppor­
tunity to evaluate the translational potential of our computational 
approach. Symptoms of these disorders include inexpressivity 
(e.g., blunted facial expressions) and disorganization (e.g., incon­
gruent affect), which substantially impair functioning and are a 
major research priority (46–48). These symptoms are often prom­
inent and detected by clinicians through behavioral observation 
during interview. However, clinician ratings are general and qual­
itative. More precise analyses of altered EE have relied on 
labor-intensive methods [e.g., FACS ratings made by human raters 
(49)], which show associations with clinician-rated symptoms (10, 
18, 19). For example, in people with schizophrenia, human ratings 
of facial expressions are correlated with clinician-rated negative 
symptoms such as inexpressivity (50, 51), while atypical facial 
movements are correlated with clinician-rated disorganized symp­
toms (e.g., inappropriate affect, agitation) (49). Similarly, EMG 
studies have found that smiling is negatively correlated with 

clinician-rated negative symptoms (52, 53). In parallel, prelimi­
nary applications of FERAs suggest that individuals diagnosed 
with schizophrenia make fewer pleasant expressions and have less 
variability in pleasant expressions compared to never-psychotic 
individuals, and these differences are correlated with clinician-rated 
negative and disorganized symptoms (30, 54). However, none of 
these studies have examined EE dynamics.

Overall, this study sought to demonstrate the value of an 
AI-informed approach to quantifying EE dynamics that can 
inform our understanding of psychotic disorders and other med­
ical conditions where identifying atypical EE patterns may advance 
assessment and treatment. Video recordings were collected during 
a semi-structured clinical interview in an epidemiolocal sample 
of individuals diagnosed with psychotic disorders and a never- 
psychotic comparison group (55). EE signals measuring inertia 
and dynamics were related to gold-standard clinical measures 
including diagnosis and symptom severity.

Results

We used the FaceReader facial emotion recognition algorithm 
(26) (see Methods for details), which provided normalized intensity 
ratings (based on the probability of an emotion being present; see 
Methods) of seven EEs—angry, disgusted, happy, neutral, sad, 
scared, and surprised—over the course of a semi-structured clin­
ical interview (see Methods for details). Descriptive statistics for 
these variables (mean and SD of emotion amplitude), including 
differences among clinical groups, are provided in SI Appendix, 
Table S1. We fit dynamic network models (CS-GIMME model; 
details in Methods) to the FaceReader-derived EE time series data 
from each clinical interview, generating a set of autocorrelation 
parameters (capturing EE inertia), as well as cross-emotion 
directed associations that reflect lag-1 changes from one EE to 
another (see Fig. 1 for a conceptual overview of the analytic pipe­
line). These models yielded EE network structures that character­
ize common dynamics in the entire sample as well as diagnostic 
group-specific structures [never-psychotic (NP); other psychosis 
(OP); and schizophrenia (SZ)].

Network modeling revealed both contemporaneous and lagged 
relationships between EEs. Lagged effects represent the directed 
influence of one EE on another over a brief period (here, 500 ms), 
while contemporaneous effects represent instantaneous associa­
tions among EEs (Methods). Given our interest in the interplay of 
EE signals over time, we report only the lagged (dynamic) paths 
from the network models; contemporaneous effects are provided 
in SI Appendix, Table S2. Group and subgroup networks are vis­
ualized in Fig. 2. Individual differences in the strength of specific 
cross-emotion paths reflect differences in the tendency of subse­
quent frames to shift from one EE to another. For example, a 
weaker effect from Neutral to Sad in a given individual would 
indicate a lower propensity for shifting from neutral toward sad 
expression at the next time point (Table 1).

Clinical Group Differences in Emotion Expression Inertia. In the 
full sample, each facial EE had a positive AR1 coefficient, reflecting 
that all EEs showed a degree of inertia on average. We tested for 
group differences in AR1 coefficients and found that the NP group 
had a lower Angry AR1 coefficient compared to the OP group  
(d = 0.49, P = 0.009). All other group comparisons in AR1 co­
efficients were nonsignificant (Table 2).

Clinical Group Differences in Inter-Emotion Expression Dyna­
mics. Turning to directed effects among EEs, we found significant 
positive cross-lagged paths from Neutral to Happy, Sad, and 
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Disgusted that were present across groups (black paths in Fig. 2). 
Hence, EE patterns showed evidence of moving away from the 
neutral (primary) state across clinical groups. Furthermore, 
the network models revealed several instances of EE dynamics 
that were specific to a clinical group. Individuals in the NP 
group showed evidence of a tendency to move from Disgusted 
to Happy, Sad to Happy, and Surprised to Neutral. In the SZ 
group, a cross-lagged path from Disgusted to Happy was also 

identified. In addition Neutral to Surprised, Neutral to Scared, 
and Scared to Sad dynamics were identified in the SZ group. In 
the OP group, transitions were observed from Happy to Sad, 
Surprised to Sad, and Disgusted to Sad. Additionally, the OP 
group showed a negative cross-lagged effect from Sad to Happy, 
indicating a reduced tendency of transitioning from Sad to Happy 
on subsequent frames. Magnitudes of these effects are given in 
Table 3. Altogether, of the 84 cross-lagged effects possible, three 

Video Recording of Clinical Interview1 AI Decoding of Facial Emotion Expressions2

... ...

Time
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mro
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Sad
Angry
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Scared
Disgusted

Emotion Expression Time Series Preprocessing3 Preparation for Network Modeling4
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Fig. 1.   Analysis pipeline: automated facial emotion expression dynamics. Visual depiction of key steps in an analytic pipeline for automated facial EE dynamics 
analysis. 1) All participants completed a clinical interview while being recorded for facial movements. 2) Raw video data from the clinical interview was used 
in conjunction with FaceReader’s pre-trained AI model to estimate time-varying facial EEs (30 Hz native resolution). The line plot displays raw data from one 
representative participant with good data quality. Smoothed bolded lines in the foreground are estimated with a GAM filter for visualization purposes with raw 
facial emotion signals underlain. 3) Raw EE time series data were preprocessed including interpolation over segments of unusable data and downsampling 
to a 500ms time grid. Participants with poor data quality were excluded from further analysis (less than 5 min total or 90% or more missing; see Methods) 4) 
Preprocessed data were filtered/pre-whitened with a modified ARMA model prior to dynamic network modeling in order to ensure normally distributed iid 
residuals after fitting to GIMME. Smoothed raw data (red) are contrasted to full pre-whitening (green) and pre-whitening with refit ARMA coefficients while 
retaining only lag 1 autoregressive component (blue). 5) Preprocessed and ARMA-filtered time series (retaining AR1 component) were fit to directed network 
models using CS-GIMME. 6) Path values (partial betas) from the fitted model are extracted from the GIMME model and examined for individual differences 
based on categorical diagnostic status and continuous psychotic symptom dimensions.
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were observed in all groups, two in two groups, seven in one group, 
and 72 did not substantially improve model fit and were excluded.

Although these five significant paths (transitions/dynamics) were 
observed in multiple groups, these effects could vary in magnitude. 
We tested for such group differences in a mixed-effects regression 
model (Table 3). We found that Neutral to Happy dynamics were 
weaker in both SZ and OP groups, but the deficit was particularly 
pronounced in OP (d = −1.95 and −1.41 compared to NP and SZ, 
respectively). Neutral to Sad dynamics were greater in OP compared 
to NP (d = 1.28) and SZ (d = 1.18) groups. Also, transitions from 
Sad to Happy were less likely in OP compared to NP group (d = 
−2.27). In contrast, there were no group differences in transition 
coefficients from Neutral to Disgusted and Disgusted to Happy.

Associations of Emotion Inertia and Dynamics with Symptom 
Dimensions. We examined associations of EE inertia and 
dynamics with relevant symptom dimensions by calculating 
partial correlations that control for study group, sex, age, and 
race (Fig. 3). We found significant negative partial correlations 
between disorganization and AR1 components for Neutral, 

Happy, Surprised, and Scared, indicating that high disorganization 
was associated with lower inertia for these expressions. These 
results indicate that participants with more severe disorganized 
symptoms had an increased tendency to “leave” these EEs and 
shift nonspecifically toward other expressions. Further, tardive 
dyskinesia was associated with weaker Neutral to Sad dynamics, as 
well as lower Angry and Disgusted inertia. Also, reality distortion 
was associated with higher Sad AR1 (inertia).

Finally, we were interested in whether SZ-specific facial emotion 
dynamics could be attributed to specific psychotic symptoms. In 
a post hoc exploratory analysis within the SZ group, disorganiza­
tion was associated with stronger cross-lagged dynamics from 
Neutral to Scared and Surprised (Table 4). Further, inexpressivity 
was associated with decreased Neutral to Surprised dynamics and 
increased Disgusted to Happy dynamics.

Discussion

We developed a computational method that combines FERAs and 
network modeling to study EE dynamics in video recordings of 

Surprised
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NP SZ

Angry

Sad

Happy

Neutral

Disgusted

Scared

Surprised Angry

Sad

Happy

Neutral

Disgusted

Scared

Surprised Angry

Sad

Happy

Neutral

Disgusted

Scared

Fig. 2.   CS-GIMME network modeling results. Network visualization of cross-lagged CS-GIMME results (contemporaneous paths are omitted, see Methods). Black 
lines represent group-level paths that are estimated for all participants regardless of clinical group assignment, with colored lines denoting subgroup-specific 
paths that did not improve model fit at the group level but improved fit locally within a clinical group. Dashed lines in the lower (OP) panel denote negative paths, 
with all others (solid) reflecting positive path estimates. SZ = Schizophrenia Group, OP = Other Psychosis Group, NP = Never Psychotic Group.
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clinical interviews. Our method revealed patterns of EE dynamics 
that were shared by participants diagnosed with schizophrenia, 
other psychotic disorders, and never-psychotic adults as well as 
patterns that differed between these groups. In the other psychosis 
group (e.g., mood disorders with psychosis), many dynamics con­
verged on Sad, with various EEs moving toward Sad on subsequent 
timesteps. This was complemented by a reduced tendency to tran­
sition from Sad to Happy. This is consistent with prior literature 
showing that in mood disorders sadness dominates affective 
expressions (56, 57). Among participants diagnosed with schizo­
phrenia, we found evidence of more frequent facial movements 
from Neutral to Scared and Surprised. These effects were limited 
to schizophrenia likely because Scared and Surprised were uncom­
mon expressions more generally, and hence shifts involving these 
emotions were atypical overall. Importantly, mean levels of scared, 
surprised, and neutral expressions did not differ between diagnos­
tic groups, but modeling the interplay among EEs was able to 
elucidate group differences.

In the context of a clinical interview, the observed pattern of 
transitioning from Neutral to Scared and Surprised might denote 

several possible explanations. From the perspective that EEs are 
primarily tools of social influence (17), fearful EEs signal submis­
sion to a social partner, which may represent conscious responses 
to perceived interpersonal threat over the interview. Alternatively, 
it is possible that the contents of the interview encouraged the 
discussion of previous frightening experiences. However, we think 
that our findings primarily reflect a propensity to express uncom­
mon or unexpected EE dynamics. This interpretation is consistent 
with the literature on the tendency of people with schizophrenia 
to experience and express emotions that are incongruent with the 
situation they are in refs. 50, 51, 58, and 59. This explanation was 
further supported by positive associations between these dynamics 
and clinician-rated disorganization symptoms (e.g., incongruent 
affect, bizarre behavior).

Thus, transitions to Surprised and Scared in the SZ group may 
be primarily indicative of disorganized dynamics. At unusually 
high levels, stable EE dynamics that tilt the (facial-muscular) sys­
tem toward these expressions may tap into formal thought disorder 
measured by SAPS, which may be caused by a breakdown in 
goal-directed socio-emotional control. Conversely, the pattern of 

Table 1.   Baseline demographic and clinical characteristics of final sample
SZ (n = 43) OP (n = 53) NP (n = 116) Case − NP SZ – OP

Characteristic N (%) N (%) N (%) OR (P-value) OR (P-value)

Male 25 (58.1) 30 (56.6) 59 (50.9) 0.77 0.94

White 32 (74.4) 45 (84.9) 107 (92.2) 0.43 0.36

Black 3 (7.0) 2 (4.8) 5 (4.3) 1.28 1.85

Other race 8 (18.6) 6 (11.3) 4 (3.4) 3.42 3.13

On antipsychotic 33 (79) 22 (42) 1 (<1) 154.00 5.17

On antidepressant 13 (30) 23 (43) 25 (22) 2.15 0.59

On mood stabilizer 13 (30) 15 (28) 1 (<1) 46.81 1.14

Mean (SD) Mean (SD) Mean (SD) d (P-value) d (P-value)

Age, y 52.0 (8.2) 52.5 (9.3) 56.4 (9.1) −0.46 −0.06

Reality distortion 5.7 (8.2) 1.0 (2.1) 0.23 (1.1) 0.69 0.82

Disorganization 6.5 (7.6) 3.6 (5.3) 1.6 (2.9) 0.69 0.47

Avolition 17.2 (7.8) 9.5 (7.1) 4.5 (5.6) 1.23 1.05

Inexpressivity 10.2 (9.5) 4.0 (5.5) 1.7 (2.9) 0.88 0.83

Tardive dyskinesia 1.1 (1.6) 1.0 (2.3) 0.1 (0.6) 0.63 0.08
Note. In the upper section, number of participants in each clinical group by demographic characteristics. Medication status was obtained by interview of participants and from their pill 
bottles. For continuous variables, we report the mean and SD within each clinical group. Reality Distortion is a composite of hallucinations and delusions; Disorganization of formal thought 
disorder and bizarre behavior; Avolition of apathy, asociality, and engagement in activities; and Inexpressivity of blunted facial and vocal expression and expressive gestures. OR = odds 
ratio, SZ = Schizophrenia Group, OP = Other Psychosis Group, NP = Never Psychotic Group.

Table 2.   CS-GIMME autoregressive (inertia) coefficients
NP SZ OP SZ–NP OP–NP SZ–OP

Emotion Mean (SD) Mean (SD) Mean (SD) d d d

NeutralAR1 0.78 (0.10) 0.75 (0.13) 0.75 (0.10) −0.23 −0.26 0.00

HappyAR1 0.72 (0.12) 0.75 (0.14) 0.75 (0.23) 0.17 0.18 −0.03

SadAR1 0.70 (0.15) 0.64 (0.19) 0.68 (0.14) −0.40† −0.19 −0.21

AngryAR1 0.68 (0.20) 0.71 (0.23) 0.77 (0.16) 0.12 0.49** −0.35†

SurprisedAR1 0.65 (0.19) 0.68 (0.18) 0.71 (0.15) 0.15 0.35 −0.21

ScaredAR1 0.64 (0.19) 0.64 (0.20) 0.63 (0.16) 0.00 −0.06 0.06

DisgustedAR1 0.72 (0.13) 0.72 (0.15) 0.72 (0.15) 0.03 0.01 −0.03
Note. Mean and SD values for each inertia (AR1) coefficient calculated for each clinical group. Righthand columns show the effect size of and group difference comparison between pairs 
of subgroups, expressed in Cohen’s d. Statistical significance (FDR-corrected) is denoted: ***P ≤ 0.005, **P ≤ 0.01, *P ≤ 0.05, †P ≤ 0.10. SZ = Schizophrenia Group, OP = Other Psychosis 
Group, NP = Never Psychotic Group.
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transitions to Sad in the OP group was not related to a specific 
dimension of psychosis and is likely more attributable to concur­
rent (typically primary) mood pathology in this group (e.g., 
schizoaffective disorder, mood disorder with psychosis).

Somewhat unexpectedly, we did not find strong group differ­
ences in EE inertia. However, inertia was related to specific symp­
tom dimensions. Most notably, greater disorganization was 
associated with lower inertia in Neutral, Happy, Surprised, and 
Scared expressions. This pattern suggests that people with more 
volatile facial expressions were rated by interviewers as more dis­
organized. This is consistent with findings of ecological momentary 
assessment research that disorganization is linked to greater vari­
ability in negative affect over time (60). Interestingly, clinician-rated 
inexpressivity was weakly associated with greater inertia of each 
EE, indicating reduced variability of overall facial expression, 
although this effect did not reach statistical significance. Tardive 
dyskinesia was associated with multiple abnormalities in expres­
sion, most significant of which was volatility (low inertia) in 
Disgust. Indeed, tardive dyskinesia often affects muscles of facial 
expression (61), suggesting that these particular EE dynamics may 
have neurological origins at least in part. This underscores utility 
of our computational approach beyond psychiatry, as it has poten­
tial applications in screening for certain neurologic conditions or 
side effects of prolonged antipsychotic use.

Methodologically, the conjunction of FERAs with dynamic 
network models is the natural confluence of two mature compu­
tational approaches that can be harmonized for use in research 
and applied settings. This technological confluence is timely given 
availability of video data resulting from the rise of telemedicine 
during the COVID-19 pandemic (62). While large amounts of 
video data are easily collectible or already in existence, a key miss­
ing element has been a scalable and straightforward analytic frame­
work to extract the useful EE content contained within this 
information-rich data modality. We described such a framework 
and demonstrated that the EE dynamics it identified relate to 
psychiatric diagnosis and symptom measures. Further, our method 
captures fine-grained (~500 ms) EE dynamics that would be 
extremely labor-intensive to collect using human raters. This opens 
the possibility for application to different contexts [e.g., brief video 
collection in daily life (63, 64), disorders (affective and perso­
nality disorders), and clinical questions [assistance with diagnosis, 
treatment-outcome measurement, guidance of just-in-time adap­
tive interventions (65)].

These strengths notwithstanding, we note limitations of this 
work that can guide future efforts to validate and expand upon 

Table 3.   CS-GIMME cross-lagged (inter-EE dynamics) coefficients

Group
NP SZ OP SZ-NP OP-NP OP-SZ

Edge Mean (SD) Mean (SD) Mean (SD) d d d

Neutral → Disgusted All 0.29 (0.17) 0.27 (0.19) 0.27 (0.18) −0.14 −0.13 −0.01

Neutral → Happy All 0.30 (0.18) 0.23 (0.20) −0.01 (0.14)    −0.38** −1.95*** −1.41***

Neutral → Sad All 0.22 (0.16) 0.20 (0.21) 0.45 (0.24) −0.16 1.28*** 1.18***

Sad → Happy NP, OP 0.13 (0.14) 0 −0.37 (0.40) – −2.27*** –
Disgusted→ Happy NP, SZ 0.15 (0.14) 0.14 (0.15) 0 −0.04 – –

Surprised→ Neutral NP 0.10 (0.09) 0 0 – – –

Neutral → Surprised SZ 0 0.09 (0.12) 0 – – –

Neutral → Scared SZ 0 0.13 (0.15) 0 – – –

Scared→ Sad SZ 0 0.07 (0.09) 0 – – –

Happy → Sad OP 0 0 0.48 (0.38) – – –

Surprised→ Sad OP 0 0 0.13 (0.19) – – –

Disgusted→ Sad OP 0 0 0.25 (0.21) – – –
Note. Mean and SD values for each cross-lagged coefficient calculated within each clinical group. Group column represents what subgroup the transition coefficient was estimated for 
(With “All” denoting coefficients that were estimated for all groups). Pairwise group differences are expressed in Cohen’s d. Statistical significance (FDR-adjusted) is denoted: ***P ≤ 0.005, 
**P ≤ 0.01, *P ≤ 0.05, †P ≤ 0.10. SZ = Schizophrenia Group, OP = Other Psychosis Group, NP = Never Psychotic Group.
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Fig.  3.   Results of individual differences analysis. Note. Heatplot of partial 
correlation coefficients between dimensional psychosis scores and group-
level facial EE signals (covariates: clinical group and demographic variables). 
Significant results are highlighted with white text and asterisks (*P < 0.05,  
**P < 0.01, ***P < 0.005). All P-values have been FDR adjusted. See SI Appendix, 
Fig. S4 for unconditional (bivariate) correlation heatplot.

http://www.pnas.org/lookup/doi/10.1073/pnas.2313665121#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2313665121#supplementary-materials


PNAS  2024  Vol. 121  No. 14  e2313665121� https://doi.org/10.1073/pnas.2313665121   7 of 10

our method. First, inferences about the dynamics of emotional 
experience are limited by our method’s focus on facial expressions. 
This can be addressed in part by extending the framework to 
consider the content of what the participant said. Linguistic char­
acteristics (e.g., arousal, valence, topic) of the interviewee’s responses  
can be included in GIMME models alongside facial expressions. 
AI models are already available that assess these characteristics 
rather accurately (66), though incorporating linguistic content 
alongside EEs will require modifications to the present framework 
and further validation. Second, the sample was largely White. 
Although there is evidence that EEs generalize across racial groups 
(22), a recent study found that FaceReader may fail to classify 
facial expressions more frequently for Black than non-Black par­
ticipants (67). Though we did not find this pattern in our data 
(SI Appendix, Materials), the present findings need to be replicated 
in more diverse samples. Finally, our analysis was limited to emo­
tion dynamics that occurred at fast timescales, and slower dynam­
ics that manifest seconds to minutes later would be missed in our 
approach. Despite these limitations, we provide proof-of-concept 
for the general computational approach and demonstrate the abil­
ity of this method to explain variation in relevant dimensions of 
psychosis.

Facial expressions are fundamentally intertwined with emo­
tional experience and the desire to convey or hide an internal 
experience in a social setting. However, until recently, the ability 
to quantify facial expressions at the scale needed to examine EE 
dynamics has remained a challenge. We presented a computa­
tional method for quantifying dynamics among EEs that 
addresses this bottleneck. With medicine’s increasing utilization 
of telehealth and AI, FERAs and complementary computational 
methods are poised to serve an increasing role in quantifying 
objective indices of socio-emotional health. For example, auto­
mated EE detection may provide actionable read-outs of emo­
tional experience or social signaling that could help clinicians 

identify the onset or worsening of psychopathology (68), which 
could indicate a need for referrals to a psychiatrist or neurologist 
or the need for pain management. Likewise, facial emotion pro­
files linked to diagnoses, symptoms, or other clinical features can 
help in treatment selection by augmenting data collected from 
clinical interviews with signals that may be too subtle for human 
practitioners to notice in the aggregate. Further refinement of 
this approach may prove valuable in identifying objective markers 
of socio-emotional abnormalities that can inform clinical judg­
ment and treatment in psychology, psychiatry, and medicine 
more broadly.

Methods

Sample. Participants were drawn from the Suffolk County Mental Health Project, 
a longitudinal study of first-admission psychosis recruited 1989-1995 from the 
12 inpatient units in Suffolk County, NY (response rate 72%; Bromet, 1992). 
Eligibility criteria included residence in Suffolk County, age between 15 and 60, 
ability to speak English, IQ > 70, first admission within the past 6 mo, current 
psychosis, and no apparent medical etiology for psychotic symptoms. Research 
diagnoses were made by consensus of study psychiatrists using all available 
information collected by Year 20, including medical records, significant other 
interviews, and diagnostic interviews. The diagnostic process has been described 
previously (69). For the present study, groups of interest were SZ and other psy-
chosis (OP). A sex- and age-matched comparison group of 261 NP adults was 
recruited using random digit dialing in zip codes where members of the psychosis 
cohort resided at Year 20 (response rate 67%) (55, 70). Written informed consent 
was obtained at each visit. This research was approved annually by the Committee 
on Research Involving Human Subjects at Stony Brook University. Participants 
received financial compensation for their time.

The 25-y follow-up included 569 participants. The current study is based on 
participants who consented to video recording and the recording had sufficient 
quality for FERA + GIMME analysis (see below). This resulted in 43 SZ, 53 OP, 
and 116 NP participants. Table 1 describes the demographic characteristics of 
the three groups.

Table 4.   Post-hoc analysis: Associations between SZ-specific facial EE signals and psychosis dimensions.
Facial EE signal Clinical dimension Estimate S.E. t P

Disgusted→ Happy Inexpressivity 18.47 7.43 2.49 0.01
(SZ-only) Avolition 1.83 7.44 0.25 0.81

Reality distortion −3.13 7.45 −0.42 0.67
Disorganization −8.11 7.43 −1.09 0.28
Tardive dyskinesia 0.37 7.46 0.05 0.96

Scared→ Sad Inexpressivity 17.91 12.85 1.40 0.16

(SZ-only) Avolition −21.76 12.87 −1.69 0.09
Reality distortion −2.53 12.89 −0.20 0.84
Disorganization −19.44 12.85 −1.51 0.13
Tardive dyskinesia −2.62 13.13 −0.20 0.84

Neutral→ Scared Inexpressivity 12.45 7.26 1.71 0.09

(SZ-only) Avolition 0.81 7.26 0.11 0.91
Reality distortion 13.93 7.50 1.86 0.06
Disorganization 15.15 7.26 2.09 0.04
Tardive dyskinesia 1.35 7.41 0.18 0.86

Neutral→ Surprised Inexpressivity −19.04 9.05 −2.10 0.04
(SZ-only) Avolition −0.52 9.11 −0.06 0.95

Reality distortion 21.15 14.49 1.46 0.14
Disorganization 21.93 9.05 2.42 0.02
Tardive dyskinesia −3.55 9.10 −0.39 0.70

Note. Regression coefficients, with SE, t-statistics, and P-values for post hoc analyses relating SZ-only edges to dimensions of psychosis. All p-values are FDR-corrected. SZ = Schizophrenia 
Group, OP = Other Psychosis Group, NP = Never Psychotic Group.

http://www.pnas.org/lookup/doi/10.1073/pnas.2313665121#supplementary-materials
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Procedure. Video-recordings were taken during a clinical interview that con-
sisted of the Structured Clinical Interview for DSM-IV (71) and Quality of Life 
Scale interview (72).

Clinical Measures. Symptoms were assessed using the Schedule for the 
Assessment of Positive Symptoms (SAPS) (73) and Schedule for the Assessment 
of Negative Symptoms (SANS) (74). Interviewers rated symptoms based on all 
available information, including data collected during the clinical interview, infor-
mation from medical records, and interviews with significant others who know 
the participant well. The SAPS and SANS were scored into four factor-analytically 
derived subscales—reality distortion, disorganization, inexpressivity, and avoli-
tion—described previously (46). Internal consistency of these scales was in the 
acceptable range (α = 0.77 to 0.88). Tardive dyskinesia was assessed as a total 
score on the Abnormal Involuntary Movement Scale (75), which includes seven 
observational ratings of movements in face, lips, tongue, extremities, and trunk.

Facial Emotion Time Series Generation and Preprocessing. Participant 
videos were translated into facial EE time series using FaceReader version 8.0 
(26): a commercially available automated facial emotion classification software. 
FaceReader is recognized as one of the most accurate FERAs with comparison 
studies demonstrating excellent convergence with manually coded facial affect 
(31), and is 79% as accurate as human raters even under naturalistic conditions 
(16). FaceReader uses a deep neural network (76, 77) trained on a set of over 
20,000 manually annotated images to classify continuously measured facial dis-
plays across seven basic emotions identified by Paul Ekman (78, 79). This training 
dataset was racially diverse, and FaceReader showed excellent performance in two 
independent samples that included Asian, Black, and Hispanic participants (16). 
FaceReader generates an estimate of the degree of concordance of the current 
facial expression with the neural network’s learned/cached representation of each 
EE, returning the probability of each EE from 0 to 1*. Time series for each of the 
seven EEs are generated at a sampling rate of 30 Hz.

Prior to analysis, we combined the raw FaceReader output for participants 
with more than one video file into a single data frame. Given our interest in 
primarily characterizing AR1 processes in these data, we concatenated all data 
frames and padded transitions between video files with 1,000 missing values 
(so as not to affect GIMME). We smoothed over very brief periods of unusable 
data with Stineman interpolation (80), implemented in the imputeTS R package 
(81). We interpolated over a conservative maximum window of 30 frames/1 s 
of missing data to ensure that interpolated values were anchored by reliable EE 
estimates. After interpolating over small segments of missing data, we excluded 
participants that either had five minutes or less or contained less than 10% of 
readable frames. Distributions of total valid frames and of the overall percentage 
of valid frames are presented in SI Appendix, Table S2 and Fig. S3. Out of an 
initial 240 participants, we excluded 28 (nSZ = 12, nOP = 7, nNP = 9) based on 
these criteria, leaving 212 participants for CS-GIMME fitting. Given our a pri-
ori interest in studying rapidly unfolding EE dynamics that are interpersonally 
apparent (i.e. macroexpressions), we downsampled from 30 Hz to 2 Hz. Prior 
to downsampling, we observed relatively smooth transitions in autocorrelation 
and cross-correlations functions (ACF, CCF, respectively; see SI Appendix, Fig. S2) 
across lags, providing evidence that cross-lagged emotional transitions did not 
preferentially dominate any specific frequency band across EEs. Downsampling 
was performed by chunking 30 Hz FaceReader output into 15-frame bins and 
taking the mean of non-missing values for every EE. Downsampled time series 
were then within-participant standardized to a mean of 0 and SD of 1.
Preparation for network modeling. Prior to fitting CS-GIMME, we prewhitened 
each EE timeseries using an Auto-Regressive Moving Average (ARMA[8,2]; see 
SI Appendix for details) model to avoid contamination of effects of interest (lag-
1) with autoregressive effects from higher-order lagged influences (lag-2, lag-
3, etc.). However, given that CS-GIMME explicitly models AR1 components of 
the multivariate timeseries, we extracted the ARMA coefficients for all EEs and 
refit the downsampled timeseries, this time with the AR1 coefficient fixed to 0 
and retained the residuals of this model to be fit by CS-GIMME. This procedure 
effectively removes higher-order autoregressive properties of the downsampled 

timeseries, while preserving the lag-1 autocorrelation structure of the data (fig-
ure. 2, 4), which is explicitly modeled within the CS-GIMME framework. This final 
preprocessing step ensures that GIMME residuals are iid and normally distributed 
and conform to model assumptions.

Network Model Fitting. Preprocessed and downsampled EE timeseries were 
used to estimate contemporaneous (lag-0) and lagged relationships among 
facial expressions using the Confirmatory Subgrouping Group Iterative Multiple 
Model Estimation algorithm [CS-GIMME (37, 40)]. The GIMME algorithm iden-
tifies individual and group connectivity patterns by fitting structural equation 
models† to time series data, and iteratively adjusting models for improved fit 
using modification indices in two steps: a whole group-level search followed by 
an individual-level search. CS-GIMME extends the GIMME algorithm by perform-
ing an additional subgroup-specific search for paths between timeseries that are 
present in a labeled subgroup, but not in others. Confirmatory subgroups were 
SZ, OP, and NP. Paths estimated for the entire sample were estimated if their 
addition into the structural model improved model fit for ≥75% of participants in 
the total sample (39, 82). Subgroup-specific paths were added if they improved 
fit for ≥65% participants in the group (this cutoff was determined empirically; 
see SI Appendix, Methods and Fig. S5).

Analytic Approach.
Group differences in facial emotion inertia and dynamics. After fitting CS-GIMME 
to EE timeseries, we extracted estimated regression coefficients for cross-lagged 
effects and treated these as edges in participant-specific graphs. Thus, participant-
specific network structures consisted of a combination of edges that were estimates 
for all participants (whole group-level), participants within an a priori subgroup 
(subgroup-level), and individual-level edges. As noted above, nodes in these net-
works are each of Eckman’s facial EE types and can generally be thought of as “EE 
states”, though note that facial emotion signals are computed as continuous meas-
ures and do not undergo state transitions in a Markovian sense. In this continuous 
representation, it is plausible to conceptualize EE signals as the intensity of a par-
ticular EE. Thus, the extracted betas from CS-GIMME more accurately represent the 
parametric weight on a participant’s tendency to transition in intensity from one EE to 
another (see SI Appendix, Materials for an in-depth discussion on how our approach 
differs from discrete state-space approaches such as hidden Markov models).

CS-GIMME estimates both contemporaneous (lag-0) and cross-lagged (lag-1) 
graph edges. The contemporaneous edges represent the relationships among EEs 
over the previous 0.5 s, which tend to be suppressive (i.e., high neutral scores are 
associated with lower happy, scared, angry, etc scores within the same timepoint). 
We were primarily interested in group differences in the lagged networks, given 
that the primary statistical innovation in using CS-GIMME (and dynamic network 
models more generally) lies in its ability to analyze inter- and intra-EE dynamics 
from time t to time t + 1. Due to our primary interest in temporal dynamics (inertia 
and transitions), we conceptualized contemporaneous associations as absorbing 
nuisance variation. As such, under the current analysis regime, contemporaneous 
associations partial out nuisance variation at the same timepoint to promote EE 
specificity in lag-1 transitions. In other words, lagged effects reflect the unique 
tendency to transition from one EE to another.

In the current analysis, we were interested in two primary measures of the 
lagged network: the AR1 component of each EE time series and weights for 
cross-lagged edges estimated at the group and subgroup level. First, we interpret 
higher AR1 paths for a given EE as greater inertia of the expression or a heightened 
propensity to remain relatively stable with respect to the expression of an emotion 
over the course of the interview (34). We additionally analyzed group differences 
in common cross-lagged edges (betas) as a test of whether transitions among 
specific EEs differed between groups.

Primary data analysis consisted of two similarly structured mixed effects 
regression models, where graph measures (AR1 components, cross-lagged 
edge values) were predicted by interacting categorical predictors of clinical 
group (NP, OP, SZ) and the specific EE dynamics parameters (in the AR1 model 
this was a categorical predictor denoting whether the value was an angry, sad, 
neutral, etc. AR1 path). We additionally included measures of video quality (n 
valid frames, n complete frames, percentage of missing frames) as nuisance 

*Of note, the goal of our analysis is to quantify smooth transitions amongst EEs in a con-
tinuous representation (rather than discretizing frames into specific expression “states”), 
which maximizes statistical power and precision. As we note below, in a continuous setting 
we can consider these measures of expression intensity.

†More specifically, GIMME uses the extended unified structural equation model [euSEM 
(86)], where contemporaneous and lagged paths are estimated simultaneously.

http://www.pnas.org/lookup/doi/10.1073/pnas.2313665121#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2313665121#supplementary-materials
http://www.pnas.org/lookup/doi/10.1073/pnas.2313665121#supplementary-materials
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covariates. Pairwise contrasts between groups were tested, controlling for 
the number of comparisons (83, 84). Degrees of freedom for contrasts were 
computed using the Kenward–Roger method, and p-values were adjusted 
using the Tukey method for comparing each family of three tests (NP-SZ, 
NP-OP, SZ-OP).

Associations with Variation in Psychosis Symptom Dimensions. After exam-
ining group differences in CS-GIMME parameters (AR1 paths and directed edge 
values), we tested whether these variables were related to symptom dimensions 
to investigate more specific clinical constructs than heterogeneous disorders. 
Schizophrenia and psychosis-spectrum disorders are heterogenous in their 
symptom presentation, meaning that the presence or absence of a group-level 
effect does not preclude more focal associations between a measure of facial 
affect dynamics and a specific domain of psychotic functioning. We computed 
the partial Pearson correlation of each common CS-GIMME attribute with the five 
clinical measures, controlling for clinical group status, biological sex, and race. 
Statistical control for study group ensured that the partial correlations are not 
redundant with effects of group status, but rather reflect incremental dimensional 
associations beyond diagnostic group.

Post-hoc Subgroup-Specific Analyses. Finally, we ran a series of post hoc 
mixed effects models based on subgroup-specific paths estimated by CS-GIMME. 
While subgroup edges denote that most participants in a given a priori subgroup 

display evidence of significant EE dynamics, we sought to directly test whether 
these subgroup-specific effects showed a cleaner mapping onto specific symptom 
dimensions. With respect to SZ-specific edges, we ran a separate mixed effects 
model predicting clinical dimension scores by edge values. Given that overall, 
these edges are absent among non-SZ participants, we ran these models using 
a filtered dataset containing only SZ participants. Significant associations in these 
models indicate that within participants with SZ, higher subgroup-specific edges 
denote greater psychotic symptom severity, serving as a post hoc “dimensional 
specificity analysis.”

Data, Materials, and Software Availability. Anonymized between-subjects 
variables used in our analyses, along with computed facial emotion signals can be 
found on the Open Science Framework repository (https://osf.io/8gsye/) (85). An 
R package with usable functions extracted from our analysis is publicly available 
on GitHub, which is linked in the OSF repository.
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