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‘Many to One’ in the Articulation to Acoustics Map

Keith Johnson
Sarah Bakst

Abstract.  The “many to one” problem arises when trying to map inversely from acoustic patterns to 
vocal tract configurations.  In one famous demonstration, Atal et al. (1978) searched through the 
acoustic outputs of a synthetic vocal tract for vowels that matched each other exactly on the frequencies
of the first three resonances (F1-3) and found that for each vowel tested [i], [a] and [u] there were 
several vocal tract configurations that gave the same formant frequencies.  This result has been used to 
show that one (whether speech technologist or listener) cannot inversely map from acoustics to derive a
unique possible vocal tract shape.  We synthesized vowels using the formant frequencies reported by 
Atal et al. and show that listeners can detect differences between them even though the vowels are 
identical in the first three formants.  Our conclusion is that listeners may not be as troubled by a many-
to-one problem as has been assumed before. 

Introduction
A framework for thinking about the inversion problem in speech acoustics was stated by Atal et al. 
(1978) in this way:

“The relationship between the shape of the vocal tract and its acoustic output can be 
represented as a multidimensional function of a multidimensional argument 

y = f(x)

where x is a vector describing the configuration of the articulators, y is a vector 
describing the resulting acoustics, and f is the function relating these vectors. We will 
assume that x has m dimensions and y has n dimensions.”

The inversion problem is that the mapping between the acoustic output of the vocal tract (y) and the 
articulatory configurations that gives rise to that acoustic pattern (x) is “multivalued for many situations
of importance” (p. 1536).  That is, there is a many-to-one mapping between articulation and acoustics .

The many-to-one problem was described by Schroeter & Sondhi (1994) as the non-uniqueness of the 
inverse mapping. They showed mathematically that there is no way to determine how many poles and 
zeros interact in producing a vocal tract transfer function, and that the inverse problem is compounded 
because acoustic characteristics of the voice source cannot be separated from filter characteristics.  
Research seeking to derive articulatory parameters from the speech acoustic signal – as a way to 
constrain speech recognition systems or as a way to train articulatory speech synthesizers – has 
generally assumed that the many-to-one problem is a major hurdle.  And given the sparsity of 
representations (acoustic and/or articulatory) that is available in practical systems this has proven true 
(see for example, Papcun, et al., 1992; Neiberg, et al., 2008; and Demange & Ouni, 2013).

One the other hand, the direct realist view of speech perception (Fowler, 1986; 2006) holds that there is
no inversion problem and that the mapping is not many-to-one.  In this view of speech perception the 
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acoustic signal “specifies” the vocal tract, so that the details of speech articulation are on full view for 
the listener based on information in the speech signal.  

One difference in opinion between researchers who assume that there is a many-to-one mapping 
problem and those who assume that the acoustic signal fully specifies the vocal tract hinges on what 
Atal et al. (1978) called “situations of importance”, or more specifically in the number of dimensions 
that one would include in the acoustic vector y.  Atal et al. operationalized their description of the 
acoustic space for vowels with information about the frequencies, bandwidths and amplitudes of the 
first three vocal tract resonances. Higher resonances were not considered to be important.  The 
experiment that we report here tested the importance of F4 in vowel perception by synthesizing vowels 
that were reported by Atal et al. (1978) to illustrate the many-to-one mapping between articulation and 
acoustics.  To preview our results, we find that listeners are well able to hear the differences between 
these “practically identical” vowels.  This conclusion calls into question the suggestion that there is a 
many-to-one mapping problem for listeners.

Figure 1.  Reproduced from Atal et al. (1978, figure 22).  Four vocal tract area functions 
that result in /i/ vowels that have the same frequencies and amplitudes of the first three 
formants.  Note that F4 frequency and bandwidth varies for these vowels.

UC Berkeley Phonetics and Phonology Lab Annual Report (2016)

65



Methods
Subjects.  Fifteen listeners (7 men and 8 women) participated in the experiment.  They were 
undergraduate and graduate students in linguistics at UC Berkeley.  They were all native or near-native 
speakers of English.  Three were bilingual speakers of English and Spanish (#103, 107, 109), two were 
bilingual in Mandarin and English (#104 & 105) and one was bilingual in English and Japanese (#101).
All of the speakers had normal hearing ability (one subject, #114 had right ear hearing loss corrected to 
normal with tympanoplasty).

Stimuli.  Four examples each of the vowels /u/, /i/, and /a/ were synthesized using the Klatt terminal 
analog speech synthesizer (Klatt & Klatt, 1990).  The stimuli were 300 milliseconds long with a 
linearly falling pitch contour from 120 Hz to 90 Hz.  The formant frequencies and formant bandwidths 
for these synthetic stimuli were taken from the results reported by Atal et al. (1978).  For example, 
Figure 1 reprints Atal et al.’s figure 22.  Here we see four versions of the vowel /i/ - four different vocal

tract area functions and the formant frequencies (F), 
formant amplitudes (A), and formant bandwidths (B) for
the first four vowel formants.  The point of Atal et al.’s 
work is that very different vocal tract area functions can 
produce vowels that have identical values for F1-3.  Our 
interest was in whether listeners would nonetheless be 
sensitive to the differences among these vowels on the 
basis of their F4 frequencies and amplitudes.  Figure 2 
shows spectra taken at vowel midpoint from the twelve 
steady-state vowel stimuli used in this experiment.

Procedure. Listeners heard pairs of vowel stimuli and 
judged whether they were the ‘same’ or ‘different’.  
After eighteen practice trials with same or different pairs
drawn from any of the three vowel qualities, the stimuli 
were presented blocked by vowel with 120 trials of /u/, 
then 120 trials of /i/, and then 120 trials of /a/.  Each 
block was composed of  five repetitions of 12 ‘different’ 
pairs (all possible pairings of a different stimuli) and 12 
‘same’ pairs (each of the four stimuli paired with itself, 
listed three times so there were 12 total). The list of 24 
pairs was replicated 5 times for a total list of 120 trials 
and then presented in random order to listeners.  On 
each trial, the screen was blank for one second, then the 
response options appeared on the screen (right button for
‘different’ responses, left button for ‘same’ responses) as

Figure 2. LPC Spectra of the 12 stimuli used in this 
experiment (10 kHz sampling rate, 12 LPC coefficients).
For example, the /i/ stimuli were synthesized using the 
vowel formant frequencies and bandwidths shown in 
figure 1. 
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the pair of audio files was presented in sequence with a 250 msec inter-stimulus interval.  The listener 
had 5 seconds to respond and after the response was registered a feedback message (“correct” or 
“incorrect”) was shown for 750 msec.

Results
Overall in this experiment, the hit rate (correct “different” responses) was 69%, while the false alarm 
rate (incorrect “different” responses) was only 45%.  This results in a d’ value of 1.66 (Kaplan et al., 
1978). Sensitivity in signal detection theory (d’) ranges from 0 when the hit rate is no different from the
false alarm rate, to 6.9 when the hit rate 99% and the false alarm rate is 1%.  So, a test of whether 
listeners are completely incapable of detecting a difference between stimuli in a discrimination task 
becomes a test of whether d’ is reliably different from zero.

To this end, we calculated d’ values using the R library “psyphy” (Knoblauch, 2014) separately for 
each listener’s responses to each vowel.  The data set was thus made up of 45 d’ values (15 subjects * 3
vowels).  We modeled these data using a linear mixed effects model with Vowel as a fixed effect 
(treatment coded) and with random intercepts for the subjects.  Confidence intervals around the vowel 
coefficients were calculated by bootstrapped sampling the model 1000 times.  The results (shown in 
Table 1) indicated that the d’ for the reference vowel /u/ was reliably greater than zero and that the 
coefficient for /i/ indicates that d’ for /i/ was slightly lower than for /u/ while the coefficienct for /a/ 
indicates that the d’ of /a/ was not reliably different from that for /u/.

Table 1. Model coefficients for the fixed effects in a linear mixed effects model [d_prime 
~ vowel + (1|subj)].  Confidence intervals were calculated by bootstrapped sampling the 
model 1000 times.   

Estimat
e

95% CI Std.
Error

t value

(Intercept) 1.67 (1.23, 2.13) 0.22 7.45
voweli -0.35 (-0.58, -0.11) 0.12 -2.88
vowela 0.02 (-0.21, 0.28) 0.12 0.23

An additional test of whether the d’ values for these vowels were different from zero was necessary 
because the mixed effects model does not directly ask this question.   There was a reliably significant 
negative coefficient for the /i/ relative to the reference vowel [u], but we don’t know whether the 
magnitude of this coefficient was large enough to suggest that the d’ value for /i/ was not different from
zero.  So, we performed three additional t-tests, one for each vowel.  These results (Table 2) confirm 
that the d’ value for all three vowels was reliably greater than zero.  Figure 3 shows the d’ data in a box 
and whisker plot.

Table 2. T-tests showed that the observed d’ values were reliably different from zero.  
“CI” refers to the 95% confidence intervals, based on the t distribution.  

Vowel t-value df p-value mean 95% CI
/u/ 4.73 14 <0.001 1.64 (0.90, 2.39)
/i/ 6.63 14 <0.001 1.32 (0.89, 1.75)
/a/ 7.91 14 <0.001 1.72 (1.26, 2.19)
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Figure 3. Box and whisker plots of d’
values calculated separately for each 
test vowel.  The vowels are shown in 
the order in which the blocks of trials
were presented: /u/ trials in block 
1, /i/ trials in block 2, and /a/ trials in 
block 3.

Figure 4. The total proportion of subjects (out of 15) who chose the correct response 
as a function of trial number. Because the order of stimuli was randomized separately 
for each subject these data are summed over trials that involved different stimuli and 
different correct response values (‘same’ or ‘different’ trials).  The vowel blocks are 
indicated by the vertical black lines and vowel labels.  For example, the /u/ block 
extended from trial 19 to trial 139. A loess curve (Cleveland et al., 1992) with 99% 
confidence interval is also plotted.
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Finally, we examined the data for a training effect.  The task used in this listening experiment provided 
feedback on every trial, and this presumably helped listeners achieve better performance than they 
would have reached without feedback.  Figure 4 shows the proportion of correct responses as a 
function of trial number.  Recall that in this experiment after 18 practice trials there were 120 trials with
/u/ tokens, then 120 with /i/ tokens and then 120 with /a/ tokens.  Because the order of the trials was 
randomized separately for each listener, the data in figure 4 are pooled over trials that had different 
stimuli and differed with regard to whether the correct response was ‘same’ or ‘different’.   The 
smoothed loess curve fit shows an increase of accuracy in responses to the /u/ stimuli, rising from 54% 
correct at the beginning of the /u/ block to a peak of 70% correct at trial 102.  The range of 
performance (again taking the loess curve fit as our estimate of pooled performance) was smaller for 
the other two vowels in the experiment, with a low value of 56% and a peak of 62% for /i/, and a range 
from 60% to 65% for /a/.  Overall, this pattern suggests that during the first block listeners were 
learning how to do the task, rather than learning specific acoustic values to listen for, because their 
experience with earlier blocks transferred to better performance on blocks of new stimuli.

Discussion
The results of this small study show that Atal et al. (1978) over-stated the extent of the many-to-one 
problem when it comes to human speech perception.  Listeners can tell the difference pretty well 
between vocal tract shapes that Atal et al. considered to produce “the same” acoustic output. Our results
here build on an earlier perceptual study (Johnson, 2011) which found that listeners are sensitive to F4 
as a cue to the difference between retroflex and bunched /r/.  Although listeners considered tokens with 
a raised F4 and tokens with a lowered F4 to be good examples of /r/, only those with the lowered F4 
produced a compensation for coarticulation effect (compensation for tongue retraction) in perception.  
So, it is not completely surprising that listeners in the present study were sensitive to F4 differences.

Of course, these results do not suggest that there is no many-to-one problem in the inversion of the 
articulation to acoustics mapping, or that this problem is not a serious one in many practical 
applications where one would like to be able to perform such an inversion (see though Demange & 
Ouni, 2013 and references cited there).  The results do suggest though that the direct realists’ point on 
this question should be taken seriously when considering listeners’ ability to perceive speech.  The 
acoustic speech signal is rich with vocal tract information both in the dynamics of the signal and in 
spectral details that are often overlooked in simple models of vocal tract acoustics. Our data on listener 
sensitivity to F4 can’t be taken as proof that listeners perceive vocal tracts, as claimed in direct realism,
however these results do indicate that listeners are more sensitive to the rich acoustic speech signal than
they are often given credit for.
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