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RELAXA'l'IONTIMEMEASUREMENTS IN ELECTRON PARAHAGN~TIC RESONl.NCE 

James J. Chang 

Inorganic Materials Research Division, Lawrence Raliatiorl Laboratory 
Department of Chemistry, University of Ca lifornia 

Berkeley, California 94720 

ABSTRACT 

We havemeasurec. the electron paramagnetic resonance (EPI<) spectra 

( . )2+ . 
of VO H20 5' obtained from vanadyl perchlorate in solutions of both 

ordinary water and in heavy water, as a function of temperaturE~. The 

linei-Tidths in the vanadyl system are fit quite ",ell by a combination of 

the relaxation theory for the tumbling of an anisotropic complex and the 

theory of spin.,-rotation intera~tion. The linewidths for the vanadyl ion 

in ordinary ",ater solution are well fit "lith the glass spectrum values of . 

gil = 1.9311, gl = 1.9785, ~I - -203.3 gauss, Al = -75.8 gauss, and the 

average solution vaJ.ues of g = 1.9652, A = ':'115.9 gauss. The correlat.ion 

time is consistent with a hydrodynamic radius of 3.67A. In the deuterated 

system thfc radius is changed to 3.48 A, with the other parameters remain-

ing the same; The small residual linewidths which have been observed for 

the vanadyl ion in ordinary water are also observed in the deutel;ated 

system. 'l'hese residual linewidths cannot be due to hyperfine interaction 

with ligand protons, and must be due to terms neglected in the relaxation 

theory. 

- . 2+' 
We have als,?-measuredthe EPR spectra of Cu(H

2
0)6 obtaine~ from 

copper perchlorate in aqueous solution as a function of temperature. 

Isotopically pure (99-.62~D copper-63 was used in ord;r to remove unccr-

tainties \-.'hieh could occur in the normal isotropic mtxture. The EPR 

.1' 
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spectrum of the hexaquocopper (II) ion consists ofa broad, unresolvel 

line. The spectra obtained as a function of temperature were digitizei 

with a data acquisition system. A least squares fit of Lorentz line-

shapes to the digitized spectra was used to obtain the spectral parameters 

and linewidths. Thelinewidths are found to depend upon hyperfine compo..., 

nemt and to increase with increasing temperature. Wehave attempted 

to fit the lineWidthsto a combination of the spin-rotation interaction 

theory and the theory of a tumbling anisotropic species. It is not 

possible to fit the linewidths with both of these theories consistenly. 

Hence, we propose that a third relation mechanism contributes to the 

linewidths in the copper system. 

We pave developed a system for the measurement of spin-lattice relaxa-

tion times consisting of a pulse-saturation spectrometer and a computer 

based data acquisition and analysis system. We have applied this system 

. i' f 2+ . t to the measurement of relaxat on t~mes or Ni ions diluted ~n ahos 

crystal of lanthanum magnesium nitrate. Relaxation times for the tvro 

strongest lines of the three line spectrum have been obtained. The data 

-1 
are veIl fit by Tl = 2 ( -1) .087 T msec . This relationship is consistent 

with a phonon bottleneck process. Measurements of a more dilute crystal 

support this theory since the relaxation times are slightly shorter. 

• 
• 
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I. INTRODUCTION 

Although magnetic resonance phenomena have been studied since 1946, 

magnetic relaxation phenomena have been studied fora much longer time. 

The early non-resonant experiments (Gorter, 1947) in magnetic phenomena 

served to establish many of the important ideas of magnetic relaxation. 

These experiments were usually interpreted in thermodynamic terms since 

many of the early experiments involved temperature measurements of magnetic 

sy::;tems. However, magnetic relaxation is usually more easily understood 
~ 

in terms of tl!e resonance phenomenon. 

According to the Bloch (1946) formalism a magnetic system may be 

characterized uytwo relaxation times which describe the return of a 

perturbed spin system to equilibrium. The spin-lattice relaxation time, 

Tl , is the characteristic time for spin populations in the available 

energy levels to return to a Boltzmann equilibrium. In terms of the 

phenomenological Bloch equations this is known as the longitudinal relaxa-

tion time, or the time constant for the z component of the magnetization 

to return toHs equilibrium value. The spin-spin relaxation time, T2 , 

is a measure of the time :for the spins to come to equilibrium among them-

selves or to d:phase. T2 is also knNm as the transverse relaxation time 

since it is tb~ time constant for tbe x and y components of the magnetiza-

tioll to decay:.o zero. 

The spin-:pin relaxation time, T2 , is experimentally the easiest to 

determine and .it is obtained from the widths of tbe measured magnetic 

resonance line:. For a Lorentz line, T2 is related to the linewidth by 

= 1T /3" /),\) (1.1) 
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where Isv is the peak-to-peak separation in Hz of the first derivative .-

of the abso'rption line. The independent variable in magnetic resonance 

experiments is usually magnetic field rather than frequencf, and .T2 i~ 

given by 

= 1 -,-,-, 
1T13 

1 
6H 

where 6H is the first derivative separation in gauss, h is Planck's constant, 
I 

S,tbe:...Bohr-magneton, andg, the "g" value or spectroscopi~ splitting con-

stant forthe'absorption. 

The spin lattice relaxation time , T
l

, is usually deter)nined by other 

methods such as,c.w. saturation or pulse methods. However, the factors 

which influence Tlalso influence T2 . In many cases, espe,::ially in solu­

tion, Tl =T2 . In many cases when the value of Tl is required, but is un­

known" the equality is assumed. In any case, T2 sets a lmfer limit for 

the value of T i . 

'The relaxation effects characterized by Tl and T2 can be related to 

time dependent magnetic or electric fields which influence the spins. 

There has been much interest in magnetic relaxation because of theinfor-

mation which may be derived about the environment of the spins. The early 

theorief; of relaxation dealt mostly with the solid state. However, the 

liquid state has been of increasing interest since the original observation 

of magnetic resonance. 

The original work on relaxation in solution was due to Bloembergen, 

Purcell and Pound (1948), hereinafter referred to as BFP. These workers 

computed relaxation times using time dependent perturb,~tjon theory and 

correlation functions. They utilized the methods of the theory of Brow:nian 

«. 

I 

1 
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motion and related the relaxation tiDies to the bulk viscosity of the 

solution.·· This has attracted much interest in the possibility of studying 

the structure of liquids by means of magnetic resonance linewidths in 

solution. Analysis of the linewidths could yield a correlation time .Thich 

is characteristic of the solvent and of tIle comr-lex being studied. 

Indeed, nuclear magnetic resonance (NMR) linewidths have been ext en-

sively used to provide information about ion-solvent and ion-ion interactions 

(Burgess and Symons, 1968). ... . 17. 
The temperature dependence of· 0 NMR Ilne-

widths has been extensively used to study waters of hydration and their 

rates of exchange (Svift and Connick, 1962). However, in systems contain-

ing paramagnetic ions the nuclear magnetic moments are influenced by the 

magnetic moment of the paramagnetic species. The NMR linewidths may then 

have some dependencC! on the electron relaxation. An understanding of 

electron relaxation mechanisms is then useful in interpreting the data. 

An understanding of electron paramagnetic resonance (EPR) linewidths 

is importart both in understanding EPR itself, and in interpreting compli-

cated EPR spectra. The EPR linewidths may also be used to study ligand 

exchange reactions, and to study exchange narrowing effects in concentrated 

solutions. The EPR linewidths of so-called spin-labels are proving to be 

important for the study of macromolecules. 

The present study was undertaken to extend our knowledge of tuo 

important spin 1/2 systems: hexaquocopper (II), CU(H20)~~ and pentaquooxo­

vanadium (IV), VO{H2~)~: Past studies of these ions have provided some 

qualitative understr:.nding-of the relaxation effects. However, a complete 

quantitative interpretatiC5n was not possible with the available data. 

Only dilute solutions are stUdied so that exchange effects ere unimportant. 
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Both ions are also rather stable ir.aqueous SOlution, arid their perchlorate 

salts will giVe these ions in solution without further complications. 

The measurement of the linewidths in these systems was greatly f;·.cili-

tated by the developnient and use of a digital data acquisition systeJ!. 

Indeed, the measurements of the hexaquocopper (II) complex would not have 

. been feasible without this system. The data acquisition system operated 

in an "off-line" mode with the digitized spectra stored on the magnetic 

tape for later analysis bya digital compt!ter. The successful operation 

of this system was conducive to the development of an "on line" digiial 

computer system. An "on-line" digital computer system has beendeveJ oped 

to measure spin-lattice relaxation times from pulse· satti.ration exper: ments 

'fhis laboratory has been interested inNi +2 ions in various lattices for 

some time (Batchelder, 1970; and Jindo, 1971) and preliminary measurements 

of Tlfor Ni
2
+ in lanthanum magnesium nitrate single crystals have been 

performed. 

.& 
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II. THEORIES OF ELECTRON SPIN RELAXATION IN SOLUTION 

In this section the results of the various relaxation theories for 

electron paramagnetic resonance (EPR) of spin 1/2 systems in dilute solu-

tion are presented. 'l'he theories which are specific to systems with spin 

greater than 1/2 or which apply to concentrated solutions are not presented. 

The results will not be derived in detail. The reader is referred to the 

original papers for detail or to the general discussions which are availabJe. 

Two excellent reviews of relaxation in solution have appeared recently: 

Hudson and L~ckhurst (1969) and Lewis and Morgan (1968). In 'addition a 

number of discussions of the general techniques have appeared: Fraenkel 

(1967); McClachlan (1964); Carrington and Luckhurst (1964). 

The first treatment of magnetic :resonance relaxation in liquids was 

due to Bloembergen, Purcell and Pound (1948). Although the original 

derivation was for nuclear magnetism, the method may also be used in 

electron paramagnetism. BPP considered the relaxation of' protons in 

solution. The perturbation causing the relaxation was a magnetic dipole 

interaction which fluctuated in time due to random thermal motions in 
, 

solution. Bppused time dependent perturbation theory to compute transi-

tion probabilities which could be directly related to the relaxation times. 

However, they were forced to use the correlation function methods of the 

theory of Brownian motions since the perturbation was random rather than 

periodic. The correlation functions were related to spectral densities 

which were then related to relaxation times. Yariv. and Louisell (1962) 

have also applied perturbation theory to linevlidths. 
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More elegant methods for computing relaxation timesh~ve since been 

developed. The best known methods are the linear respons"~ theory of Kubo 

and Tomita. (1954), and the relaxation matrix theory of Redfield and of 

Wangsnessanq.Bloch (Redfield, 1957, 1965; \o7angsness and Bloch, 1953; 

Bloch, 1956, 1957). Both of these methods apply the technique of density 

matrices to the coniputationof relaxation times. 

Although both methods involve the same assumptions and generally arrive 

at the same answers, the Kubo and Tomita method has not come into wide,... 

spread use (Deutch and Oppenheim, 1968). The theory has mainly been applied 

by Kivelson (1957, 1960). 

The relaxation matrix method has been widely used in relaxation theories. 

In this method the relaXation matrix is computed from the correlation 

functions derived from the perturbation Hamiltonian. The relaxation times 

are obtained from the components of the relaxation matrix. The method is 

discussed in detail in Abragam (1961) and in Slichter (1963). The method 

has been extended and applied by Feed and Fraenkel (1963). 

The additional theories which have appeared, and which are extensions 

of the relaxation matrix theory, have not yet become popular : Fulton (19611); 

Arryres and Kelley (1964); Freed (1968); Sillescu and K~velson (1968). 

The procedure for the computation of a linewidth or a relaxation 

tin,e begins with the assumption of a mechanism or time dependent inter­

action which c'ould cause relaxation. The next step. in the development Of 

thE' theory is the formulation of a time dependent term (consistent with the 

mechanism) in the Hamiltonian for the system. ",The derivation of a mathe­

mat ically tractable' form is' perhaps the most difficult part of the t.heory. 

'1' he final,. though by no means trivial, step is the &.pplication of one of 

i 
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general time dependent perturbation methods to compute the relaxation 

times. 

A. Anisotropic g and A Tensors 

The relaxation theory of anisotropic systems is probably the most 

important theory for transition metal complexes with spin 1/2 .' The essenti'3.1 

ideas behind the. anisotropic theory were first proposed by HcConnell (1956). 

The basic idea was that the transition metal complex existed as a stable 

microcrystallite in solution. The complex therefore possessed the same 

anisotropic spin Hamiltonian which it would possess in the solid state. The 

microcrystalline complex could tumble in solution due to Brownian motion. 

The Zeeman interaction, which is orientation dependent for anisotropic 

systems; is modulated by tlle rotation of the complex as it undergoes random 

thermal motions. 

This situation ~s verysimHar to the dipolar case treated by BPP. 

McConnell applied the BPP methods to a complex with axial symmetry and 

arrived at the following result: 

where 

1 
T 

1 
( . )2 -2 
~g8 Ho + b mr h 

f.g=g g 11-1 

T 
c (2.1) 

(2.2) 

and gil ' g1' All ,and Ai are the principal values of the g and A tensors, 

respectively, HO' the resonance field corresponding to the micrOivave fre­

quency, Vo; mI' the nuclear spin quantum number; and 'fc' the correlation 

time characteristic of tumbling in solution. The correlation time, T , c 
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can be related to the hydrodynamic radius, r, of the complex and th~ 

viscosity, n, of the solution by the Stokes-Einstein equation 

T 
C 

= .4". n 
r3 

3kT 

where k is Boltzmann '5 constant, and T, the absolute temperature. 

(2.3) 

Equation 2.1 gives a liriewidth with the follmdng characteristics. 

The linewidths vary with m
r

, the nuclear hyperfine quantuin number. 

Secondly, the linEnlidths vary with the magnetic field. This is reason­
I 

able since the Zeemapinteraction is proportional to magnetic field. 

Finally,the Ijnewidths vary directly with the correJation time, or 

inversely with the temperature. This is opposite to the behavior usually 

observed in solid state where the temperature must be decrea:3ed to narrow 

the line. 

Examination of Eq. 2.1 shows three kinds of terms: a term independent 

of mr , a terni linear in m
r

, and· a term quadratic in mr . The mr indepen­

dent term is cltaracteristicof the anisotropy on the g tensor; the quad-

ratic term is related to theariisotropy of the A tensor; and the linear 

term is a cros:; term related to both anisotropies. Qualitatively a 

sample has a si,rong anisotropy .in the A tensor if the spectrum shows a 

symmetric ~epel1dence on m
I

, and a strong g tensor anisotropy if the spec­

trum is not sy/metric ih m
r

• 

Later,. Kiv,~lson (1960,1964) applied the Kubo and Tomita (1954) 

method and der Lved essentially the same result. Hmfever, he also showed 

that the lineYT Ldth could be expressed as a sum of secular and nonsecular 

parts. The se<::ular parts do not contribute to Tl processes" and Tl may 

by estimated bJ using only the nonsecular parts of the theory. 

f 

' .. 

-, 
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Wilson and Kivelson (1966a) per!'ormedmore extenSive computations, 

retaining cross terms which had been neglected in the previous theory. 

'Jhey concluded that the linewidth must be expressed as a cubic polynomial 

in mI rather ttan a quadratic: 

= (2.4) .. 1 

where a", the l'esidual width, accounts fOl' contributions from effects not 

included in thE tumbling theory. The coefficients of mI are given by 

Eg. 2.5 .,.. 2.8. 

a' -= 

1" 
.R 

_ -.2. b 2 ~ I( 1+1) f } 40 w 
o 

4 
+ -

15 

4 8 2· 2a i 3] _. b 6yB - r.;:" (6yB) ~ - b - [-20 1(1+1) + ~O 
15 .. 0 q5 0 W W I+U 

o 0 

+ u .{15 [bllyB
o 

,.. .?. (6yB )2 ~ (1 +f)] _ -1. b2 ~ 
3 . o· W 0 . 20 W 0 

x [ 1 ( 1 + 1) + 1 + 71 ( 1 + 1) f ]} 

...l b -!!:. 6yB
o 30 W o 

16 4 
+ 15 c cyBo + 5" c oyBo u 

(2.6) 

_ u' {::-r
1

1 b2 + 1. b ..!:. 6vB + (2b ...!; 6'(B _....2. b2 ~)f} 
JA' 6· W I. 0 5 u; 0 40U.1· 

o 0 0 
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cS 1 b2 a + .l:.b2 a (l+fl (2.8) = -. u 
TR 20 w· 20 w 

0 0 

where 

b = 2 [A 1 (A + A )] by = f3Ag/h 
3 z 2 x Y 

bg 
. 1 

gy) cSg 1 
= gz - -(g + = '2 (gx __ g;» 2 x 

1 (A - A ) B hw 19B c = .4 = 
.x y' 0 0 

u = 1/(1+Wo
2 TR2) oy ':: BcSg/h 

f 2· 2. = w TR u 
0 

In the axial case all.of the terms containing c, or cSy vanish. Further-

more, we have 

II.. = Ll5 . 'g 
D 

Qualitatively, the linewidth has the same characteristics as the McConnell 

lineW'idth. However, the detailed behavior is much mOre complicated. 

The coefficients no longer have a simple interpretation in terms of a 

given anisotropy but include cross terms (however, the major contribution 

from a given anisotropy to a given coefficient is as discussed above). 

Thei temperature dependence of the linewidthis also slightly changed. 

These results have alsobeeri derived by other workers using the 

relaxation matrix theory: Hudson and Luckhurst (1969); McClachlan 

(1964) . Sames (1967) has also derived similar result s . 

B. Spin-Rotation Interactions 

As a molecule tumbles in s01ution, the rotating electron cloud of the 

m01ecule produces a magnetic dipole moment. This moment' can interact 

.~ 

. 
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with the nuclear and the electronic spins in the molecule. This inter-

action can be considered as an interaction of the spin angular momenta 

with the rotational angular momentum of the molecule. The problem was 

treated for nuclear relaxation by a number of workers, notably Hubbard 

Hubbard considered molecules with cylindrical symmetry and obtained 

= = (2.10) 

where CII and Clare the principal values of the spin-rotation interaction 

tensor; T . the correlation time characteristic of the spin-rotation w' 
interaction, and ~~ the molecular moment of inertia. The correlation 

time T
W

' is not the same as the correlation time for the tumbJing process 

and is giVen by 

T 
W 

(2.11) 

where r is the hydrodynamic radius and n the viscosity. .The f,pin-

rotation linewidth is then independent of magnetic field and proportional 

to Tin. In contrast the anisotropic contribution of Eq. 2.1 is usually 

proportional to niT. 

The theory is difficult to apply in this form and ,,,as extended by 

Atkins and Kivelson (1966) for the problem,in EPR. They related the 

electron spin-rotation tensor, .C, to the g tensor and derived. a linewidth 

-1 
(12 3)-1 ( 2 + 2l'.gl 

2 ) kTln T2 = 7Trl'.g II (2.12) 

where l'.gll = gil 2.0023 
(2.13) 

6g1 = gl 2.0023 

II 
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'rhe linewidth is now independent of the moment of inertia of the molecule~ 

,]lhe spin-rotation mechanism should be d:i stinguished from the ,rotational-, 

spin-orbit me'Cllanismwhich will be discussed later. 

W1lson and Kivelson(l966c) and McClung and Kivelson (l968) have ' 

shown that in many cases the hydrodynamicradius,r, must be replaced by 
I 

r, = Kr 
o 

(2.14) 

whereK iss; constant which depends upon the-solvent and its interaction 

with the solute,andr ' is a radius determined by other measurements or o ' 

by ca1culation of the molecular dimensions. The radius, r , is a constant 
o 

characteristic of the molecule and may be determined from translational 

diffusion measurements. The parameter, K,is related to the anisotropy 

of the intermolecular potential energy betw'een the solvent and the solute, 

and is expected to be small for an isotropic interaction. It is expected 

to be large ,i ~ e. ,K'Vl, for H20 and hydrogen bonded solutes. The usual 

Stokes-Einstein equation should be adequate in aqueous solution with 

solutes(complexes) which are hydrogen bonded. 

C •• Al'tshuler and Valiev Mechanism 

Al'tshUle:r. and Valiev (1958) have proposed a relaxation mechanism for 

solutions 'which should be applicable to isotropic s:rstems as well as to 

anisotropic systems. In contrast to the McConnell tumbling mechanism 

which is produced through rotational modulation of the spin Hamiltonian, 

the Al'tshuler and Valiev rnechanjsm is produced by 'librationalmodulation. 

In accord \-Tith the Van Vleck (1939) development for solid state, the 

comp1ex in no longer regarded as a rigid molecule "h~ch can on~.y rotate; 

the ligands around the central ion are permitted to vibrate. As a'result 
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the crystalline potential field of the complex, which is determined by· 

the configuration of the ligands, is modulated. Spin relaxation may be 

produced through spin~orbit interaction. 

The vibrational modulation is introduced into the spin Hamiltonian 

through the potential energy which is expressed as an.expansion in the 

normal coordina.tesof an octahedral complex (Van Vleck, 1939) 

JC' 
6 

= L 
i=2 

(2.15) 

where Q. is the ith symmetry coordinate of the octahedron, and Vi = av/aQ. 
1 . 

The perturbation is then independent of the anisotropy of the complex. 

The vibrations of the complex are stochastic since the ligands are 

influenced by the Brownian motions of the surrounding particles. Al'tshuler 

and Valiev assume an exponential form for the correlation function and 

derive a transition probability Alk between energy levels 1 and k 

= 
2 l 

C (2.16) 

Q2 is a kind of average measure for the amplitude of the normal 

vibrations. Al'tshuler and Valiev assume that the mean square amJ)litude 

of the oscillator is given by 

= (h/2m w ) coth (hw /2kT) 
o 0 

(2.17) 

where w is an average frequency for the vibration and m is a mass close .a 

to the mass of the complex. To find the temperature dependence of Alk they 

further asswne that the correlation time, lC' is inversely proportional 

to the square root of the absolute temperature. Hence, they show the 

temperature dependence of the transition probability to be 
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A ~T~1/2 th. (hw /2kT) 
lk '. co 0 

(2.18) 

for 

« 1 

and 

. 1/2 
A ~T'" coth (bw /2kT) 1k . o. 

(2.19) 

for 
T 2 w 2 »l. 

.c . lk 

Hayes (1961) reconsidere.d the Al'tshuler and Valiev theory and 

i 
indicates'that two of the assumptions of the theory are incorrect. 

First, th~spectral density for the random variable is not normalized, 

but should be since the total power in the system should not change with' 

the correlation time. Furthermore, the mean square value of Q2 is 

correct Qnly at frequencies far removed from the resonant frequency. 

lnlight of these criticisms Hayes rederived the result for the 

result iorthe.transitionprobability with this mechanism. He concluded 

that the transition probability should be directly proportional to 
, ... 

temperature. However, he comments that the proportionality constant would 

be very difficult to determine. 

In a later work Valiev and Zaripov (1962) reconsidered the original 

theory. They indicate that a second term, quadratic in the normal 

coordimites, should be added to the perturbation~ FUrthermore, the 

quadratic term shouldbeJllor~ effective than the linear term in producing .", 

relaxation •. The original theory produced reasonable results because of 

the form assumed for the correlation functions. Valiev and Zaripov 

revise the correlation functions in accorcl .Tith ijayes. Their resu:l t for 

the transition probability cannot be presented in a simple form. However, 

the temperature dependence can be shown to be 
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2 hw. 
coth (2k~) 2 

T 
c 

(2.20 ) 

The temperature dependence is similar to the McConnell temperature depen­

dence until T ~ tlWo/2k. For. T» hWo/2k,Tl - l may in :,ome cases increase 

with increasing temperature. 

D. Inversion Mechanism 

Spencer (1965) has considered a process which is applicable to 

complexes which have a number of equivalent ground state configuraticns, 

such as Jahn-Teller systems. In particular, an octahelral eomplex m;ch 

as CU{H20)~+ may distort tetragonally along either of the equivalent x, 

y, and zaxes. The result of passage from distortion :llong one axis to 

distortion along another axis is equivalent to a 90° rotation of the 

complex~ However, unlike the tumbling mechanism, the complex doesn't 

pass continually through all possible orientations. The complex "im erts" 

or "jumps" from one orientation to another. 

Spencer describes this process in the spin Hamiltonian by definjng 

special delta functions. The delta functions are one or zero depending 

upon the orientation. Performing a McConnell type of derivation, Spencer 

shows that the linewidth contribution, 1/T2" from this mechanism is 

1 
'1' , 

2 
= T. 

l 

where T.it the correlation time for inversion, and the other terms 
l 

have their usual meanings. The contributlon from this mechanism should 

l)e larger than the tumbling mechanism,but both mechanisms should have 

the same k~nd of dependence on field and mr However, thi s mechanism 
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should have very little contributiontoTl processes, unlike the tUmbling 

process which has a strong contribution. Spencer does not discuss a 

temperature dependence. for this mechanism. However, we expect 1/T
2

' to be 

proportional to -nIT. 

E. Electric Field Fluctuation Mechanism~ 

.Kivelson (1966) has considered a number of relaxation mechanisms which 

he calls elect+,ic field fluctuation (eff) mechanisms. In these mechanisms 

the crystal field of the complex is modulated by vibrations of collisions 
I I 

with surrounding molecules. Spin relaxation occurs through spin-orbit 
I 

coupling. Among the efi'mechanisms are the vibrational spin-C) 'bit , the 
.' , 

rotational spin-orbit, the Van Vleck Direct, the Van Vleck Ram1.n, and 

the Orbach processes. 

Kivelson' and Collins (196g) originally considered the vib::'ational 

spin-orbit and the rotational spin-orbit processes. The rotational 

spin-orbit process _which is an Orbach type of process is to be distinguished 

from the spin rotational interaction described above. Relaxation by the 

rotational slJin-orbit process occurs through an excited electr(.)nic sta-t:.e 

in contrast i.o the spin rotation interaction which does not involve 

excited states. Kivelson and Collins show that the contribution to the 

linewidth fr()m this mechanism is given by 

T2 -1 (R:,O) = 4/3 (2.22) '" . 
, 

L L 1< 01 
n a, 

where A is the spin-orbit coupling constant, b. the frequency of an on . _.' 

electronic t)'ansition from· the_ ground to the nth state, 1'Rthe~ rotatiotlal'-

correlation ,time, and < 01 Lain> the matrix elements for the orbital, angular-

I" 

:~, ' . 
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momentum operator L. They compare this to the contribution from the , ex 

tumbling mechanism and conclude that this is much smaller'than the 

tumbing mechanism contribution. This mechanism can then be nE'glected. 

The Van Vleck Direct, the Van Vleck Raman, and the Orbach processes 

are analogous to the solid state processes for which they werE~ named. 

The direct process is n one phonon process and the Raman procE'ss is a 

two phonon process involving a virtual excited state. The Orl·ach proc2ss 

is a two phonon process involving an actual excited state. 

The Orbach process" discussed by Kivelson (1966), W'dS celled the 

vibrational spin-orbit process by Kivelson and Collins (1962). The 

perturb8tion in the process is not due to the molecular nor-ma.l coordinates, 

but rather to the lattice or liquid modes" that is, the fluctuations of 

the intermolecular coordinates in liquids. Kivelson considers the mole-

cular normal coordinates only in a direct vibrational process. His results 

indicate that the contribution from the vIbrational process is negligible. 

Atkins and Kivelson (1966) also consider the effect of molecular norm~ 

coordinates in direct, Orbach, and Raman types of processes. They 

indicate that the linewidth contribution is negligible. 

Kivelson has computed the contribution of the Orbach process in 

the limit 6 T »1 to be on c 

'r -1 
1 = = 

-1 
L c 

[exp (h 6" /kT)-l] on , 

(2;23) 

where b. is the energy from the ground orbital state to the lowest excited 

orbital stat'e (connected by spin-orbit coupling), LC the correlatj on 

t:lme chlLrflct'~r:i stj,c of t.he efr process, 6 the en0rL~Y of the lowest on 
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I 

excited electronic state above the ground .. state. The term,. <t> q /r , is the 
. 0 0 

measure of the time dependent electric' field potential (Lewis -and Morgan, 

1968) with q atypical amplitude for a. lattice (liquid) modes, r a 
o· 0 

characteristic intermolecular distance, and <pI a measure of the change in. 

electric field with respect to the lattice mode. The Orbach linewidth con-

tribution which depends on the phonon spectrum at a frequency not directly 

related to theEPR transition in independent of the applied field. Kivelson 

also indicates thatthe1tery similar process.suggestedby Alltshuler land 
! 

Valiev (1958) does not appear to give spin relaxation. 

The contribution of the Van Vleck direct proces,s to the linewidth 

is given by 

T"""l 
1 

-1 T . 
2 

= 

. . 2 -1 (w T ) .. T 
o c c 

1 + W 2 T 2 
o c 

(2;2.4 ) 

where W is the frequency of the spin transition. o 
2 2 If w, T·« 1 the a c 

the 1inewidt.h contribut~on is proportional to the applied field squared wh . 
. . 2 2 

whereas if WT »1, it is independent of the applied field. () c 

Kive1son considered the 1inewidth contribution from both a first 

order Raman process and a second order Raman process •. The first order 

process is 1ess.important than the second order process. The contribu...,. 

tion from the second order process under the condition Wo
2 Tc 2 « 1 is 

given by 
-1 

T 
c;: 

This process is independent of the applied field. 

"",'. 
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However, in the case of a syniInetricor"nearly sylnmetr.ic molecule the 

contribution from the Orbach proce'ss, could be· quite significant ,~' The 

contributions from the direct H.nd the Haman processes seem to be quite 

small. 

~, 

'", 
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III.VANADYL LlNEWIDTHS 

A. . Introduction 

. . * 
TheEPR spectrum. of the oxovanadium (IV) ibn. (variadyl ion) in 

a.queous solution has. been knovrnfor many years. It was first reported 

by Garif'yanov and Kozyrev (1954) in Russia and by Pake and Sands (1955) 

. in this country. The spectrum exhibited eighthyperfinelines arising from 

an interaction ,.,iththenuclear spin 1=7/2 of the vanadium-51 nucleus. 

The interesting feature of the spectrum was that: thelinewidths varied with 

the. nuclear quantum number, mI' The lines also narrowed as ·the tempera-

ture .1as increased. 

The Kivelson (1957,1960) extension of the McConnell (1956) theory 

was applied .toexplain the linewidths. The theory has been found to be 

quite successful in explaining the linewidths in spin 1/2 cotn-plexes and 

many complexes with vanadyl are well characterized by the KivelsoI1 theory. 

However, a1though the vanadyl system is.now used as a prime eX8lllple of the 

success of the McConnell mechanism. the -pentaquo-coordinated vanadyl ion 

itself has been very little stUdied (Lewis and Morgan, 1968). 

The first confirmation of the Kivelson theory for the vanadyl 

system was reported by Rogers andPake (1960). These workers measured 

the EPR spectra for aqueous solutions of thevanadylion at 9.25 GHz 

(X..;band) and-at 24.3 GHz (K-band). Using the X,,:"bandspectrum they" 

determined the coefficients of the Kivelson linewidth polynomial'l-lhich 

they wrote as 

* 

..1:. = 7f 13 (a
l 

+ a
2
m

I 
+ a

3 T2 

Strictly, vanadyl {IV)ion (Selbin, 19(5). In this vToi'k theterni vanadyl 
will be used to represent vanadyl (IV), V02+. 

i' 
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where the coefficients are given .by 

0.
1 = T c {J/45 (6yB}2 + 63b2/16) + K 

o 

<X2 = -T 
c 

. {7/15 b f::.yB } 
o 

(3.2) 

<X3 = T 
C 

. {b2 lID} 

. . 

In these expressions K is a constant accounting for linewidth not explained. 

by the theory. The other variables are as defined previously. From their 

X-band measurements Rogers and Pake predicted the K~band linewidths. The 

predicted widths were in relatively good agreement with the measured widths. 

However,this work was unable to provide a quantitative check of 

the Kivelsontheory. The authors lacked the anisotropic spin Hamiltonian 

parameters necessary to compute the Kivelson pararaeters. They also did 

not have a value for .the correlation time, and neglected higher order 

-terms in the Kivelson. theory. 

In a later work, 1-1cCain (1966, 1967) extended the study of the vanadyl 

system. He determined the anisotropic spin Hamiltonian parameters for the 

vanadyl ion from a glass spectrum. He also measured the solution EPR 

spectra at 3.12 GHz (S-band)as well as at 9.07 GHz. From the spectra 

he determined experimental values for the Kivelson coefficients in a 

* polynomial which he wrote as 

= 

He also co~puted theoretical values for these coefficients. However, he 

was forced to assume a correlation time for his computations. His com-

pari sons inclicated reasonable agreement between the theoretical "and 

experimental terms f9r "8:11 the para.r:leters except the alpha term. His 

* The :mbscript e emphasizes that thts is an electronic as opposed 
to the nucl(~ar linewidth. 
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results indicated a 30% discrepancy at X-band and an even larger discre..., 

pancy at S. ... band.Some of thiserrotcouldbe attributed to the uIicer-

tainty in the correlation time and some to terms which were neglected in 

the theory.' Another mechanism, the spin-rotation mechanism, could also 

accoUnt for part of the discrepancy. 

Lewis and l-forgan (1968) later reconsidered these re'sults. They 

assumed 'a correlation time and computed both the tumbling and spin-

rotation contributions to alpha. Their estimate of 9.4 gauss is 3.3 
'.. . 

gauss less than the value of alpha which McCain observed. They suggested 

that the residualwidthwa.sdue to superhyPerfine interaction with the 

protons of the water ligands. They predict a hyperfine couplir~ constant 

of about 2.2 G. 

However, in another study Garif'yanov, et al. (Garif'yanov, Kozyrev, 

TimerovandUsacheva, 1962b) studied theEPR of dilute vanadyl chloride 

solutions at different temperatures and 'viscosities. They concluded from 

their data that, although the McConnell mechanism contributed to the line-

width of vanadyl solutions, it was not the dominant relaxation mechanism. 

Instead, they suggeste<l that the A.l'tshuler and Valiev (1958) mechanism 

was the most probable line broadening mechanisni~ , 

The present study was begun to clarify the', situation in the vanadyl 

system. Moreover, McCain (1967) had also determined relative TIe values 

for the S·.:oand spectrum using an ingenious saturation method. Using the 

nonsecular parts of the Kivelson theory he also computed theoretical 

values for the relative TIe's. ' His comparisons indicated that the theory 

was not perfect. However, he did not have a good value for the correlation 

time. These results are reconsidered in this work. 

II' 
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B. Experiments,l Methods 

1. Samples 

All'aqueous solution experiments were performed using samples of 

vanadyl perchlorate which were made in one of the following methods. In 

the first method, due to Selbin and Holmes (1962), a solution of vanadyl 

sulfatewas treated with an equivalent amount of a solution of sodium 

hydroxide. The preCipitate of vanadyl hydroxide was filtered and then 

dissolved in the necessary amount of perchloric acid. The solution of 

vanadyl perchlorate was then adjusted to the proper concentration. 

In the second method vanadyl perchlorate vTaS prepared by ion ex-

change using the foliowing procedure (Lee et. al., 1968). An exchange 

column was loaded with a slurry of a cation exchange resin (AG5OY1-X2, 200-

400 mesh, hydrogen form) in2 M HeI. The colUm..'1 was then rinsed with 

distilled water to remove acid. A solution of vanadyl sulfate was then 

added to the colUmn and the column was rinsed to rc'move sulfuric acid. 

A solution of barium perchlorate was used to elute the vanadyl perchlorate 

from the column. The separation is quite clean anc may easily be followed 

by observing the blue color characteristic of the '\'anadyl ion move down 

the column. 

In all cases the solutions were adjusted to a concentration between 

. * .01 and .02 F. 'l'he solutions were made slightly acidic with perchloric 

acid to inhibit the decomposition of the vanadyi perchlorate. Both methods~ 

of preparation were found to be satisfactory for this work. 

* Formula weights per liter~ 
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Solutions of vanadyl ion .in D;20 were made by evaporating a stock 

solution ofaqleous vanadvl ion almost to dryness arid then dissolving the 

residue in heavy water.. This process was repeated several times to in­

sure a completely deuterated solution. The solutions were never evaporated 

completely to dryness in order to prevent decomposition from occurring. 

Deuterated perchloric acid, used in some of the experiments, was obtained 

in a similar manner. 

2; Apparatus 

EPR spectra were recorded using a standard Varian v-4502 homodyne 

EPR spectrometer operating at 9.2 GHz. Samples for linewidth studies 

were held in a v-4548 aqueous solutionsainple cell. This cell is specially 

designed to confine the sample to a thin plane, tbuseliminating line 

distortion' problems which could arise due to solution conductivity.. The 

sample temperature was controlled with a v-4557 Variable Temperature 

Accessorvwhich controlled the temperature of a stream of nitrogen gas. 

Temperature was measured vrith a copper-constantan thermocouple which was 

placed in the gas -stream before or after each eXperiment in the 

same position as the sample. 

The spectra were digitized using a Honeywell-EI Model S6l14 Automatic 

Data Logging System (see Fig. 1). Thiss:'{stem consists of a Hewlett­

Packard Model 5245L electronic counter, a Honeywell-EI Model h30S multi­

meter, a Honeywel~:-EI Model 825 Output Control Unit, and a Kennedy Model 

1400 incremental magnetic tape recorder ... 

The multimeter (digital voltmeter) measures the EPR signal from 

the 100 KHz phase detector. 'rhe electronic counter, measures, the magnetic 

field~ In the Varian spectrometer a voltage proportional to the magnetic 
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field is obtainedfroln the x-axis retransmitting potentiometer of the 

FiEddial. . This voltage, which originally varied from 0 to 15 volts in order 

to drive an x~y recorder, was changed to vary from 0 to 10 volts to drive 

a Vidar Model 240 voltage-to-frequency converter •. The electronic counter 

measures the output from the Vidar and obtains a frequency measurement 

which can be related to the magnetic field. 

The data logging system operates independently of the spectrometer 

and records the spectrum as a normal scan is in progress. The process of 

measurement involves simultaneously measuring the EPR signal and the 

magnetic field coordinates and then encoding and recording the measurement 

on magnetic tape. The system is capable of making measurements at the 

rate of 6 to 8 points per second. A digitized spectrum of· 2400 points 

for a normal five minute scan can .be routinely acquired "lith this system. 

A meaSured point consists of seven digits from the frequency counter 

and fivedigi tsplus a: sign fron the digital voltmeter. The output control 

unit adds a "word mark" to forn a 14 character word for the measurement. 

The output unit records the dat3. in·· 80 word blocks separated by record gaps 

on the tape. This is, unforturately, not compatible ",ith the FORTRAN system 

on most computation centers. ~lhe data tapeis preprocessed with a special 

prosram, SllMTAP (see appendix), before the. actual analysis is performed. 
I 

The SUMTAP program puts the daJ,a into a form compatible with the FORTRAN 

system, smooths the data to reduce noise, and reduces the number of data 
.-

points in the spectrum for conv~nience in handling by the analysis programs. 

SUMrAP can also average· several spectra .toimprove signal to noise. 

The magnetic· field is calibrated by measuring both the magnetic 

field and the Vidar frequencv at several points in the sweep. The 

ii' 
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magnetic field was measured with. a marginal oscillator (Harvey-Wells 

0-502) equipped with a proton probe. The magnetic field may be computed 

at any point from the Vidar frequency by using a quadratic interpolation 

equation which is fit to the calibration points. The microwave frequency 

was measured with anHP 52~·5L frequency counter equipped with a HP 

5255A 3-12.4 GHz frequency converter. 

C. Discussion and Results 

1. spectra. 

Before a proper treatment of linewidths can be made, the anisotropic 

spin Hamiltonian parameters,which are utilized in the relaxation t.heories, 

must be known. Unfortunately, it 'is not possible to, determine anisotropic 

parameters from solution (isotropic) spectra,andthese parameters must be 

determined from solid state measurements. There is, however, no guarantee 

that the complex which exists in a crystal lattice is the same complex 

in 'Solution. Distortions often occur in a crystal lattice which do not 

occur in solution. Hence, it is riot clear that the anisotropic parameters 

determined from a crystal lattice bear a close relationship to those for 

a complex in solution, but these are the best parameters which are avail-

able. 

Although solid state pa:;'ameters are best determined from single 

crystal measurements, single crystals are not readily available for many' 

transition metal cOr.Jplexes. :!ur'thermore, it is usually necessary to 

obtain a crystal with the paramagnetic species diluted in a diamagnetic 

host lattice in order to avoid dipole-'dipole broadening effects. In some 

cases,the parameters may be, determined from polycrystalline'or glass 

spectra. 'fhis method was originally used by Sands (1955). 

'I I 
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The metliods for analyzing polycrystalline spectra have been well 

developed (Blirider, 1960; Gersmann and Swalen, 1962; Ibers and S'Talen, 1962; 

Johnston and Hecht, 1965; Kneubuhl, 1960; Neiman and Kivelson, 1961; 

Vanngard arid Aasa, 1963). The spectrum of a polycrystalline sample 

consists of an envelope of absorption lines rather them distinct single 

lines. The anisotropic parameters, for example , gil and gl in an axial 

case, are determined from the extrema of the absorption envelope. 

:rf hyperfine structure is present,the spectrum'canbequite diffi~ 

cult to assign. This is especially true if the parameters are such that 

the spectral features are severely overlapped. Iri these cases a detailed 

study of the lineshape is useful. A digital computer can be used to 

simulate the theoretical absor])tion spectrum. The spectral parameters 

may bead,iusted until satisfactory agreement between the theoretical and 

experimental spectrum is obtained. The parametersfQr quite complex spectra 

can be determined by this technique. 

The major problem with polycrystalline spectra seems to be the 

production of a usable glass. Frozen aqueous solutions are not suitable 

due to aggregation of the solute and dipolar broadening (Ross, 1965). It· 

is usually necessary to use solvent. mixtures in order to obtain a useful 

glass medium and many such mixtures have been developed (Smith, et 13.1., 

1962). These media have an additional problem in that the solvent may 

complex with the solute. Spencer (1965) has developed a technique of 

using 5.26 F perchloric acid as a glass medium. A solution 6fthe transi-

tion metal complex in perchloric acid can be quick frozen to near liquid 

nitrogen temperature to obtain an excellent glass. The advantage of the 

perchloric acid medium is that.the perchlorate·anion does not appear to 

form complexes with transition metals. 

"I 
I 

I 
. . I 

I 
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TABLE I Anisotropic Magnetic Parameters for Vanadyl 

* Solute/Solvent /;, 

VOC12/Methano1· 1.92 1.98 190 . 82 

VOS04/5 .26F HC104 1. 9312 1. 9118 205. 4 16.5 

VO(C104)/5. 26FHCI04 1.9311. 1.9185203.3 15.8 

* Coupling constants in gauss 

ReferEnce . 

. Garif'yanov and Usacheva (1964) 

McCair (1961) 

This '\-ork 
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The anisotropic parameters fO.r VO(R 0)2+ have been determined from 
2 5 

spectra of perchloric acid glasses. The glass spectra were analyzed by 

spectrum simulation with the method of Vanngard an( Aasa (1963) (see 

Fig. 2) • The vanadyl parameters are presented in '] able I with those 

determined by other workers for comparison. 

The EPR spectra for vanadyl ions in solution were measured at X 

band at temperatures between -15 and 100°C in order to determine the 

linewidtris . and the· isotropic spin l{amiltonian para.r:eters. The digiti zed 
I 

spectra were analyzed bya least squares fitting procedure with the 

program FITESR which is described in the appendix (Bauder and Myers, 

196B). The eight line vanadyl spectrum maybe cOJnJ,letely described with 

eleven parameters consisting of the spectrum cente:', the intensity, the 

coupling constant , and eight 1 ineioridths . Very goor' v8,lues for these 

parameters are obtained from the least squares fit-ling procedure. Two 

parameters to account 'for baseline offset and base~ ine drif'tare also 

used. An example of the fit·to a vanadyl spectrum is shown in Fig. 3. 

The experimental data are plotted as the crosses ar,d the fitted curve 

as a continuous line. ThE.: bottom curve (error cur 'e) is the difference 

between the theoretical and experimental curves, and is useful for judging 

whether the fit has properly converged. 

The vanadyl g and A value vary as a function of temperature as 

shovm in Figs. 4 and 5. This variation, which is similar to that observed 

for vanadylacetylacetonate, is thought to ,be due to changes in solvation 

and bonding (Wilson and Kivelson, 1966a). :rndeed, the magnitudes of these," 

parameters change in opposite directions as ",ould be expected from bonding 

theories. Additional me.chanisms are mentioned later in the discussion of 
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Fig. 3.~xample of fit to solution spectrum of YO(H20 )~+. The crosses 

are the experimental points. The continuous line is the theo­

retical fit to the data. The lower curve is the difference 

between the theoretical and experimental curves and has a scale 

expansion of 2.3. 
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TABLE II. Viscosities of H20 and D20 

-10 

o 

10 

20 

25 

30 

40 

50 

60 

70 

80 

90 

100 

n 

2.66 

1.7921 

1.3077 

1.00'50 

.8937 

.8007 

.6560 

.5494 

.4688 

.4061 

.3565 

.3165 

.2838 

H2O 

nIT 

10.11 

6.56 

·4.62 

3.43 

3.00 

2.64 

2.09 

1.70 

,1.41 

1.18 

f.Ol 

.871 

.760 

n 

1.685 

1. 2514 

1.103 

.972 

.7872 

.671 

.5513 

.488 

.4141 

.3658 

.3265 

D ° 2 

niT 

5.95 

4.27 

3.70 

3.21 

2.51 

2.08 

1.65 

1.42 

1.17 

1.01 

.875 

·Note: Viscosities are in centipoises .. Viscosities divided by temperature 

are in 10-3 cP/oK. 

Viscosi~ies for· H20 -are from the. Handbook of Chemistry and Physics, 

43rd edition,CHemicalRubber Publishing Co. 

Viscosities for D20 are from R. C. Hardyanc1 R. L. Cottington, J. Chem. 

Ph~s. ll, 509 (1949), and from the Landolt-Bornstein Tables, Vol. ,2.., . 

Transport phenomena, Springer-Verlag (1969). 
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copper linewidths. The variation of these parameters· with temperature 

forms a limitation on the interpretation of the linewidths. However, 

the variation is relatively small and does not seriously affectt~1e theory.' 

The values assumed for the linewidth treatment are g=1.9652 and A-115.9G. 

The value s used by Mc Cain (1967) were g=l. 9623 and A=-119. 5G. The value s 

predicted from the anisotropic parameters (g=l. 9627 and A=-117. 62G) 

are slightly different, but the above values are thought to be better. 

2. Relaxation' 

The vanadyl linewidths .were least squares fit to a polynomial 

cubic in mI in order to determine experimental values for the coefficients 

in Eq. 2.4. These values are plotted vs. viscosity divided by temperature 

as the points in Figs. 6-8. Selected values of the viscosity of water 

are presented in Table lIto aid in the interpretation of the scales. 

The beta parameter was used to determine a value for the hydrodynamic 

radius of the complex from Eqs. 2.6 and 2.3. The radius, r=3.67 A, 

determined in this manner was used with Eqs. 2.5 and 2.7 to compute theo-

retical values for a' and y. The value for a" was computed using Eg. 

2.12. The theoretical values are shOYTn as the smooth curves in Figs. 

6-8. 

The theoretical and experimental values of the gamma parameter 

agree very well. This provides strong support for the Kivelson relaxa-

tion mechanism. Furthermore, the hydrodynamic radius determined from 

the theory is reasonable compared with the radius one would obtain from 

only struc·tural considerations. The delta parameter is in relatively 

poor agreement with experiment, but terms of order (a/w )2 have been 
o 

neglected in tbe theory 'tThich contribute appreciably to the delta term 
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(Wilson and Kivelson, 1966a). 

However, although th~ theoretical alpha parameter (a.=a.'+a. II
) is in 

good qualitative agreement with the experimental values, the magnitudes 

are not in good agreement. Lewis and Morgan (1968) proposed that this 

discrepancy could be due to superhyperfine interaction with the protons 

of' the complexed water molecules .To check this proposal "IoTe have made 
. . . 

m~asurementsof vanadyl ions dissolved in heavy water. 

The anisotropic parameters for this system were determined from 

a deuterated~perchloric acid glass. As expected (since the vanadium 

crystal field is determined mainly by the strongly bonded vanadyloxygen), 

the parameters vTere' the same as those for the aqueous system (in this 

section only~ the term "aqueous" refen; to ordinary water solutions as 

opposed to heavy "Tater) • ThepolycrystallinespectrUm is shown in Fig. 

9. The theoretical curve in Fig. 9 is the same as that in Fig. 2. The 

isotropic g and A values for the deuterated vanadyl system are shown in 

Figs. 10 and 11. The zilagnetic parameters used in the linewidth treatment 

were the same as those in the aqueous System. 

Theline.Tidth parameters are shown in Figs .12-14. As in the aqueous 

system, the beta parameter was used to determine a" hydrodynamic radius 

from the theory. It is interesting that the radius, r=3.48 A, for the 

deuterated. system is 0.19A smaller than the radius in the aaueous system., 

This may indicate an actual change in the effective size of the complex, 

or more likely, a change in the value of K (see Eq. 2.14) for the deuterium 

oxide solvent from· the hydrogen oxide solvent. 

The agreement between the theoretical and experimental values for 

tlw gumma term is excellent. However, the alpha term shows a discrepancy 

I 
I 
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similar to that in the aqu~ous system. If the residual linewidth is due 

to a superhyperfine interaction t it would decrease by close to a factor 

of three since the magnetic moment of the deuteron is that much smaller 

than that of the proton. A comparison of the t~TO residual vddths indi­

cates that the deuterated complex does not have a smaller discrepancy .. 

RecentlYt however, the proton magnetic resonance work was reported 

for the vanadyl system (Reuben and Fiat, 1969a, b). These workers give 

a proton superhyperfine coupling constant of 3.2 MHz t or 1.2 G for g=1.97. 

Although this is sufficiently large to provide the residual linewidth in 

the aqueous vanadyl system, it does not explain the behavior of the 

deuterated complex. 

It must be noted that the samples were not degassed so that the 

residual linewidth could be due to oxygen broadening. However, McCain 

(1967) indicates that the vanadyl widths did not narrow upon degassing. 

A preliminary investigation by the author also produced this result. The 

effect of dissolved oxygen 'is, therefore, expected to be quite small. 

We are then led to somewhat of a dilemma for the vanadyl system. 

Since the residual width did not change upon deuteration, this width 

cannot be due to superhyperfine structure. However, if the residual width 

is ascri_bed to other causes, we must show why no hyperfine effect is shown. 

We must therefore reexamine the premises of the experiment. 

A resonance line may be homogeneously or inhomogeneously broadened. 

A homogeneously broadened line is a single line which may be characterized 

by a "true" linewidth. An inhomogeneous line is a superposition of several 

homogeneous linesvlhich have a "true" linewidth. The inhomogeneous line 

has an apparent width which is, in general, not the "true" vddth. 
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However, as the "true" width becomes larger and la~ger the apparent width 

of an i~homogeneouslY broaden line should be closer to the natural width. 

If the "true"width is very large compared to the separation of the compo­

nents, the apparent width will become equal to the "true" width. 

A proton hy-perfine coupling constant of 1.2 G would surely produce 

asuperhyperfine pattern in the vanadyl lines since proton exchange is 

slow. This should cause the vanadyllines to be .inhomogeneouslybroaderied 
< " .' " 

so that a. least squares fit to determine the linewidth should· produce an 

error i.Ii· the linewidth • However , as the true linewidth becomes . larger , 

the error· in the linewidth is expected to become smaller. Since the 

linewidths in the vanadyl spectrum at low temperatures are Quite large 

compared to the hyperfine splitting , the residual linewidth due to hyper-

fine structure should go to zero. We see from Figs. 6· and 12 that the 

residual width is either constant with temperature or increases as 

temperature is decreased. Hence, we must conclude that; because the 
. ,- . 

reSidtialwidth neither decreased With deuterationnor decreased with 

decreasing temperature, the main contribution to the residual width 

is not a superhyperfine interaction. 

We would expect some contribution to the width from superhyperfine 

interaction. The residual width should have changed some upon changing 

to the heavy water solvent. The effect, however, is reduced because. of 

the variation of linewidth with hyperfine component. The error of 

residual width in each hyperfine component due to superhypeffine interaction. 

change~ from component to component. The error in the alpha parameter 

would be a kind of average over the errors for all the components. For 

some of the lines the widths are large enough that the error is close 
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to zero. Hence, the average contribution to the residual width is much 

smaller than the maximum possible contribution. Furthermore, the line-

width variation is not symmetric with respect to the center of the spec-

trum. The narrowest line in the spectrum is to the. low field side of 

the spectrum center. The result of this is that the beta and gamma para-

meters must also be affected by the superhyperfine interaction. The 

contribution of superhypeffine structure to the alpha parameter is much 

smaller than the possible contribution to a given line. The change in the 
, 

residual width upon gOing to a deuterated solvent is smaller than the 

residual width due to superhy:perfine interaction. It is not observed 

because it is so small. 

We, therefore, have an unexplained residual width in the va.nadyl 

system .. The residual width cannot be due to the Al'tshuler and Valiev 

(1958) mechanism since this mechanism is temperature dependent. Further-

more, this mechanism would predict alinewidth increasing as temperature 

increases. The residual Width on the other hand is constant or decreases 

with increasing tem~erature. 

The linewidth in the vanadyl system is, nevertheless, almost completely 

explained by a combination of the spin-rotat:i.on and anisotropic gand A 

tensor mechanisms. We may test the field dependence of the mechanism by 

comparing theoretical predictions with the parameters measured by McCain 

(1967) and by Rogers and Pake (196o).· These parameters are presented in 

Table III. 

A comparison of the S band e~erimental and theoretical values shows 

a consi.derable disagreement. The alpha term is off by 5 gauss; the beta 

and gamma terms also disagree. McCain indicated that this disagreement 
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TABLE III •.. COIliparison of Theoretica1 and Experimental Linewidth 
. 2+ 

Parameters for VO(H20)5· 

. S band (3.12 Gilz) 

(McCaih, 1967)· 

Exp. Th. 

21.9 17. 

1.333 2.15 

.4977 ··.65 

-.0544 : .... 05 

K band (.24.3 GHz) 

(Rogers and Pake, 1960) 

Exp~ .Th. 

13.6 13. 

2.8 4.5 

.47 .82 

*** -.004· 
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was probably due to terms of order (atJo)2 which were neglected in the 

theory. We feel that this is the most probable reason. Furthermore, 

this is probably also the rea.son for the residual width in the X band data. 

The neglected terms have relatively little effect on the·beta and gamma 
: . . 

parameters, but seriously affect the alpha parameter. This discrepancy 

is expected to be smaller at K band where the neglected 'terms would be 

quite small. A comparison of the K band experimental and theoreti~al data 

is somewhat disappointirig. Although, the alpha term agrees well with 

theory, the beta and gamma terms are extremely wrong. We suspect that this 

is due to an error in the data rather than in the theory. Rogers and 

Pake indicate that the lines have some non-Lorentz character which we 

believe is an experimental problem which produced an error in the results. 

K bandsexperim~nts are quite difficUlt because the. sample must be small 

to avoid distortion problems. The Kivelson theory is then expected to 

completely explain the linewidths. It would be interesting to obtain 

some additional K band data. 

The theory may be used to compute theoretical estimates of the 

relative TIe values for comparison with McCain's (1967) experimental 

values. However, the theory is only approximately correct for the S 

band data. 
.. -11 

McCain used a correlation time of T=3XIO . sec in his work 

where the value determined in this work is -11 . T=3.8XIO sec. However, 

this change does not change the results enough. The agreement between 

theory and experiment is Quite poor, but this is expected since the 

linewidth predictions are also poor. 
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IV. COPPER LlNEWIDTHS 

A. ' 'Introduction 

The EPR spectrum of the hexa.quocopper (II) complex in solution was. 

certainly one of the first to be studied though it is difficult to say 

when. it' was first ob~erved. Among the earliest studies of the system were 
, ' . 

those of Kozyrev (1955) and McGarvey (1956, 1957). These workers reported 

a spectrum consisting of a single line at ordinary temperatures with a g. 

value of about 2.2 and a peak-to-peak linewidth of about 150 gauss. 

Although the copper nucleus has a nuclear spin 1=3/2, no hyperfine struc-

ture was observed in the spectrum. 

The intriguing characteristic of the spectrum was that the line 

width was observed to increase with increasing temperature (Kozyrev, 1957; 

AV'Vakum:ov,et a1., 1960). At first glance the linewidth of this spin 1/2 

complex would have been expected to decrease with increasing temperature 

on the basis of the McConnell theory (1956). 

A number of exp1ap.ations were proposed for the anomalous behavior 

of the copper system. Indeed, Kozyrev (1955) early proposed that the 

broadening and subsequent lack of hyper fine structure in the copper spec-

t~um was due to the formation of copper dimers. This suggestion was 

based on an incomplete understanding of some of the early data, and is 

not tenable since the linewidthbehavior persists in dilute solutions where 

copper dimers are quite unlikely. McGarvey (1957) proposed that the 1ine-

width was due to a combination of tumbling and an interaction with a low 

lying excited state which was expected in the hexaquocopper (II) system 

as a result of the Jahn-Teller effect. A1'tshuler (Al'tshu1er and Va1iev, 

1958; A1'tshu1er and Kozyrev, 1964) proposed a theory involving vibrational 
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modulation of the crystal field. He showed that this:~heory would fit 

their dataauite well. 

However, all the early theories suffered from incomplete information 

as to the true linewidth in the system. The linewidth was taken as the 

derhr.ative peak-to";'pea.k distance of the broad single line observed in the 

spectrwn. But the EPR spectrwn of hexaquocopper(II) :nust certainly 

consist of hyperfine structure. Hayes (1961) detected hyperfine struc-

ture in the spectrwn by cooling to near oOe. The coupling constant between 

31 to 38 gauss, indicated that the linewidth was in a Large part due to 

hyperfine str.ucture. 

Aniong other workers who have used the overall li ~ewidth areValiev 

and Zaripov (1966) ~nd Fujiwara and Hayashi (1965). V9.liev and Zaripov 

proposed a relaxation mecllanism specific to the hexaqu)copper (II) system. 

This mechani"sm, a modification of the Al'tshuler and V:tliev (1958) 

mechanism,involved a vibrationally induced transition to the lowest orbital 
. ' 

excited'state with subsequent relaxation to the 'ground state. This is a 

kind of Orbach mechanism involving ligand vibrations rather than lattice 

modes. Valiev andZaripov's work shows reasonable agreement with the 

overall linewidth if the hyperfine contributions are ignored. 

Fujiwara and Hayashi studied the linewidth as a function of tempera-

ture, as a function of concentration, and as a function of the anion 

associated with the copper cation. These workers report no anion dependence 

in dilute solutions and also no concentration dependence for solutions 

less than .1 F. These results are qualitatively correct since although 

the true linewidth was not measured, a concentration effect would be 

observed in the overall line. Although these workers report measurements 



near O()C, they report no hYPerfine st.TUcture in the gpectrum. 

Spencer (1965) measured the EPR spectra of hexn.quocopper (II) over 

a wide range of temperatures for both aqueous solutions and for perchloric 

acid solutions. He also measured the spectra of the hexamminecopper (II) 

system which'was expected to be quite similar in behavior. Using the 

.. -1 
h,v:perfine coupling constant of .0053 cmhe was able to perform crude 

corrections to the linewidths. At low temperatures he observed the 

linewidthto decrease as the temperature increased. Spencer discusses 

two mechanisms to explain the linewidth: the anisotropic tumbling mechanism 

and an inversion mechanims. Although a definite conelusion was not 

reached, Spencer proposed that the linewidth could be explained by a 

combination of' these mechanisms. Another explanatio::l was that the 1ine-

width wasccintrolled by the rate of chemical exchangf~ of the water 

molecules in the hydration sphere. Additional support for this proposaJ_ 

was obtained from the 170 NMR data (Meredith, 1965). The 170 linewidth 

was observed to vary with the Batnetemperature dependence as theEPR 

linewidth. 

Lewis, A1ei, and Morgan (1966) also studied the copper system as 

a function of' temperature. They study the copper system.by means of a 

lineshape analysis using a simulation technique. At high temperatures 

(above room temperature) they assume that all the linewidths are equal. 

From their analysis they conclude that the 1inewidth should be due to 

a combination of the spin-rotational process and a second process which 

they describe as a Raman process. They propose the Raman process on the 

basis of' extrapolation from reported solid state measurements. However, 

Kivelson (1966) indicates that Raman processes are not expected to be 

large in solution. Lewis, Alei and Morgan propose the follo~ing 

.. 
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function for the linewidth 

= 2.04 X 104 (4.1) 

The main difficulty with the hexaquocopper (II) system, other than 

the. actualinter1')retation of the linewidth behavior, is the measurement 

of the true linewidths for the hyperfine lines. The large linewidths 

leading to extreme overlap and lack of resolution in the spectrum produces 

an extremely frustrating problem. Simulation methods of analysis for lines 

as unresolved as the copper lines are very difficult. The present study 

was begun because it was felt that the use of a data acquisition system 

in connection with a least squares treatment would facilitate the treat-

ment of the data and improve the results. 

B. Experimental Methods 

The apparatus and measurement procedures were the same as those 

described for the vanady1 experiments (see Sec. III-B). The initial 

experiments were performed with copper perchlorate obtained from the G. 

Frederick Smith Company. The .final experiments were performed with 

isotopically enriched 63CU(99.62%) which waS obtained from Oak Ridge 

National Laboratories in the form of the oxide. , The oxide was dissolved 

in an equivalent amount of perchloric acid with gentle heating. The 

concentration of the resulting copper perchlorate solution was adjusted 

t'o .01-.02 F. Solutions in 5.26 F perchloric acid for glass spectra were 

obtained. by evaporating the necessary amount of the copper perchlorate 

aqueous solutions and then redissolving the residue in perchloric acid. 



-56-

c. Discussion and Results 

1. Spectra 

The anisotropic magnetic parameters for the hexaquocopper (II) 

system have proven to be quite elusive. A number of workers have deter­

mined these parameters in different glass systems, but have obtained vary­

ing results. These results are presented in Table III. In addition, 

we have repeated the measurements in the perchloric acid glass system. 

Spencer (1965) driginallymeasured the parameters forthe-perchloric 

acid glass system by measuring the line positions. The spectrum is quite 

simple and consists ofa parallel band containing four resolved hyperfine 

components arid a ~erpendicular band containing a doublet. The interpreta­

tion of this doublet is difficult without a simulation method to analyze 

the spectrum. We have redetermined the anisotropic magnetic parameters by 

using a simulation techriique to analyze the spectrum . 

. Spencer suggests that the doublet could arise from either hyperfine 

structure or from two g values due tc the complex having less than tetragonal 

symmetry in the glass, or from so-called "extra"absorptions. Hyperfine 

structure would produce four components and hence was expected to give 

four lines rather than two. However, the theoretical simulation in Fig. 

15 shows that the spectrum can befit quite well with an axial spin 

Hamiltonian. Only a doublet is observed because of a second order hyper­

fine effect which shifts two lines of the quartet further than the others., 

A variable linewidth further acc,entuates a doublet appearance over a quartet. 

The parameters determined from the analysis are presented in Table IV. 

Table IV shows a large spread in the results of the various workers .. 

Of the three systems utilized, the methanol results are probably the least 

correct for the hexaquo complex. These measurements were performed with 

•• 
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Fig. 15. 
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3372 

H (gauss) 
XBL 7012-7175 

Spectrum of CU(H20)~+in perchloric acid glass. 

Upper spectrum is experimental; lower spectrum is 

simulation. 



TABLE IV. Anisotropic Magnetic Parameters for CU(H20)~+: ...• 

Solute/Solvent a Aa b 
~I gl Ail 1 

g 

Cu(N03)2/methanol 2.39 2.07 106 70 2.1767 

Cu(CI04)2/5.3 HCI04 2.379 2.066 139.6 7 2.1703 

CU(No3)2/g1ycerol 2.400 2.099 114.05 12.86 2.1993 

63 Cu(Clo4)2/5.3 HCI04 2.387 2.072 137 5 2.177 

a. Coupling constants are in.gauss 

b. Average values computed from anisotropic values 

r-

. a,b 

.A·· .... 

83.2 

46.5 

33.3 

46.9 

Reference 

Garif'yanovand Usacheva. (1964) 

Spencer (1965) 

Lewis, et al. (1966) 

This work 

I 
V1 
CP 
I 
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t.he hydrated salt in almost pure methanol. The results are probably 

incorrect due to the formation of copper-methanol complexes. 

The results obtained for the 5.26 F perchloric acid and the 60% 

glycerol glasses are somewhat harder to reconcile. Initially, the per­

chloric acid system is expected to provide a better glass medium for the 

hexaquo complex since it is generally accepted that the perchlorate 

anion does not form complexes with transition metals although the same 

is not true for glycerol. Furthermore, there are more water molecules 

(40 F)ava:tlable in 5.26 F perchloric acid thatin7.5 F glycerol (25 F 

in water). 

However, the anisotropic parameters may be used to compute average 

g and A values which are expected to be close to the isotropic g and A 

values. The computed average values are also presented in Table IV. A 

comparison of these values with the experimental isotropic values which 

are presented later shows that the glycerol parameters agree quite well. 

But the perchloric acid parameters are very different from the experi­

mental values. ·As mentioned in the vanadyl discussion, glass spectra 

need not necessarily produce correct values for the complex in solution. 

However,· the measured difference is striking. 

We may note that theg and A values are expected to be correlated 

due to bonding effects (Kivelson and Neiman, 1961). As the g value decre~ses, 

the A value should increaSe. This correlation seems to hold for the parallel 

parameters between the glycerol and the perchloric acid glass. However, the 

correlation breaks down in the perpendicular parameters. This might be 

a possible indication that different complexes are being observed. If 

both spectra were due to copper ions with octahedrally coordinated water 
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molecules, the correlation would be expected to hold. The choice of whic.h 

set ~f parameters to use is somewhat arbitrary. Fortunately, the parameters 

desired for a linewidth theory' are the anisotropies, i.e., the differencl!s 

between the parallel and perpEmdiuclar values, rather than the actual 

parameters. The anisotropies are in somewhat better agreement than the 

actual parameters. In fact,. both sets of parameters were used for the 

linewidth study. 

The EPR spectra for hexaquocopper (II) ions in solution have been 

messured between -15 and 'l'OOoC. The spectral parameters were obtained 

from the digitized spectrs.using the least squares fitting procedure 

described previously. The spectra could be fit very well using one 

intensity, one g value, one coupling constant, and four linewidths. 

Examples of the fits to the spectra at various temperatures are shown in 

Figs. i6~19. The cr9sses are the experimental points; the continuous 

lines are the theoretical fit. The lower curves in the figures are plots 

of the, difference between tlie theoretical and experimental curves. We 

can see from the error curves that the fits are very good. The low 

temperature spectra (Figs. 16 and 17) exhibit the presence of four hype!­

fine lines quite clearly. However, the spectra at higher temperatures 

(Fig. 19) do not exhibit structure. 

At room temperature and above the spectra consist of a single, 

broad, symmetric line. Much of the early work has considered the peak­

to-peak width of the unresolved line to be the true width of the line. 

This would be true if the hyperfine coupling constant were small com­

pared to the linewidth. The observed line would then be very nearly 

a Lorentz lineshape whose peak-to-peak width would be an excellent 
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27L3-7--~~----------~--~--~--H~(--~~)~~------~------~----------~3~202 
ERRORS. 10.226 gauss 

X B L 7 0 12 - 7 169 

Fig. 16. Example of fit to solution spectrum of eU(H20)~+ at -lOoe. 

In this spectrum. and in the follo:w:Lng spectra the crosses are 

the experimental points; the continuous line is the theoretical 

fit to the data; and the lower curve is the difference between 

the theoretical and experimental spectra with a scale expansion 

given by the ERROR* number. 
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2+ 
Example of fit to solution spectrum of Cu(H20)6 at 1°C. 
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ERRDRS. 12~776 
H (gauss) 3202 

XBL 7012-7171 

Fig. 18. 
2+ 

Example of fit to solution spectrum of Cu(H20)6 at 22°C. 
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ERRORS. 18.579 
H (gauss) 

X BL 7 012 -7 17 3. 

Fig. 19 ... Example of fit . to solution .. $pectrum of Cu(H20 )~+at600G . 

. , 
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2737 ( 3202, 

ERRORS. 1.334 'H gaus~ 
,XBL 7012-7174 

Fig .. 20. Attempt to fit spectrum of Fig~ 18 with 1 Lorentz line. 
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ERRORS !II 4.953 
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"H (gauss) 3202.' 

XBL 7012-7168' 

Fig. 21. Attempt to f'it spectrum of' Fig. 18 with 2 Lorentz lines. 
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2737. 

ERRORS • 5.04'9 
H (gauss) 

, XBL 7012-7172 

Fig. 22. Attempt. to fit spectr1lIliof Fig. 19 with 1 Lorentz line .. 
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measure of the true- width. Without knowledge of the low temperature 

spectra we would also be -tempted to use the overall width as the true 

width. However, we can convince ours~lves that this is incorrect by 
P, • 

examining the spectra closely. _ 

The results of an attempt to fit the room temperature spectrUll1 with 

a single Lorentz line is shown in Fig . 20. This is the same spectrUll1 

that was -presented in Fig~ 18. The spectrum quite clearly does not 

possess a Lorentz lineshape. In fact close examination of the sp,ectrum 

reveals several inflections near the center of the-spectrum. This is 
" . . . . 

shown more clearly in Fig.21 which shows the result of fitting two 
-. . 

Lorentz lin~s to the same spectruIil.We may confidently infer from this 

that the cibserved spectrum consists of more than two lines. It is, 

therefore, quite reasonable to fit the spectrum with four hyperfine 

components. 

Figure 22 shows the result of fitting the spectrum of Fig. 19 with 

orie Lorentz line. Even at 60°C the spectrum is not Lorentz in shape. 

Hence, a line'Sh~pe analysis indicates that the EPR spectra for hexaquo­

copper (It) must be analyzed in terms of four hYperfine components. 

The variation with temperature of the isotropic and A values for 

-hexaquocopper (II) is sho.'n in Figs. 23 and 24. A variation of these 

parameters with temperature is not unexpected since such variations were 

observed for the aqueous vanadyl system and f'jr vanadyl acetylacetonate 

(Wilson and Kivelson, 1966a). However, the usual observation is that 

the magnitudes of the g and A value change in opposite directions as the' 

temperature is changed, that is., the g value decreases as the. A value 

increases. In the present case the g and A values change in the same 

direction. 
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One might at first consider this effect to be an artifact because 

of the method of analysis. The line ~ositions are determined by a second 

order sp'in Hamiltonia.n. The effect of the second order term is to shift 

all of the lines downfield. If the. second order term is neglected, an 

apparent gvalue is obtained which is higher than the true g value. 

Furthermore, if the least squares fit erroneously causes the A value to 

decrease, then, the shift due to the second order term,would'decrease and 
. , 

the apparent g value would decrease. However, the shifts due to the 

second order term are on the order of a gauss and the changes in the 

second order term are somewhat less. Since the changes in the g value 

correspond to shifts of several gauss, the effect must be real. 

The usual interpretation 'of the temperature variation is that changes 

in solvation and bonding are occurring (Wilson and Kivelson, 1966a). How-

ever, this .theory would require that the g and A values change in opposite 

directions since. changes in bonding affect these parameters in opposite 

ways. Therefore, the variation in the hexaquocopper(II) syst~ cannot 

be explained by this mechanism. 

Ariumber of mechanisms maybe responsible for variations of the g 

value ',' or of the A value with temperature. Van Gerven, Talpe, and van 

Itterbeck (1967) have suggested a shift due to demagnetizing effects. 

They show that the shift in the g value, f..g is approximately given by 

f..g 'V C2N -N) X sIs 
(4.2) 

where Ns and Nl are so-called demagnetizing factors, which are computed 

from the 'geometry of the sample, and X is the static volume susceptibi­
s 

lity of the sample. The g value variation is expected to follow a Curie 



-72-

law. However, .themagnituQ.e of this effect is quite small and would not 

account for the large g v&lue changes which are observed. Furthermore, 

this mechanism is .. not expected to cause a variation in thehyperfine 

coupling constant . 

. A second source of shifts are dynamic effects due to relaXation 

effects in solution. Such effects have beeil discussed by FraeIikel (l967) 

and by Kivelson (1960). These effects are found in most treatments of 

relaxation theories but are generally ignored by assuming that the static 

Hamiltonian can be redefined to include these terms (Slichter, 1963). 

The spin Hamiltonian is rarely redefined in practice. Kivelson derives 

a nonsecular shift to be 

/1 .. .... T w· 
C 0 

. ...... ··-1 
where here Tl is the nonsecular contribution from the line'width 

theory and is depende?tupon mI. The shift is then dependent upon the 
( 

hyperfine component and follows a temperature dependence involving the 

c·orrelation time and linewidth. Since the shifts are different for each 

hyperfinecomponent, the hyperfine coupling constant may change as well 

as the gvalue although the effect of the shifts on the least squares 

determination is not clear. The effect of Eg. 4.3 can be estimated lf 

. the . . -1 
full linewidth is assumed to be due to Tl · . In fact the magnitude 

of the changes with temperature could account for the magnitude of the g 

value changes. However, the computed shift is a downfield shift which 

increases with temperature. This should cause an increase of the g value 

'wi thtemperattire whereas the g value decreases with· increasing temperature •. 

Hence, nonsecular shifts cannot be the reasons for the g value variation. 
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Another possible dynamic effect is the thermal vibrations of the 

ligands ... Benedek, Englman, and Armstrong (1963) have studied the tempera-

ture dependence of NMRchemical shifts due to thermal vibrations. The 

effective crystal field splitting changes because the amplitudes of 

vibration cha:nge as a function of temperature. Unfortunately this·effect 

w~U1d predict that the g and A values· should change in opposite directions. 

Walsh, Jeener, and Bloembergen (1965) and Soos(1968) have studied 

the variation of the g tensor as a function of temperature in the solid 

state. Soos explains his variations for organic radicals in terms of de-

localization of the electrons over radicals with slightly different g 

tensors. As the temperature changes, the delocalization changes and the 

observed g tensor changes. Walsh, et al., explain their behavior in 

terms of changes. in the crystal field due to thermal expansion effects. 
. . . 

In these experiments, the g value decrease with increasing temperature 

was well explained by crystal field changes due to lattice expansion. 

However, Walsh obserVed that the hyperfine interaction (for Mn
2+) 

decreased as the temperature increased, whereas the explanation for the 

g value change would predict an increase in the A value. Orbach (Simanek· 

and Orbach, 1966; Calvo and Orbach, 1967) has studied this behavior and 

proposed that excited state configurations were mixed into the ground 

state by a "dynamic phonon-induced" field. This explanation was proposed 

for S state ions but might be applicable to other states. 

Admittedly, these solid state explanations are not directly 

applicable to solution, but temperature dependent mixing of excited 

state configurations with the ground state is a possible explanation for 

the g and A value variation. Indeed, the hexaquocopper (II) complex is· 
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expect~,d t<;> have a low ly~ng excited state due to the Jahn-Teller effect. 

This state .could have an appreciable effect on the g and A tensors. 

The source of the variation of' the g and A tensors is not well 

understood. Fortunately, the variation in the parameters is relatively 

small So that the variation is neglected for the linewidth theories. The 

values of the isotropic parameters used for· the linewidthanalysis are 

g=2.1983 ancl A = - 34 •. 4 gallS s. 

2. Relaxation 

The linewidths for hexaqtiocopper(II), which were also determined 

from the least squares fits, are presented in Figs. 25-28. The components 

are identified by mr,the nuclear magnetic quantum number, and since the 

hyperfine coup~ing constant is assumed to be negative, the ~ = -3/2 

line is the lowest field line and the mr = +3/2 line is the highest field 

line. The linewidths for the components show a smooth functional dependence 

on the temperature, increasing monotonically with the temperature. Below 

40°C the deviations in the data are small. Above this temperature, there 

is increasing scatter in the data. At .the lowest temperatures .where 

hyperfine components are distinctly visible, the linewidths are known to 

about .5%. Near room temperature where the line is unresolved, but defi­

nitely not lorentzian, the error is expected to be sbout 1%.There is 

much less confidence in the data at higher temperatures where the line 

is near Lorentzian, and the error is expected to be several per cent. 

The dashed curves in the figures are arbitrary interpolation curves. 

The linewidths for the hyperfine components are compared in Fig •. 29. 

EXamination of the low temperature region reveals a distinct dependence 

on hyperfine component, with the narrowest line being themI = +3/2 or 
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highest field line. The lines are progressively broader as In:r is decre:lsed, 

with In:r = -3/2 as thebroe.dest line. As the temperature is increased, 

the relative widths change until the ~I ~ -1/2 ·line. becomes thebroades-; 

line. At still higher temperatures, the In:r = +3/2 line appears to becol1e 

the broadest line. We are not certain that this behavior is real. At ~he 

high temperatures leastsqtiares procedu:res are quite difficult . Noise 

and drif'ts in the spectrum could cause large changes· in the least squares 

fits. However, the linewidths definitely depend on the hyperfine component 

at low temperatures and appear to depend on the hyperfine ~omponent at 

higher temperatures. 

The dashed line in Fig. 29 is the linewidth determined from the 

overall peak-to-peak distance of the unresolved line. The fallacy of 

using the overall width as the trut;! width is clearly seen. The temperature 

dependence and the magnitudes of the width are incorrect. Valievand 

Zaripov (1966) indicate that their mechanism is consistent with this data, 

so that the mechanism is probably incorrect for the copper system. 

The dependence of the linewidths on hyper fine component leads one 

to suspect a Kivelson tumbling mechanism (Wilson and Kivelson, 1966a) to 

be contributing to the linewidth. In accord with this idea; thelinewidths 

were fit to a cubic polynomial. The polynomial is exactly determined by 

four linewidths, so that the polynomial coefficients may be strongly 

influenced by small errors in the linewidths. The parameters which were 

determined are presented.as the points in Figs. 30-32. The alpha para-

meter appears to vary quite smoothly with temperature. The beta and gamma 

parameters exhibit much scatter which is extreme at high temperatures. 

The delta parameter is even worse (not presented). (The correlation of 

temperature with viscosity divided by temperature i~ presented in Table II.) 
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. .' 

As was done with the vanadyl data, the beta parameter was used to 

determine a hydrodynamic radius for the complex using Eqs. 2.6 and 2.3. 

The theoretical values for a.' and ywere then computed from Eqs. 2.5 and 

2.7 and are presented as the smooth curves in Figs. 30-32. These curves 

were computed using the anisotropic magnetic parameters which .were deter-

mined in this work (see Sec. IV.C.l). The curves computed with the Lewis, 

Alei, and Morgan parameters are quite similar, and, therefore, are not 

plotted. We can see immediately that the theoretical and experimental 

parameters are in marked disagreement. The beta fit is relatively good at 

low temperatures. However, the experimental values for the gamma para-

meter are negative until the lowest temperatures are reached. The theory 

predicts that the gamma parameter should be positive over the entire 

temperatUre range. The theoretical prediction of the alpha parameter is 

also far from agreement with experiment. 

Furthermore, the values of the correlation time and the hydrodynamic 

radius which are determined from the fit to the beta parameter are anomal-

ously low .. The radius, r=l. 71 A, which was determined using the anisotropic 

parameters from this work, is of the order of theion:i.c radius for copper. 

If the Lewis, Alei, and Morgan (1966) magnetic parameters are used, the 

radius is r=1.83 A, Which, although better, is still too small. By analogy 

to the vanadyl system, the radius is expected to be on the order of 3 A. 

Cox and Morgan (1959) and Morgan and Nolle (1959) have Measured the proton 

NMR for copper solutions. The proton relaxation is due to a dipolar 

interaction modulation by molecular tumbling, so that the correlation time 
r 

is related to the hydrodynamic radius by Eq. 2.3. These workers obtain 

a radius r=2.8 A. Frankel (1968) in a more recent study obtained r=2.3A. 
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The validity of tl1e Kivelson tumbling model for the hexaquocopper 

(II) system is doubtful. Further eVidence is obtained from the depen­

denceof the theory on magnetic field. TheEPR spectrum for hexaquo c opper 

I (II ) was measured at S band (3.12 GHz) at room temperature (about 22°C). 

The spectrum is presented in Fig. 33. The lineWidths obtained from a least 

squares fit to the S band spectrum are 67.8, 66.9, 65.7 and 65.9 gauss. 

respectively, for the -3/2 to +3/2 component. The corresponding linewidths 

for the X band spectrum are 66.6. 67.7, 64.1, and 62.0 gauss (from Fig. 

29). Although there is a definite dependence upon hyperfine component, 

there is relatively little difference between the S band and X band 

linewidths. The Kivelson theorywuld predict a strong dependence of the 

linewidthswith magnetic field. In addition, if we ignore these problems 

and continue to use the Kivelson mechanism,we may compute a linewidth 

contribution from the spin~rotation mechanism. If this is done, we 

computelinewidth contributions which are five times the experimental 

linewidths. Therefore, this procedure cannot be used to explain the 

linewidths, although it was very successful for the vanadyl case. 

We must, the:re:fore~ proceed in another manner to explain the line­

widths. The increa.se of the linewi.dths with temperature strongly indicates 

a spin-rotation mechanism. Ignoring the ~ dependent terms for the present, 

we plot the ~independent linewidth, the alpha term, vs. Tin in Fig. 

34. The alpha term is quite linear with temperature divided by viscosity. 

(The alpha term has not been corrected for a contribution from the 

tUmbling mechanism because of the uncertainty :with the theory). This is 

consistent with the prediction of a spin-rotation mechanism except tha.t 

the extrapolation of alpha to zero temperature does not pass through 

zero. NeVertheless, we may. use the slope of a. straight· line fit to the 

.. 
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data with Eq. 2.12 to determine a hydrodynamic radi~s of r=3.08 A. This 

is a reasonable value. 

If we assume the spin':'rotation mechanism to be dominant, we may 

compute a contribution from the tumbling mechanism using the new hydro-

dynamic radius. If this is done, the predicted linewidth parameters 

are found to be much larger than the experimental parameters. Since we 
. . . . . 

expect the tumbling mechanism and the spin-rotation mechanism to be 

consistent with each other, we must conclude that these mechanisms 

cannot both be fully operative in the hexaquocopper (II) system. 

Lewis, Alei, and Morgai:l (1966) propose that the anisotropy of the 

copper complex is less in the aqueous solution than in the glass. They 

reduce the anisotropies, t-,g and b, and computea.contributic>n of the 

tumbling mechanism to the linewidth. After correcting the mr independent 

term for the tumbling contribution, they fit the remainder to a spin-

rotation mechanism. They also include a term quadratic in temperatllre 

which they describe as a Raman process (see Eq. 4.1). This term is neces-

sary to account for the curvature which appears in the alpha term after 

the tumbling correction is made. 

The Raman mechanism was proposed on the basis of an extrapolation 

from the solid state work of Gill (Gill, 1965; Stoneham, 1965) on copper 

ions in Tutton salts. However, the more recent calculations of Kivelson 

(1966) have shown that the contributions of the Raman process in liquids 

is small. Therefore, although Lewis, Alei, and Morgan fit the mr inde-

2 pendent term well with a spin-rotation interaction and a T term, the Raman 

process is not indicated. 

Furthermore, Lewis, et aI., are slightly inconsistent in their 

adjustment of the anisotropies. Although they adjust the anisotropies 
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to compute thettimbling width, they do notadjust the g values in 

computing the spin-rotation width~ Furthermore,· they show that the 

magnitude of the 170 coupling constant, which they measure from temperature 

dependent shifts of the 170NMR line, is consistent with the anisotropic 

parameters determined ina glass. In addition, they argue from Stoneham's 

work (Stoneham, 1965) that the first orbitally excited state for the 

hexaquocopper (II) complex is expected to be 7700 cm-l above the ground 

state. This is consistent with a large tetragonal distortion and, hence 

large anisotropy. 

Thelinewidths in·hexaquocopper (II) are then somewhat of a mystery. 

The solution Raman process is unlikely. The solution Orbach process is 

-1 unlikely if the lowest excited state is 7700 cm above the ground state. 

The increase of the linewidth with increasingtemper~ture is most likely' 

explained by a spin-rotation interaction. However, the contribution 

from a ttmbiii1g mechanism consistent with the spin-rotation' interaction 

and with the large anisotropy is too large. The tumbling mechanism cannot 

contribute its full effect and must be interrupted by some other relaxation 

process which is also mI dependent. This would be something similar to the 

inversion mechanism discussed by Spencer (1965) .. Spencer treated both 

mechanisms separately. Amore proper treatment is probably to treat 

both the tumbling process and the inversion process together. The line-

widths in hexaquocopper (II) are then due to a spin-rotation interaction, 

a tumbling mechanism, and a third process, similar to inversion, which 

interrupts the t~bling mechanism, and which is essentially independent 

of magnetic field. 
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V. SPIN-LATTICE RELAXATION TIME MEASUREMENTS 
WITH AN ON-L~ COMPUTER 

A.Introduction 

The longitudinal or·spin ... l~ttice relaxation time is extremEly 

important in magnetic resQnance,for magnetic resonance phenomera.would 

not be observliLble if satisfactory relaxation mechanisms did not Exist. 

The spin-lattice relaxation times of transition metal ions diluted in 

various. host lattices is of conside.rable interest. A knowledge c f these 

times aids in the theoretical understanding of electron paramagnetic 

resonance and in the interpretation of the int,=ractions which may occur 

in solids. Furthermore, the relaxation times which are related to transi-

tion probabilities are important in understanding the operation of masers 

(Bloembergen, 1956). Stevens (1967) and Standley and Vaughan (1969) have 

recently reviewed the theoretical and experimental aspects of th~ spin 

relaxation measurements. 

A nUlllber of techniques have been developed for the measurenent of 

relaxation times. One of the most popular is the pulse saturaticn-re-

coverymethod (Davis et aI., 1958). In this method the spin system to be 

studied is saturated with a relatively high power pulse, and the recovery 

of the absorption signal as a function of time is monitored, usually on an 

oscilloscope. The relaxation time is determined either by measuring the 

slope of a plot of the lograithm of the recovery curve or by cOm"l=aring 

the recovery curve with standard exponentials whose time constants are . ';or 

known. The logarithmic method require$ a knowledge of the baseline to 

which the recovery curve is returning. This is done experimentally by 

providing a second scan at low power to show the recovered signal on the 
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oscilloscope. This could involve experimental complications. The 

comparison method suffers if the recovery c,ur1te is not a single exponential. 

Furthermore, in many cases, the recovery curve contains a large amount 

of noise which makes the measure~ents from the oscilloscope traces diffi~ 

cult and inaccurate. Much experimental effort is usually expended to 

reduce this noise. Indeed, the improvement of the signal-to-noise ratio 

is one of the most serious probilems in experimental science. 

A technique for improving signal-to-noise is that of signal 

averaging. The usual method is to use a highly specialized computer of 

averaged transients (CAT) to acquire the data. Successive recovery 

curves are accumulated with the CAT until the signal-to-noise is 

acceptable .. '. The data are then usually printed for analysis by the 

techniques described above, or punched for analysis with a digital 

computer. 

However, we had been interested for some time in the application 

of small computers to laboratory problems. The advantages of using a 

computer are now well known. Interest in the technique has grown to 

such an extent that the January, 1969, issue of the IBM J. of Research 

and Development is devoted to laboratory automation~ The problem of spin­

lattice relaxation time measurements appears to be tailor made for a 

small computer. Not only can the data be acquired with the computer, for 

which time is a natural independent variable, but the data analysis can 

also be performed. In the case of simple exponential recoveries the 

analysis is straightforward and easily automated. Ba:seline problems are 

o::\r!i l~t hA.I1<O $1-1 (limplY' b~r fi\~<luidng datR out to ti mes i,'here the baseline 

is well defined. More complicated recovery curves may be analyzed by an 

,,' 
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interactive technique using relatively simple conversational programs 

and a display oscilloscope. An additional advantage of a·computer is 

that an analysis of the data canoe performed quickly so that results are 

known instantly. 

. 2+ 
TheNi ion was chosen for study since this was a transition metal 

ion of current interest in the laboratory (Jindo, 1971 Batchelder, 1969). 

Of interest. is the D value which is negative for most nickel compo.unds. 

However, in nickel sulfate the D value is positive.·. This behavior is 

discussed by Jindo, 1971. Studies of nickel ions in other lattices were 

undertaken to obtain information to aid in a theoretical interpretation 

of this behavior. The EPR spectrum of nickel ion in a lanthanum magnesium 

nitrate hcist{Ni/LMN) has beEm studied in tids laboratory (Jindo. 1971) 

and was selected as a suitable system in which to study relaxation times. 

Furthermore, relatively few measurements of relaxation times in nickel 

ions have been reported. 

Bowers and Mims (1959) and Valishev (1965) have reported measure-

ments of nickel ions liilutedin zinc fluosilicate. The results did not 

agree with the predictions of the usual theories of spin-lattice relaxation. 

Indeed, Valishev's results seem to be somewh~t anomalous in that the 

relaxation time was observed to decrease with decreasing.concentrations 

of nickel ions. However, this may possibly be explained by a phonon 

bottlenec~ Lewis and Stoneham (1967) and Jones and Lewis (1967) report 

measurements for nickel in magnesium oxide. The relaxation times were 
"!'". ", :-

explained in terms of a direct process at low temperatures and a Raman 

process at higher temperatures. However, the measured relaxation times 

were shorter than would be predicted from 'the relaxation theories. 

.. 

I 

}I 
! 
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B.' Experimental Methods 

1. Samples' 

The crystals of lanthanum magnesium nitrate hydrate (La2Mg3(N0
3

)12· 

24 H20) doped with Ni2+ were supplied by Mr. Akira Jindo. These crystals 

were grown by slow evaporation from a solution containing the correct 

proportions of La(N0
3
)3 and Mg(~03)2 and a small amount of Ni(N0

3
)2. The 

crystals ,which are of rhombohedral 'symmetry, grow in the form of hexagonal 

plates with the crystal c axis located perpendicular to the plane of the 

plate. The nickel ions are sUbstitutional impurities for the magnesium 

ions. There are two kinds of magnesium sites which are called site 

1 and site 2 (Zalkin; et a1., 1963). The spec'tra studied were due to 

nickel ions of trigonal symmetry in site 1. 

Relaxation measurements were performed on two crystals one of 

which was more dilute in pickel ions than the other.' The exa.ct concentra-

tion of the nickel ions in the crystals is not known, but is not expected 

to exceed a maximum of 4%. The concentration of the more concentrated 

sample is expected to be 1-2%. The other crystal, which is known to be 

more dilute from a comparison of the relative spectrum intensities, is 

expected to have a concentration less than 1%. 

2. ' ,A pparEi. tus 

The crystals to be studied were held in a cylindrical cavity 

operating in theTEOll mode. The crystals were oriented with the cylindrical 

axis of the cavity contained in the plane of the crystal so that the magnetic 

field could be rotated in the ac plane of the crystal. The relaxation time 

determinations were performed with the magnetic field oriented along the 
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c axis which WBS located with the following procedure. The magnetic 

field was rot.ated until the two high field lines iIi the spectrum were 

superimposed. This occurred at the so-"called magic angle of 37° (Jindo, 

1971) where the three nickel energy levels are accidentally equidistant. 

The magnet was then rotated by 37° to obtain the c axis. 

Th~ temperature of the sample was varied by changing the speed of 

pumping on the liquid heliUm in which the sample was immersed. The 

temperature, which was varied between 1. 2 and 4. 20 K, was determined from 

the equiiib:dum vapor pressure of the helium. 

The pUlse-saturation spectrometer used in these experiments consisted 

of the normal homodyne detection spectrometer, which has been described 

previously (Pratt, 1967; Batchelder, 1969),. and in addition, a PIN modulator, 

a pulse gerierator, an oscilloscope, and a LAB-8/1 digital computer system 

(see Fig. 35). The homo dyne spectrometer was modified by the introduction 

of the Hewlett-Packard MOdel 8735B PIN modulator into the cavity arm of the 

bridge." This unit could vary the power reaching the cavity from full 

power to 80 dB attenuation. In practice, the modulator and the attenuator 

in the cavity arm were adjusted so that the sattiratingpower reaching the 

cavity was about 50 milliwatts, while the observing power was more than 

40 dB below the saturating power. 

The ,modulator was pulsed to the full transmitting state by means 

of an Intercontinental Instrument s, Inc., Model PG~2 pulse generator. The 

pulse widths were adjusted to about 5 milliseconds. PUlses were repeated 

at a maximum rate of once every 300. msec. which was sufficient to permit 

the spin system to return to equilibrium. The pulses were applied to the 

modulator through a biasing network which is also detailed in Fig. 35. 

....... 

,~ 
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Fig. 35. Block diagram of pulse-saturation spectrometer. 
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The biasing network served ,the double purpose of biasing the modulator to 

control the observing power, and to isolate the pulse generator from the \.., 

modulator. The pulse generator was found to have ripple in the output 

in its quiescent state which could modulate the observing power and cause 
"'. . 

noise~ Theze~er diode in the network isolates the pulse generator after 

the PtUsehas been delivered and als~ prevents the ~ulseheight from 

aCCidentally becoming large~nough to damage the modulator. The biasing 
, . 

vOltage:was:p,~ovid.a. by a 1.5 V dry cell which is astable DC voltage 

source. The resistors were adjusted for ca. 45 dB attenuation in the 

modulator. 

The recovery signals were observed as absorption signals using 
, ' 

straight DC" detection from the crystal diode detector. Theabsorption 

signals were on the order of millivolts and could easily be displayed on 

" 

an x-y recorder or on an oscilloscope. The recovery curves were monitored 

" with a Tektronix Model 532 oscilloscope equipped with a Type W differential 

amplifier plug-in. The differential amplifier was necessary to offset 

the detector bias voltage in order to preserve thefuilgain in the amplifier. 

The type Wunit is susceptible to a thermal recovery problem if pr,esented 

with a high signal level as would happen when a pulse was received. 

This effect was reduced byplacirig a clipping diode (IN009) on the input 

of the type W unit to,prevent overdriving. The oscilloscope also served ,., 

the purpose of amplifying the recovery signals for presentation to the 

computer system. 

A synchronizing signal from the pulse generator'and the recovery 

signal from the oscilloscope vertical signal output were presented 

through impedance matching networks to the LAB-8II digital computer system. 



-97-

\ \ 

The LAB-8/Icomputer system, as purchased from Digital Equipment Corp .. 

consists of only a 4K PDP-8II computer with teletype, and an AX081abora­

tory peripheral. Our system includes, in addition, a DF32 disk (32K 

words)~ a pco8 high speed paper tape reader and punch, aKE8I extended 

arithmetic element, and an extra 4K·of memory. The AX08 laboratory 

peripheral processes all analog signals and contains an analog-to-digital 

converter (ADC) which is multiplexed between four inputs, a crystal clock 

and an RC timing clock, a display control consisting of two analog out­

puts from a digital-to-analog converter and an intensify signal,and some 

trigger inputs for synchronization. There are also a number of miscellan­

eous digital inputs and outputs. The ADC is a 9 bit successive approxi­

mation converter and can perform a conversion in 17 microseconds. This 

is the ultimate limitation of how short a relaxation time !!lay be measured 

with the computer system. The preamplifier of the ADC has a ±lV input 

range. 

The operation of the spectrometer is relatIvely straight-forward. 

The spectrometer is first tuned and adjusted in the normal manner, except 

that the klystron is not locked to the cavity. The klystron frequency 

lock is not used in order to prevent the lock recovery after a pulse from 

interfering with the signal recovery. The PIN modulator is adjusted to 

provide the proper attenuation for the observing power. The magnetic 

field is then adjusted to the proper resonance, and the pulse generator 

is turned on. The averaging program is then started (presently this is 

the BASIC AVERAGER provided by DEC). After a sufficient numer of scans 

have been accumulated, the averaging program is haJted. At this time the 

LOGLINEoverlay (see Appendix) is started to either punch the data on the 
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high speed punch, or to analyze the data for relaxat.ion times. The 

data are normally punched either for later analysis or to save the data. 

C. RateEguations 

In a two level system relaxation can be viewed simply as a process 
. . 

of transferring spin population from one level to the other level. This 

process is readily described by a single decaying exponential. In a three 

level system the problem is somewhat more complicated. The population 

in one level may transfer to either of the two :t"emaininglevels. The 

signal observed in a relaxation experiment is proportional to the popula-

tion difference between .the two levels being observed. We must consider 

the form of the signal expected in a pulse saturation experiment. This 

is normally. done by m~ans of the rate ~quations. 

We shall consider the rate equations for the 3 level system shown· 

in Fig. 36 ...• Each of the leyels, i, contains an instantaneous population 

o 
Ni' and the excess papulation, ni , by 

N. = N~ + n. 
J. J. J. 

The levels are connected by the spontaneous transition probabilities 

wij (probability i+ j). The rate equations are then 

N 
1 = 

(5.2) 

where the third equation for N3 .has been omitted since it is related to 

the other two by 

= o 
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However, since 

n = -n - n 3 1 2 
(5.4) 

and 
= . (5.5) 

where E12 is the energy difference between levels 1 and 2, and with similar 

relations for the other pairs of levels we may obtain the following equations 

= 

= 

These are simultaneous linear differential equations of the form 

'. 
= 
= 

where 

a1 = 

'. a 2 = 

b '= 
··1 

b 
2 = 

a1n1 + b1n2 

a
2

n
1 

+ b
2

n
2 

-(w
12 

+ w13 + w31 ) 

, w12 - w32 

w2J. - w31 

(w
21 + w23 + w

32
) 

(5.6) 

(5.8) 

These equations may be solved using standard techniques (Kaplan, 1958). 

The s61utionsare of the form 

= a. exp (At) n2 = 6 exp (At) 

where A may be obtained from the related homogeneous equations obtained 

from Eq. 5.9 and 5.7 

(al - A)a + b
1 

6 = 0 

a 2 a. + (b2 - .A)6 o 
(5.10) 

\ ' 

I 
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These equations have a solution is the determinant is zero so that we 

may obtain 

1/2 ( 

.Hatios of alpha and beta may be obtained from Eq.s 5.10 and 5.11. In any 

case, the general solutions are 

= Ait. A2t 
Cl aloe + C2 a 2· e 

n2 = 

where the C's are determined by the initial conditions.· The solutions 

in which weare interested is the population difference given by 

At A2t 
n2 - ni- C

l 
(f\-a

l
) e 1 + C

2
(8

2 
- a

2
) e (5.13) 

Similar solutions may be obtained for the other level pairs. We can see 

that the observed recovery curve will be a sum of two exponentials rather 

than a simple single exponential. The relaxation times will be the 

reciprocals of the A' s, and are related in a complicated manner by 

EQs. 5.11 and 5.8 to the transition probabilities. Theoretical results 

will, in general, be for the transition probabilities. Hence, a complete 

comparison of experiment with theory requires experimental values for 

the w's. This will necessitate a detailed consideration·of the coeffi-

cients of the ex-ponentials as well as the A's. This will not be con-

sidered here since we have shown what we wished: the recovery curve 

is a sum of two exponentials. Furthermore, for a constant field, the same. 

relaxation times should be obtained for each of the transitions. 
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D. Discussion and Results 

With the magnetic field oriented along thec axis of the crystal, 

the EPR spectrum of the Ni/LMN system, consists of three lines which 

correspond to the transitions indicated in Fig. 37. The first and third 

lines, if the lines are numbered from low to high field, are si{rong 

allowed transitions. The second line is a "forbidden" transition. Jindo 

(1971) determined the spin Hamiltonian parameters to be gil =2.235, gl =2.233, 

-1 '-1 D=+.2005 cm ,andE=.0007 cm The small E value was necessary to fit 

the data~though the ion with no lattice distortion is expected to be at a 

site of trigonal symmetry. These parameters have a small temperature de-

pendence which may require ,l'l1inor modifications to any theoreticalrelaxa-

tion treatment of the system. 

Relaxation time measurements have been made for each of the lines 

over a temperature range of 1.3 to 4. 2°K using the "pulse saturation-

recovery method • An example of a tyPical recovery curve is shown in 

Fig. 38 which shows the recovery of the high field, line for T=1.37°K. 

The data show an excellent signal to noise ratio and have been collected 

to essentially complete recovery so that the baseline of the recovery is 

well known. A logarithmic presentation of the data with the baseline 

substracted is shown in Fig. 39. The logarithm is essentially linear 

at long times but shows curvature near the start of the recovery curve. 

Possible, reasons for this behavior are discussed later. A reasonable 

relaxation time may be obtained from the linear portiori of the curve. 

The relaxation data obtained for the low and high field lines of the ", 

fairly concentrated sample are presented in Figs. 40 and 41. The data are 
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Fig. 37. Energy levels and transitions for Ni 2+ in lanthanum 

magnesium nitrate hydrate with the magnetic field oriented 

along the caxis (Jindo, 1971) 
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somewhat scattered so that a functional relationship between Tl - l and the 

absolute temperature may not be established with confidence.· The 'lack 

of data between 3 and 4°K is also somewhat unfortunate. This data was 

not obtained in these preliminary experiments because of the difficulty 

of regulating and measuring the temperature with our present apparatus. 

The data suggest that the inverse relaxation time is linear in the absolute 

temperature, but the scatter is such that a quadratic could also fit the 

data. 

The data obtained for the dilute sample are similar to that for the 

concen.trated sample. The data were more difficult to obtain since the 

signal was weaker than in the concentrated sample. The data seem to 

indicate a slightly shorter relaxation time in this sample, but this 

may in fact be experimental error. 

Relaxation times were also determined for line 2, the "forbidden" 

line in the spectrum. The intensity of this transition was very much 

weaker than that of the other two transitions and the data were corre-

sl'ondingly more difficult to obtain. The relaxation times for this line 

were much longer than those for the other two lines, but this result is 

doubtful at best. In fact, the relaxation times varied ~uite widely 

and may bean experimental artifact. 

A nUiJ1ber of relaxation mechanisms have been utilized to explain the 

data in solid state measurements (Standley and Vaughan, 1969). For a non-

K It N· 2+ t th d' t th R ramers sa . , such as 1. sys em, e l.rec process, e aman process, 

and the Orbach process give rise to a linear, a seventh power, and an 

exponential temperature dependence, respectively, for the inverse relaxa-

tion times. The data in the Ni/LMN system could be consistent with either 
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a linear or a quadratic function of temperature. The linear function 

would be consistent with a direct process. However, if a straight line· 

is fit to the data and extrapolated to zero temperature, the line does not 

pass through zero, whereas the contribution from the direct process to 

-1 Tl should go to zero. 

The data would seem to be ·fit better with a quadratic function of 

the form 
= (5.14) 

where D is a proportionality constant. This temperature dependence 

is consistent with a phonon bottleneck whereih a phonon-bath interaction 

rather than a spin-lattice process is observed. If we attempt to least 

squares fit the data with Eq.5.14, we obtain a value of D=.o874 for the 

low field line (Fig. 40) and D=.0866 for the high field line (Fig. 41). 

These values are essentially identical. If the observed relaxation is 

due to a Phonon bottleneck process, we would expect D to be directly 

proportional to the resonance linewidth and inversely proportional to the 

concentration and the thickness of the crystal (Scott and Jeffries, 1962). 

The possibility of a shorter relaxation time in the dilute sample supports 

the proposal of a phonon bottleneck. The relaxation time is not drasti-

cally shorter in the dilute sample because of compensation from the 

dependence on the linewidth. The linewidth for the dilute sample is 

much narrower than that of .the concentrated sample. The relaxation time 

seems to be well described by a phonon bottleneck, although we cannot 

completely rule out the posssibility of a direct process since the data 

are scattered. 
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It was mentioned earlier that the logarithm of the recovery curve 

exhibited curvature near the start of the recovery. This could indicate 

the presence of a second relaxation t'ime in the recovery. Data was 

obtained for the short time constant by stripping the part of the curve 

due to the longer time from the data and then examining the residual 

recovery curve. However, the relaxation times obtained by this proce­

dure were extremely scattered. No correlation with temperature or with 

the longer reiaxation tirn,e was evident. 

Part of the difficulty in these determinations lies in the analytical 

procedure. The second recovery curve is revealed by removing from the 

original data that pcrtion which is due to the first recovery curve. 

Small errors in the determination of the first recovery curve could 

cause large deviation in the second curve which is much smaller than the 

first curve. It should be mentioned that the second curve is itself 

a cause of error in determining the first curve. 

The short relaxation time may be due to two main sources. First, 

if the relaxation is phononbottlenecked, the short relaxation could be 

the tail end of a Tl relaxation which is becoming rapidly bottlenecked. 

This relaxation might follow a direct process, but the determination 

is very difficult. Secondly, if the observed relaxation is the true spin­

lattice process,then two relaxation times are expected as shown in 

Section V-C. Furthermore, if the process is phonon bottlenecked but the 

short relaxation is the true relaxation time, then this short relaxation 

process. should contain both of the relaxation times predicted in Section 

V-C. If this is so, the analysis of the short relaxation time is quite 

difficult. 

t •. 
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It is possible that other processes are responsible for the initial 

relaxation. The first problem is whether the spectrometer is linear in 

its response to the recovery signal. The signals which are observed are 

quite strong so that with relatively large changes in cavity Q, the spectro­

meter maybe nonlinear. The amplifiers may be overdriven so that the short 

relaxation may be the end of the recovery of an overdriven system. 

A second problem is that of spectral diffusion in the line. If the 

nickel lines are inhomogeneously broadened, then it is possible to saturate 

the center of the line, but then observe a recovery due to the wings of 

the line growing toward the center. This would give a hyperbolic recovery 

curve (Mims,et al., 1961). The short relaxation time could then be an 

incorrect analysis of the recovery curve. 

It is evident that much work remains to be done in the Ni/LMN system. 

Detailed studies of the relaxation times should be made for each of the 

transitions as a function of temperature. The crystal size and the nickel 

concentration should be varied to confirm the hypothesis of a phonon 

bottleneck. The concentration study is also important for studies of 

exchange effects. Studies should also be made of the dependence of the 

relaxation times on the pulse widths and on the value of the saturating 

power. (Preliminary investigations indicated no dependence). Possible 

anisotropy in the relaxation times should be studied by making measure­

ments as a function of angle. Indeed, measurements at the so-called magic 

angle of 37° (Jindo, 1971) could prove very interesting. At this angle 

the nickel transitions are superimposed, since the energy levels are 

accidentally equidistant. The possibility of double quantum transitions 

exists, especially at high power levels. A double quantum transition should 
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not occur at the power levels used for monitoring. However, the initial 

spin distributions produced by the saturating pulse might be studied. 

Furthermore, Slichter (Slichfer, 1963; Hebel and Slichter, 1959) has 

shown that, in systems with equidistant energy levels whi"h can be 

described by a spin temperature, only one relaxation time should be 

observed.. 

In summary, we have developed an experimental method which should 

be useful for spin-lattice relaxation time measurements. The acquisition 

and analysis process in our small computer system should be relatively 

cor.venient. However, the problems associated with the operation of a 

pulse spectrometer are st'ill present, and they are the reason for· the 

scatter in our data. Possible problems are the drift of the klystron 

frequency \-fbich V!ould cause drifts in the recovery signal, and possible 

interference effects from the dispersion signal. Since the relaxation 

time could vary across the reasonance lineshape, the setting of t_he reson­

ance magnetic field is a possible error source. These problems t>hould be 

studied and eliminated. 

~, 
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APPENDIX I: LORENTZ LINESHAPES AND 
LEAST SQUARES THEORY 

The real and imaginary parts of the complex susceptibility, 

X'+ iX", which are derived from the Bloch Equations are given 
2 T (w - w) 

X' (w) 1/2 X 
2 0 = w 

+ T 2 222 0 0 1 (wo-w) + y ~ Tl T2 2 

X' (w) 1/2 X 
T2 

= w 
0 0 

T 2 (w _w)2 + 2H2T T 1 + 2 0 Y 1 1 2 

(A-I) 

(A-2) 

where Hl.is the rf magnetic field, Tl and T2 , the spin":'lattice and spin-

spin relaxation times respectively, X the static magnetic susceptibility, o . -

andy the magnetogyric ratio relating the resonance frequency, w , to the 
o 

resonance field, H , by w = yH. In the t.ypical magnetic resonance 
000 

experiment the spectrometer is tuned to observe only the absorption, X" 

so that the dispersion, X', is neglected. Furthermore, magnetic resonance 

experiments are performed at low powers so that y2 H12 Tl T2« 1 and Xl! 

reduces to 

1 + T22 (w -w)2 
o . 

(A-3) 

Examination of Eq. A-3 reveals that it is similar to the.Lorentz line-

shape function 

few) = T2 
'IT 

1 

. 1 + T 2 (w- w ) 2 
2 0 

(A-4) 

Hence, the'susce:ptibilityi'lrusua.llywritt~n' in the form of a Lorentz 

T2 1 
= F-

'IT "'1 + T 22:' :( w-w 0 ) 2 

function 
X"(w) (A-5) 

where F is the line ~ntensity such that. 

F !q;J x"(w) dw. 
-00 
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FromEq. A-4 we can see tha.t the maximum in the function is T2/'1T and 

also tha.t T2 is the half width at half height. We may also observe that 

the units of T2 are seconds per radian . 

. Because of experimental convenience magnetic resonance experiments 

are performed with the magnetic field as the independent variable rather 

than the frequency so that the line shape becomes 

L(H) = !. 
7T 

. (A-6) 

where 0 is the half width at half height (n.tig.aus.s), andHo is the reson-

ance center of the line. Furthermore, EPR spectroscopy is done with the 

derivative of the absorption given by 

L' (H) = 2 - -7T 

(A-7) 
2 Fe = -7T 

The peak-to-peak distance, ~H, of this function is given by 

M = (2//3) e 

and is related to'T2 by Eq. 1.2. 

In general an EPR spectr.um consists of a number of lines with 

different centers, widths, and intensities, so that the spectrum is 

described by a sum of Lorentz lineshapes 

2 (7~ - H) <k~ g(H) = L Fk (A-9) 
7T 

It [(HO~H)2 + <5 2]2 
,.tIe k 

~cept in unusual cases the ~ are not independent of each other. 

A spectrU!i'l with several components is usually due to hyperfine structure 

so that the line centers are determined by a spin Hamiltonian. The line 

... 

.... 
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centers ar!~ then given to second order by (for spin 1/2 complexes) 

2' 2 .. 
~k<J· = H - A m - A «I(I+l) - in )/2H. . (A-lO) 

o . ..0 

where His the spectrum center, A, thehyperfine coupling constant, I, 
o 

the nuclear spin, and m, the nuclear spin quantum number. The kIth line 

corresponds to a given value of m. In the general case the spectrum 

is described by more than one coupling constant and ~ is given by 

H..
C
- .:;; H 

-"k 0 L 
j 

(A-II) 
.. 

In the case. of organic radicals the second order contribution is usually 

neglected,. 

A fUrther simplication is usually possible when the lines are due 

to hyperf!ne structure. In this case the line intensities are usually 

given by the ratios of whole numbers which can be computed from the 

number elf Luclei and the nuclear spin. The line intensity is a known 

fraction of the total intensity of the overall spectrum. We may then 

rewrite the lineshape as 

g(H) r .1).. 
k 

+ S + DH (A.,.12) 

[(~ 

where ~ is the intensity ratio for the kIth hyperfine component. Sand 

D are terms which are added to account for a baseline shift and a base-

line drift. In the most general case the spectrum consists of several 

species each of which has a lineshape characterized by Eq. A-12., The 

line shape then consists of a sum of terms similar to the fiTst term 

in Eq.:\-12,. 

've~re now in possession of an analytic function to describe our 

experimental spectra. If we have values for the spectrum intensjties at 
'i, 
.~ 
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various magnetic fields, we can perform a least squares fit of the fi.mcti on 

in Eq. A-12. The theory of least squares is well known and will not be 

rederived here (Deming, 1938; Shoemaker and Garland, 1962). However,the 

object is to minimize the sum of the squares of the differences between 

the experimental points y(H) and the theoretical value g(H). For this 

purpose we require the values of the derivatives of Eq. A-12 with respect 

to each of the parameters which we wish to determine. These derivatives 

are given by 

Clg(H) . 

ClF 

._ ".~~(H) 

Cl Ok 

Clg(H) 

ClH 
0 

f{k). 

'. = 

= 

= 

.s " R '-' k 
7T k 

2 F L 
7T 

k 

A 2 
L 

.j . 
2 oj 2 H 

0 

(~ - H) (\ 
(A-13) 

[ (Ho _ H) 2 0 2 J 2 
k k 

(~ - H)3 _ 3 (~ - H) 0k2 

[(Ho _ H)2 + ° 2]3 
k k (A-14) 

03_3 (Ho_H)2 0 
(1 +f(k» k . k k 

[02 + (Ho _ H)2 J3 
k 

(A-15) 

[Ij (Ij + 1) _ m 2] 
j . 
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The value of k is determined by a particular combination of mj 

values. The value of the function, f(k) is different for each ksince 

the values of mj change. In the case of transition metal complexes with 

hyperfine only from the central ion,the·spin Hamiltonian is given by 

Eq. A-16 rather than .Eq. A-II so that the sum over j reduces to one term. 

Using a standard least squares treatment the derivatives are formulated 

into a set of normal equations in the following manner. 

Let us assume that the parameters which we seek are x. We have n 

an initial guess XO and we wish to find a value b.x to obtain a new value 
n n 

for the parameters 

x = X
O + b.x n n n 

(A-18) 

We also assume that the errors are only in the y(H) with no errors in H. 

Then we must solve the following set of equations 

dg. dgi dg'idgi· . 1 . . 
L--/).x + L ---- ----, /).x 
i dXl dX

1 
1 i dXI:~dX2 2 

dgidg . dg. dg. L ___ 1. 
L\xl + L --..!. --..!. b.x

2 i dX2 dXl i dX2 dX2 

dg
i dg

i dg. dg. 
'I"' A 'I"' __ 1 --=- A __ 

'-: dX dX"-- UXI + t... d dLlJl.2 ; . 
1 n .1 xn x2 

+ ... 

+ ... 

+ ..• 

dg
i 

dg
i + L--b.x 

idxl dXn n 

dg. dg. 
+ E __ 1 _1_ b.x 

• dX2 dX n 
1 n 

dg. dg. +L __ 1 __ 1 b.x 
dX dX 11 

n n 

Clg. 
L dX

1 
(Yi-gi) = 

i 1 

ag. 
L 1 

(Yi-gi) = 1x i 2 

The sums 'are taken over all the points in the spectrum. These equations 

are of the·form 

A X = B (A-20) 

where ! is an NXN niatrix where N is the number of parameters to be deter-

mined, X .and B are vectors. These equations are solved by standard methods, 

for example, matrix inversion, to obtain values for the corrections tXn' 
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New values of the parameters are obtained .fTomEq. A-18. In the 

simplest·· case this is all that is necessary to obtain a least squares 

value for the parameters •. In general we must perfrc'm an iterative pro-. 

cedure, using the new value for the parameter as a darting point for 

another solution of Eq. A-19. The itet'ations are. then repeated until 

the residuals are minimized in the least squares sense. If the f:i.tted 

'function is linear inthe parameters, then the iterative procedure will 

converge rapidly to a solution. Unfortunately, the Lorentz function 

is not linear in the parameters. 

A non~linear least squares treatment is not guaranteed to converge. 

In fact, the correction vectors obtained froIl' the solution ofEq.A-19 may 

noff. be correct in magnitude. In this case the solution may diverge or 

may oscillate widely about the true solution. This behavior is minimized 

by adjusting the correction vectors so that only a ~raction of themagni-
<-. --~ -- ~ 

tude is used to compute the new value of the parameter. The fraction 

used will depend upon the parameter and the function. 
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APPENDIX II: DIGITAL PROGRAM.'3 

A.DataAcguisition System Programs 

1. SUMTAP3 

* The SUMTAP3 program is used to read the magnetic tapes which ar.e 

produced by the data acquisition system (Model S6l14) and to produce a 

Fortran compatible data tape for processing by FITESR (see following 

discusSion). The program will read the data tape; seleci,the data in a 

given file corresponding to either up-field or downfield sweeps, dis-

regarding data inconsistent with smooth sweeps; smooth the y values with 

a second order polynomial; store the smoothed data points in predetermined 
, 

channels; and sum complete sweeps to produce an averaged Spectrum. The 

out.put from the program consists of a printed listing of the summed and 

normalized spectrum, a plot of the spectrum and its integral, and a 

magnetic tape of the spectral data for fUrther processing by least 

squares programs. 

a. F6rmatoflnput Data Tape 

The data acquisition system organizes a special work mark character,· 

the 7 digit counter measurement, and the 5 digit voltmeter measurement plus 

a sign into a 14 character word. A word isa measured data point. The 

words are organized into 80 word records and.is recorded in IBMcompa-

tible NRZIformat on the ma~c .tape. The data belonging to a.spec-

trum consists of a mmber of 80 word record blocks which make up a file. 

The word "file"is used with tyo slightly different meanings in this 

discussion. When applied to the input tape, the word, "file", refers 

to a record or number of records which is isolated from other similar 

rec.orO.s by a file mark orend-of-file gap. The data within a file may 

*0' . .... . .. 
r:J.ginal written by Dr . .J\;lfred;)~uder.J~aU9-er~nd.Myerst 1968). 
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consist of one or more spectra. When applied to the output tape, the 

word, "file", refers to the data for a given spectrum. It is not separated 

from other such files by an end-of-file gap. (This permits the data to 

be read by a Fortran program without special tests for file marks.) 

Both upfield and downfield sweeps may be included in a single file 

on the inp'l,lt· :bape. If several sweeps are included in a single file, the 

sweeps are averaged to form an averaged spectrum on the output ~ape. 

However, only upfield sweeps or only downfield sweeps may be averaged; 

upfield and downfield sweeps may not be averaged together. Two diffe­

rent spectra may be obtained from a mixture of upfield and downfield 

sweeps, one the average of the upfield sweeps, and the other the average 

of the downfield sweeps. Tlae'x~is dat~ of>a given sweep must. be: either all 

increas~ng or all decreasing. otherwise, the sweep may be regarded as 

. incomplet.e . an~ _~gnor~~ •..... _. ._ .... _ ..... _. ___ ... ~ __ . ____ . 

Theend-of""file gap on the input tape serves the purpose of 

indicating to the program the end of a given data set. When the file 

gap is encountered, the program will plot the spectrum it has found within 

the file and also write the spectrum on the output tape in a Fortran 

compatible format. If a file gap is encountered before data is found, 

the file is regarded as empty. Note that, therefore, empty files count 

as files for the purpose of numbering the files. If four sequential file 

marks are encountered without data, the program will assume that the tape 

contains no more spectra and will terminate. For this reason, all tapes 

should be ended with four file marks to ensure programterroination. 



-121-

b. Input Data Cards 

The data. cards are used to describe the spectra on the input 

tape and to indicate the processing to be performed on the spectra. 

Card 1 (Format 8;\10") . 

NAME An arbitrary name for the output tape which will contain the 

smoothed spectra. 10 a!j..'Phanumeric characters. This name is 

used to identify the tape for subsequent programs. 

COMMENT . any arbitrary title or comment to be printed for identification 

Card 2 (Format 315, 25X, 4AIO) 

NFILEl the number of the file to be analyzed. Files must be processed. 

in the order in which they are found on the tape. If several 

"'~:U:e:S. e.reto be processed (by providing several of card 2), 

the :fiTasmust b.e processed in order of increasing file number. 

IK =+1 upfield sweep 

::::"'1 downfield sweep 

KK~O do not read a ne.wcal"d 3. Assume the parameters are the sam:! 

as·provided by a previous card 3. 

,"0 read new parameters from the card 3 

Card 3 (Format 215, 2EIO.0) provided only if KK~O 

KP spectra will be smoothed with 2~KP+l points (KP must be less 

than 10) 

NUM number of smoothed data points of the spectrum to be stored 

FMIN 

FMAX 

on the output tape 

lower limit for sweep 

upper limit for sweep; must always be greater than FMIN (FMIN 

and FMAX are in the units of the x axis which ~&s recorded 

on the input tape) 
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The following cards repeat the sequence from card 2, until no 

further files are to be processed' •. A blank card at the_.end of the data 

deck (which corresponds to NFILE1=O) is used to terminate program 

execution. 

c. Subroutines 

SMOOTH2 

SM000m2 is used to perform d:Lgital filtering (Savitzky and Golay, 

1964) of the data and to select the absorption value. for a given channel. 

It is assumed that measurements of the frequency (x axis) and the derivs.-

tive absorption signal (yaxis) are made at equal intervals of time. 
. . 

Both of th~ measurements are subject to noise, which is to be minimized 

with a smoothing function. The x axis is smoothed with a linear function 
~ +. 

X = r + s*t. The y axis is smoothed with a quadratic, y=a+~t+c*t**2. 

Here, t is the relative time of the measurement. 
- '- --'. _. - --- -~-.~" ~ ._. __ ~_. ~-_, __ ._~ _. - _ .--'--- ___ ~_ _ .,...... ~ _~ _____ ~_' •• _ ... _~_~ OT _ ~ .~. __ ._ 

The program' uses 2~':KP+l points and automatically selects those 

pOints which are evenly dis.tributed on both sides of a channel. Ituses 

the linear function to calculate rand s and thEm uses these constants 

to determine the time difference from the center of the current channel 

to the.nearest experimental point. The y values are smoothed simultaneously 

with the quadratic to determine the constants, a, b, and c. A smoothed 

value for y at the center of the channel is then cOlflputed . 

The determination of the constants a, band c, is simplified by 

the assumption of equal time intervals in the measurements. The time 

interval i~ assumed to be unity so that the relative time is an integer· 

between -KP and +KP. The constants are. then determined by a least 

squares procedure by solving the following normal equations: (k=kP) 
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k k 
12 

+k 
a 1: 1 + bCO) + c~ L = 1: YI 

-k ... k -k 

+k k 
a(O) + b 1:12 + c.(O) = 1: I Y1 -k -k 

+k 
12 + b 

k 
14 

+k 
12 Y a L (O) + c t L 

-k -k -K . I 

solution is simplified with the fallowing 

+k +k 
L I = 1: 13 = 0 

-k -k 

.k 2 1: I .- (1/6)k(k+l) (2k+l) 
0 

'k 4' 
L I = (1/30)k(k+l) (2k+l) (3k2+3k-l) 
o· 

IBITS (Il,I2,X) 

summation formulae: 

IB1TSisanASCENTFcoded subroutine which selects the bits Il to 

12, inclusive, of X and stores them right justified in IBITS. The bits 

are numbered from 1 to 60 from left to right~ The spectral data on the 

input tape is read by SUMl'AP3as BCD coded information without conversion 

to a binary nwilber. SUMTAI'3 performs the BCD to binary conversion. The 

IBITS subroutine is used to locate a digit from the tape so that SUMrAP3 

can perform the conversion to binary. This subroutine is coded specifically 

for a CDC 6600 digital computer, and may require changes if the computer 

or operating system is changed. 
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Plotting Subroutines 

The following subroutines are used to plot the spectra. They are 

assumed to be available in the computer library as part of the FORTRAN· 

compiler. A brief description is included to illustrate their usage. 

CCGRID (5,2, 6HNOLBLS, 4). This subroutine draws a grid around the 

spectrum. The x axis is divided into 5 divisions each of·which is sub-

divided into two parts by tick marks. The y axis is divided into 4 divi-

sions. The grid is not to be labeled with a scale. 

CCLTR (20. ,300., 1,2) This subroutine letters the graph at x position 

20. and y position 300. in a direction specified by 1 and a size specified 

by 2. The information to be lettered has been previously provided. 

CCPLOT (SX,SY,NUM, 4HJOIN, 0,0) Plots the NUM pOints in (SX,SY). The· 

first 0 specifies a symbol for the plot, and the second 0 indicates that 

.~very p_oint in the array is to be plotted • 
• -- -- ---- --~ ___ h ___ ~ .~ __ ~~_ .~ __ ~~. __ 

CCNEXT This subroutine spaces the chart paper so that another graph 

may be plotted. 'The previous graph is ended. 

CCEND. This subroutine is called at the conclusion of the program to 

terminate the plotting. 

·Specia;l·Su'broutines·for the CDC 6600 

BUFFER IN (1,0) (W(l), W(120)) This subroutine reads a record from the 

input tape into the array, W. 

IF(UNIT,l) 103, 110, 105, 104 This statement checks the status of the 

input tape and transfers to 103 if a read is still in progress; to 110 

when the read operation is complete; to 105 if an end-of-fileiS found 

on the tape; to 105 if a parity error occurs during reading. 

,I' 
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CALL RECALL(l) This statement places SUMI'AP3 in an inactive status until 

the read operation on the input tape is complete. 

LENGTHF(l) This function computes the length of the record which was 

just read from the input tape. The record length is usually 80~14/l(\':lJ2 

words long. 

IF (WARN(IME).NE.O) This statement checks the amount of time remaining 

to the progra:m. If nonzero, the time limit h,asalmost been reached and 

SUMTAP3 will terminate gracefully. 

!'!.2.k 

The SUMTAP3 program was written in FORTRAN IV and ASCENTF to run 

on a CDC 6600 computer. If the computer is changed or if the operating 

system is changed, the program may require revision. 
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PRDGRAMSUMTAP3 I[NPUT,nUTPUT~TAPEl.rAPE2=I~PUT.TAP[3=OUTPUr. 
* TAPE4,TAP~5,TAPEqH,TAPE99) 

1 FORMAT(AIO,215,f20.13) 
2 FO~MAT(4E20.13) 
3 FORMATtSAIO) 
4 FOR~AT(lHl,25X,44H.** ESR TAPE READING AND SUMMING PROGRAM ***11 

* lOX,7AIOIIZOX,2SHRESULTS ON TAPE4, LABELED •• ,AIO,2H**) 
5 FORMAT(315,25X,4AIO) 
6 FORMAT(111115X,4HFILE,I3,13X,4AIOI125X,I4,17H CHANNELS AETWEEN, 

• F13.4,4H ANO,F13.4,5X,13HCHANNEL WIDTH,F12.6111) 
7 FO~MAT(215,2[lO.O) 
8 FORMATI15X,15HSUMMED SPECTRUM,lOX,lOHTOTAL AREA,E20.10,~X, 

• 15K(INT~GRAL RANGE,E14.4,3H I,E14.4,lH)II) 
9 FORMATI25X,20HNO COMPLETE SPECTRU~,5~,11HFIRST VALUE,F9.),5X, 

* 10HLAST VALUE,FQ.O) 
10 FORMAT(lHO,lbH*** •• [NPUT .fRROR) 
11 FORMAT(//20X,22HRFSULTS STORED AS H·LE,I3,qH ON TAPE41) 
12 FORMAr(lOI}OFI2.6/}/) 
13 FORMAT(5HTAPE ,AI0,5X,4HFILE,I3) 
14 FORMAT(4AI0) 
15 FORMAT(1115X,26HTOTAL INTEGRATED INTENSITY,ElO.I0) 
16 FORMAT(15X,28HSECOND ORDER POLYNOMIAL WITH~I3,llHPOINTS AS , 

• 18HSMOUTHING FUNCTION,10X~[5,16H SPECTRA rOUND (,14, 
$ 12H INCOMPLETE)/) 

17 FORMATIIISX,4HFILE,I3,12H NOT ON TAPF) 
18 FDRMATllHO, lOX,32HPAR[TY fRROR ON TAPEl IN RECORD , [5 , 

1 6H FILE ,15) 
lq FJRMATI IHO, 16H YOU FOOL FILE ,[S, 10H [S EMPTY II 

1 5X. 5H*****, SOH WARNING,-- CHAOS MAY OCCUR -- ASSUM[NG YOU WISHE 
20, FILE + 1, AND CONTINUING ,Sft"*.( II ) 

20 FORMAT( IHO , 20H CONTENTS OF BUFFER ) 
21 FORMAT( 6X , 10AI0 ) 

OIMENSIO~ COMMENT(7) 
DIMENSION FX(2S0)j·FYI250),WI120),SlI2000) 

CJMMON/ASPECI NSPEC 
COMMON/FSPEC/SX12000),SYI2000) 
COMMON/FPAR/ISA,NUM,MM,MN,KP,FOIF,EMIN,EMAX~SW . 
COMMON/CCPOOL/XMIN,XMAX,YM[N,YMAX,CCXMIN,CCXMAX,CCiMIN,tCYMAX 
COMMON/CCFACT/FACTOR 
EQUIVALENCE ISX(21),FX(1»),(SXI321),FY(1),ISXI60t),Wll)' 
DATA KP,NUM,FMIN,FMAX/3,500,300.,9'OO.1 

C INITIALIZATION 
I{Ew[ND 1 
REWIND 4 
REW[ND 5 
XMIN=O. 
XMAX:::IOOOO. 
IGc{IO=O 
NEOF=O 
NFILE=l 
NFILE2=1 

C INPUT SECTION 
50 READ (2,3) NAM~,ICOMMENTIJ),J=1,7) 

WRITE (3,4) (C)MMENT(J),J=1,7),NAME 
60 READ (2,5) NFILE1,IK,~K,(COMMENTIJ),J=1,4) 

IF INFILEl.LE.O) GOTD 401 
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SW=I. 
IF. (IK.LT.O) SW=-l. 
IF (KK;(Q.O) GOfO 61 
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READ (2~1) Kp,NUM,FMIN,FMAX 
IF (KP.GT.9.0R.KP.LT.3) GOTO 398 
IF'lNUM.GT.2000) GOTD 398-
IF lFMIN.GE.FMAX) Goro 398 

61 DO 62 J=I,~UM 

62 SI(J)=O. 
CSET UP CHANNELS 

JO FDIF=(FMAX-FMI~)/(NUM+2*KP-l) 
FI'IjJ=KP*FDIF 
EMIN=FMIN+FINT 
EMAX=I ,<\AX-F 1 NT 
FDIF=SW*FOIF 
WRlTE (3,6) NFILEl,(COMMENT(J),J=1,4),NUM,EMIN,EMAX,FDIF 

71 NRfC=O 
NGD=O 
NSPEC=O 
NE~=O 
MN=O . 
M=l 
FX2=0. 
IF (IK.LT.O) rX2=1.E8 

100 N.REC=NREC+ 1 
101 IPAR=O 

C READ .DATA TAPE --- SPECIAL 6600 FUNCTION 
BUFFERINfl,O) 001( ll,W(l20)) 

102 IF (UNIT,1) 103,110,105,104 
103 CAll RECALl(l) 

GOTO 102 
C PRINT PARITY FRROR INFORMATION FOR DEBUGGING 

104 WRITE(3, IS) NREC, NFlLE2 
WRIT E ( 3, 2 ° ) 
WR I H ( 3 , 21) ( W (II , I = 1, 120 ) 

GOTO 110 
105 NEOF=NEOF+l 

NFILE2=NF[lE2+1 
IF (NEDF.GE.2) GOTO 400 
IF( NGO .EQ~l) GO TO 160 
I F ( NFl L E 2 • N E. Nfl L E 1+ 1 ) GO r 0 71 
GO TO 300 

110 NEOF=O 
III IF (NFILE2.NE.~FILt:l) GOTO 101 
112 NL=LENGTHF(l)-l 

IF JNL.GT.1i2) NL=112 
113 NC=NL*lO 

1=0 
120 1=1+1 
121 IF (I+13.GT.NC) GOlD 100 
122 NW=(I+91110 

J2=(I-(NW-l)*10)*6 
J1=J2-5 

C SEARCH fOR WORD ~ARK 
l=IRITS(Jl,J2,W(NW)) 

123 IF (L.NE.65B) ~OTO 120 



124 ND=1 
125 NN=ID**(ND-ll 

I X=O 
126 DO 127 J=I,NU 

.1=1+1 
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NW·=( 1+91/10 
J2=II-(NW-l1*lO)*6 
J 1=J2-5 

C GET A DIGIT 
l=IBIrSeJl,J2,WINW» 
IF el.lT.33R.OR.L.GT.44A) GO TO 120 
[X=IX+NN*CL-33B) 

127 NN=NN/I0 
128 IF INO.lT.61 GOTO 144 

C CHECK THAT POINT IS WITHIN SPECTRAL LIMITS 
129 FXIM)=IX 

IF (NREC.EQ.l.ANO.I.LT.13) FX1=FXCMl 
IF 1IK.lr.O) GOTO 136 
IF CNGO-I) 130,132,135 

130 IF elx.lT.FMIN.OR.IX.GT.EMIN) GOTO 120 
131 NGO=1 . 

Goro 140 
132 IF CIX~lT.FMAX.AND.IX.GT.FMI~) GOTD 140 

IF (FXCMl).Gr.EMAX).GOTO 134 
IF (IX.GT.FX2l FX2={X 
IF (FXtMl).GT.~MIN) GOTD 140 

133 NGD=O 
GOTO 160 

134 NGO=2 
GOTO. 150 

135 IF (IX.lE.FMINl NGD=O 
GOro 120 

136 IF (NGO-l) 137,138,139 
137 IF I1X.GT.FMAX.OR.IX.lr.EMAX) 120,131 
138 IF(IX.GT.FMIN.AND.IX.LT.FMAXI GO TO 140 

IF (FX(Mlt.lT.EMIN) GOTO 134 
IF (IX.lT.FX21 FX2=IX 
IF (FX(Ml).lT.EMAX) 140,133 

139 IF (IX.GE.FMAX) NGO=O 
GOro 120 

140 1=1+1 
141 NW=(!+9)110 

J2=(I-(NW-l)'10)*6 
Jl=J2-5 

C GET A DIGIT 
l=IBITS(Jl,J2,WeNW» 

142 lS=1 
C CHECK FOR SIGN OF NUMBER 

IF (l.EQ~45B) SOTO 143 
IF IL.NE.46B) GOTO 120 
L 5=-1 

143 ND=5 
GOTO 125 

144 FY(~)=LS*IX 
Ml=M 
M=M+l 

.~. 

.'il 



-129-

145 I~ tM.LE.250) ~OTO 120 
150 MM=M-l 

M-=1 
Ml=250 
MN=MN+MM 
WRITE 151 (FXIJI,FYIJI,J=I,MMI 

151 GOTO 1120,200), NGO 
160 NER:NER+l 

r-J=l 
161 MN=O 

REwiND 5 
IF INEpF.EQ.O) 120,300 

200REW [NU 5 
ISA=O 

201 "''''=250 
IF (MN.LT.MM) MM=MN 
READ IS) IFXIJ),FYfJI,J=I,MM) 
MN=MN-MM . 
I F I M N .E Q • 0 I I S A = - 1 
CALL SMnOTH2 

202 IF (ISA.GT.O) GOTD 201 
203 NSPEC:NSPfC+l 

C SUM SPECTRA 
DO 204 J=l,NUM 

204 SI(J)=SZIJ)+SYIJ) 
REWIND 5 
IF rWARNIIME).~[.Ol GOlD 300 

C OUTPUT SPECTRA A~D [NTE~RATf 
IF (NEOF.[Q.Ol GOTD 120 

300 IF (NSPEC.EQ.O) GOTD 399 
CCXMAX=1070. 
IF INUM.GT.I000) CCXMAX=2070. 
XLTR-=1l40. 
iF (NUM.GT.I000) XLTR=2140. 
CALL CCGRIDI5,2,6HNOLKLS,4) 
IGRID=1 
WRITE (9a,13) NAME,NFILEI 
CALL CCLTR(20.,300.,I,2) 
WRITE (98,14) 'CO~ME~TIJ),J=1,4) 
CALL CCLTRIXLTR,200.,I,2) 
IF IEMAX.LE.IOOOO.) GO Tn 310 
XMIN=EMIN 
XMAX=EMAX 

310 SMIN=SZ(11 
SMAX=SMIN 
DO 311 J=I,NUM 
IF ISZIJI.GT.SMAXl SMAX~SI(J) 
IF (SlIJ).LT.SMIN) SMIN=SZIJI 

311 CO"T I NUE . 
AMP=SMAX-SMIN 
SHIfT=ISMAX+SMINIJ2. 

312 S~IN=O. 
SMAX-=O. 
SXll'=EMIN-FOIF 

. IF IIK.LT~O) SX(I)=EMAX-FDIF 
SY(l)=O •. 



313 

398 

399 

C 
400 

401 
403 

405 
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A;O. 
Jl=l 
DO 31"3 J=l,~UM 
SX(J)=SX(Jl)+FDfF 
SZ(J)=(Sl(J)-SHfFT)/AMP 
SY(J)=SV1Jll +SZ(J) 
A=A+SY(J) 
IF (SY(JI.GT.SMAXI SMAX~SV(J) 

IF (SV(J).LT.SMIN) SMIN=SV(JI 
J l=J 
KPl=2*KP+l 
WRIT E (3, 1 6 I K PI, N S P fT, N E R 
A=A*FOIF 
WRITE (3,8) A,SMIN,SMAX 
WRITE (1~12) (SZ(J),J=l~NGM) 
VMIN=-1.5 
VMAX=O.5 

.CALL CCPLOT(SX·,SZ,NUM,4HJOIN,O~0) 
WRITE (4,1) NAME,NFILE,NUM,A 
WRITE (4,2) ISXIJ),SZ(J),J=l,NUM) 
A=A-SY(NUM)*FDIF*(E~AX-E~(~)/2. . I 
WRITE 13,15) A 
WRITE Ihl1) NI-Ilf 
VMIN=SMI~ 
YMAX=2.*SMAx-SMIN 
CALL CCpLOTISX,SV,NUM,4HJOIN,O,O) 
CAll CCNEXT 
NFILE=NFJLE+l 

IF( WARN(TIME) ) 401, 60, 401 
WRITE (3,10) 
GOT060 
WRITE (3,9) FX1,FX2 
Gorn 60 

TERMINATION PROCEDURE 
IF( NEOF.LE.3 ) GO TO 403 

IF (IGRID.NE.O) CALL CCEND 
WRIH 13,17) Nf'Il[l 
STOP 

I F (. NFl l E 2 • F Q • NFl LEI + 1 ) GO T U 405 . 
GQ TO 71 
WRITE( 3, 19 ) NFIlEl 
NFIlE2 = NFILE2 - 1 
GO TO 71 

END 
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SU~ROUTINESMOOTH2 
C 2 •. ORDER S~OOTHING ANO INTERPOLATION OF V-VALUES ACCORDING TO 
C I. ORDER SMOOTHED AND CHECKED X-VALUES 

COMMON/FSPEC/SX(2000),SY(2000) 
COMMON/FPAR/ISA,NUM,MM,MN,KP,FDIF,EMIN,EMAX,SW 

COMMON/ASPECI HSPEC 
DATA (J=O) 
1=19-KP 
IM=MM+20-KP 
IF IJ.GT.0J GOTD 2 

~ DEFINE SMOOTHING COEFFICIENTS 
1 FAC=2.*KJl+l. 

AO=I(K~+I)*KP)/3. 
A3=1./114.*KP+4.).KP-3.) 
Al=·119~*KP+9.)*KP-3.)*A3 
A2=-15.*A3 
A3.=-A2I AO -
EDI·F=IEMAX~EMIN)/(MM+MN) 

GAP=lO.*EDIF 
EDI F:SW*EDlF 
FF=EMIN*FAC 
IFI SW.LT .0.) FF=EMAX*fAC 
DEL=FDIF*FAC 

2 IFIISA1 10,20,30 
C TAKE CA~E OF GAPS IN DATA 

10 IM=MM+ 20. 
0.0 11 N=I,20 
Nl=N+IM 
SXINl)=SXIIM)+N*EDIF 

11 S~INl+300)=SX(IM+300) 
IF IJ.NE.O) GUTD 30 

20 00 21 N=I,20 
SX(~)=SX(21)-EDIF*121-N) 

21 SXIN+300):5X(321)-
IF IISA.EO.O) ISA=1 
1=20 

30 11=1+1 
T=SX(I) 
[10 35 N=Il,IM 
IF (ABS(SXIN)-T).Lt.GAP) GOTD 34 
L=l 

31 IF (ABS(SXIN~L'-T).LT.(l+I'*GAP' GOTD 32 
L=L+l 

. IF IL.L~.3) GOTO 31 
32 DIF=(SX(N+L)-T)/(L+l) 

00 33 M=l,L 
33 SXIN+M~l)=T+M*DIF 

T=5X(N+l) 
N=N+L 
GOlD 35 

34 T=SXIN) 
J5 CO'llTINUE 
40 L=i-KP 

M=I+KP 
- 5=0. 

[In .41 N=L,M 



41 S=S+SX(N) 
,T=S 
(iOTO 101 
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C SET UP ~OR A CHANNEL POINT 
100 IF II.GE.IM) GOTO 110 

T=S 
1=1+1 
S=S+SXII+KP)-SX(I-KP-l) 

101 IF ~SW*rS-FF» 100,103,102 
102 tF ISW*IS+T-2.*FF).LE.0.) GOTO 103 

1=1-1 
S=T 

103 J=J+l 
IF (J.GT.NUM) GOTO 130 

C J INDICATES TH~ CHANNEL POINTS TO NEAR CENTER OF CH4NNEL 
C CJMPUTE THF CHANNEL POINT 

104 l=I-KP 
M=I+KP 
,Q=O. 
~=O. 
V=O. 
W=O. 
00 105 K=L,M 
N=K-I 
Q=~+N*SXIK) 
U=SXIK+300) 
R=R+U 
U=\I*U 
V=V+U 

105 W=W+N*U 
Q=IS-FF)/CJ 

C QUAORATIC INTERPOLATION OF Y WIT~ X FROM LINEAR INTERPOLATION 
106 SYIJ)=R*A1+W*A2-Q*V+IQ*AO)**2*IR*A2+W*A3) 

FF=FF+OEL 
GOTO 101 

110 IF IISA.LT.O) :iOTO 103 
120 00 121 N=I,20 

Nl=N+MM 
SXIN)=SX(Nl) 

121 SX(\I+300'~SXINl+300) 

RETURN 
130 J=O 

IS4=-1 
RETURN 
END 

jl" 

I 
I 



ASCENTF 
RSSZ 

~ BSSI 
~SSl 

BSSZ 
BSSI 

Rf'T BSSZ 
SAl 
Slll= 
SA2 
IX2= 
SBIt= 
SA3 
tX6= 
EQ 
LX6 
MXO 
SB4 
LXO 
BX6= 
EO 

END 

,. 

SUBROUTINE 
I 
1 
1 
I 
1 
I 
Pi. 
Xl-I 
B2 
X2-Xl 
X2-59 
B3 
fH,X3 
BO,B4 RET 
B4,X6 
1 
84+1 
1:14,XO 
-XO*X6 
BO,UO RET 
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I BITS 1 11, I 2, X I 
.THIS ROUTINE SELECTS BITS II TO 12 IINCLU­

.• SIVE10f X, AND STORfS THEM IRIGHT ADJUSTED 
• WITH lE RO F1 LL I I NIB IT S. 
.BITS ARE 1 TO 60 LEFT TO RIGHT 

• DC S ,6/22166 
.Il=IXll 

.12=IX21 

.N=NUMBER OF RITS=12-11+1=11341-60 

.X=IX31 

.LEFT SHIFT IX31~11-1 BITS 

.OONE IF N=60 

.RIGHT SHIFT TO END DF WORD 

.FORM 60-N BIT ~ASK 

• C II:: S TF I N I 
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2. FITESR 

* FITESR performs a least squares fit of Lorentz lineshapes to 

experimental EPR spectra using the procedure described in Appendix 1. 

It is suitable for spectra ~th a second order spin Hamiltonian and 

different widths for the hyperfine components (of 1 nucleas). It can 

calculate the relative abundance of up to 5 similar compounds present 

in a mixture. The spectra are assumed to be stored as derivates of the 

absorption lines on a magnetic tape produced by SUMTAP3. 

The program operates in the following manner. It starts from a 

given.O th order guess of the relevant parameters for the spectrUI'l. and 

iteratively calculates better parameters until the sums of the squares 

of the deviations between the observed and calculated spectral points 

remains constant, or until the iteration diverges. The parameters and 

their corrections in successive steps, including a baseline offset and 

drift, are printed out. The program prints the final parameters and 

plots the observed and calculated spectrum based on these parameters 

together with enlarged curves of the errors between these spectra. 

The program may operate in one of two modes. In the first mode, 

the spectrum is considered to be composed of up to 12 individual Lorentz 

lines ~th different intensities, linewidths, and line centers. Inthe 

second mode, the spectrum is considered to be comuosed of hyperf:cne 

components of one nucleus with the line centers determin.ed by a ~3econd 

order 'spin Hamiltonian, ~th the same intensities for all hyperfine 

component s, but with different linewidths. The maximum 

parameters is 38. 

number of 

* Originally written by Dr. Alfred Bauder (Bauder and Myers, 1968). 
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INPUT DATA 

Card 1. .. (Format BAIO) 

NAME The name of the tape with the measured spectra which was given 

in SUMTAP3. Any 10 alphanumeric symbols (blanks count). This 

variable is used for fHe protection and causes the job to 

abort if it does not agree with the name found on the tape. 

COMMENT Any arbitrary comment to be printed for identification 

Card 2. (Format 415, 2EIO.0, 4AIO) 

NF1LEl the number of the file to be analyzed (in order of increasing 

magnitude) 

1F1T =0 individual lines according to first assignment of parameters 

>0 themmber of compounds with second order Hamiltonian 

NL1NE 

KF1ELD 

(second mode of operation) 

If 1FIT is 0, the first mode of operation is selected; other­

wise, 1FIT is the numb'er of compounds to be fit with a second 

order Hamiltonian 

the number of hyper fine components. If IFIT=O, then NL1NE is 

the number of individual lines to be fit. 

=0 use abritrary field calibration without nonlinearity correction. 

. > 0 use arbitrary calibration with nonlinearity correction 

< 0 use the HCALIB field calibration subroutine. 

This is a historically provided option. Usually KFIELD is 

negative and the HCAL1B subroutine is used to calibrate the 

magnetic field. 

/: 
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HSTART Lower limit of the field sweep in gauss 

HSTOP Upper limit of the field sWeep in gauss. 
' .. 

IfKFIELD is negative,the HCALIB routine is used, and HSTART 

and HSTOPare not used. They are only used if KFIELD is zero 

or positive. 

COMMENT Any comment to be printed and plotted to identify the job. 

Card 3 - and following cards (Format BEIO.O) 

X(J) th~ 0 th order estimates of the parameters' 

if IFIT=O; first, all the line centers, second all the intensities 

and last all the linewidths of the NLINE individual absorption 

lines in the same order. . . 

if IFIT:> 0; for each compound separately, in the following order; 

first, the Hfield, second, the hyPer fine coupling constant, o . 

third, the integrated intensity, and last all the iinewidths of 

the hyperfine components ordered according to ascending azimuthal 

quantum number. 

Tn both cases, the last two parameters are the baseline offset 

and baseline drift . 

Cards are repeated fro~Card 2 to analyze additional spectra. A 

blank card. at the end terminates the program execution. 

SUBROUTINES 

HCALIB(K,N,F) calibrat~sthe N points in the array F according to the 

calibration specified by K (see listing) 

MATINV (A,N,B,M, DETERM) solves the matrix equation AX=B for X. A is an 

NXNmatrix. M is the number of column vectors in B and should 



'. 

". 

t, 
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be one. DETERM contains thedetenninant of A after the equations 

have been solved. The solution X is returned in B, and the inverse 

of A is returned in A. 
NOTE 

If the data for, the spectrum is to be input ,from cards rather than 

from magnetic tape, the PROGRAM card must be altered so that the TAPE4 

specification is changed to TAPE4=INPUT.'rhe data" cards for the spectra 

must be placed after card 2. The fonnat of the data can be obtained from 

an examination of the program listings. 

, f 
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PROGR~M FITESRIINPUT,OUTPUT,TftPE2=I~PUT,TAPE3=OUTPUT,rAPE4, 
1 TAPE9B,PLOT,TAPE99=PLOT) 

DATAILOOP=Q).,IPI=.6366197723675811 
OIMEN~IONG(38),XI38),FXIIOOO),FY(IOOQ)tFlIIOOOI,HI38,381 
DIMENSION COMMENTI71,AR(5),GRI38),SPI331,ICI33) 
DIM EN S ION F C I 33 ) , C I 33 I , n I 33 I , n D (3 3 I , lJ S I 3 3 ) 
DI~ENSION G1(38) , 
DIMENSION FWCIOOOI 
EQUIVALENCE CH,FWI 
COMMON/CCPOOl/XMIN,XMAX,VMIN,VMAX,CCXMIN,CCXMAX,CCYMIN,CCYMAX 
COM~ON/CCFACT/fACTOR 

1 FORMAT( SA 10) 
Z FORMATIlHl,lOX,7AlOI121X,37H*** LEAST SQU~RES FIT Of ESR-SPECTRA , 

* 3H***IIZOx,28HSPECTRA ON TAPE4, LABELED **,AI0,ZH**111I 
3 FORMATC415,ZEIO.O,4AIO) . 
4FO~MATIII~5H'FILE,I3,lOX,17HESR-SPECTRU~ WITH,I3, 

* '. 28H INDIVIDUAL ~ORENTIIAN LINESIII , 
S FORMATIIIISHFILE,I3,lbx,15HESR-SPECTKUM OF,17,13H SUBSTANCES, , 
* 25HWHICH ARE EACH SPLIT I~Tn,I3,lqH CJMPONE~TS DUE TO , 
* 'Z4HSECONO ORDER HAMILTONIANIII 

6 FORMAT(18X,30HNUMRER OF FITTING PARAMETERS 1,12, 
* 11H) OR SUBSTANCES I,I2,ZH) , 
* 26HEXCEEDS AVAILABLE :APACITV//I 

7 FORMATIAI0,2I5,EZO.13) 
8 FORMATI18X,4HFILE,13ti3H NOT ON TAPF ,AID/II 
9 FORMATll0X,ZIHINCOR~ECT FILE LABEL ,AID) 

10 FORMATC4EZO.13) 
11 FORMATI20X,I4,20H DATA POINTS ON fILE,Il,5X,I2, 

* 19H FITTING PARAMETERSIII) 
12 FORMATC8EIO.O) 

. 13 FORMAT(5HTAPf ,AI0,5X,4HfILE,I31 
14 FORMAT(lOX,33HFINAL VALUES OF LEAST SQUARES FIT, 

* 36H ISTANDARD DEVIATION IN PARENTHESIS)lll~X, 
* lOHTOTAL AR~A,5X,BHMEASURED,EI5.7,5X,lOHCALCULATED,E15.711 
$ lOX,15HRASElINE (A+AXl,12X,lHAiE15.7~2H I,El~.7,lHl,9X, 

$ lHB,ElS.7,2H I,El5.7,lH)/) 
15 FORMATCl0X,9HCJMPONfNT,10X,1IHlIN~ CENT[R,18X,9HI~T[~SITV,21X, 

* 9HHALfWIOTH/) 
16 FORMATI13X,12,FI8.4,ZH I,F8.4,lHI,~17.5,2H I,FI2.5,lHI, 

* F15.4,7H (,fS.4,lH)1 
17 fORMATIIOX,25HSPECTRUM MEASURED RETWEEN, FI2.3,IOH GAUSS AND, 

* FlZ. 3, 6H GAUSS/!125H ARSOLUTE VALUES I N GAllS,S/! I 
1~ FORMATI3X,3HNO.,7X,14HREL. INTENSITV,8X,17HHO-FIHO ICfI'HI::R), 

* 9X,18HSPLITTI~G CONSTANT,5X,5HCQMP.,10X,10HLINE WIDTH, 
S 9X,11HLINE CENTER/) 

19 FORMAT(3X,I2,F11.4,2H (,F6.4,IH),2(FI5.1,2~ I,F8.3,lHI1,18, 
* fl5.3,2H (,FB.3,lH),F15.3/(79X,I8,FI5.3,2It C,F8.3tlH), 
S FI5.3)1 

20 FORMAT(lOX,34H*** FATAL ERROR T~RMINATES JOB ***1 
21 FORMATIII134H RELATIVE VALUES REFERRING TO PLOTII) 
22 FORMATC/ZOX,14HITERATION STEP J IZ,SX,2HF=,E20.1Z,SX,2HX=/II0E13.411 
23 FORMATC/20X,14HITERATION STEP,I2,9H DIVEkGlDI 
24 FORMAT II /I I 
25 F OR MAT I 20 X,11 H COR R E C T ION S , 5 X , 21t G = /I 1 0 E 1 3 .4 » ) 
26 FORMATCZOX.2H**,4AI0,2H**I/) 
27 FORMAT(4AI0) 



C 

C 

C 

C 

C 

C 

C .. 

," 

28 
29 

30 
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fDRMAT~HHERRORS *,F8.3) 
FORMATI20X,11HTIME lIMIT.) 

FORMATI IHO, ISHERRO~ EXPANSIO~ * 
INITIALIZATION AND INPUT SECTION 

101 Ml=O 
IFIN=O 
REWIND 4 
INPUT PARAMETERS 

103 READ 12,1' NAMEl,ICOMMENTIJ),J=I,7' 
WRITE 11,2~ IC)MMENJ(J),J=1,7),NAM~1 

LOOP=1 

• F8. 3 ) 

110 READ- 12,3} NFILE1,IFIT,NL[NE,K~IELD,HSTA~T,HSTOP.ICnM~EN'IJ). 
* J=1,4) 

111-1 f I NF I LE 1) 401,401,112 
112 IF IlflT) 141,120,130 
120 WRITE 13,4) NFILEl~NLINE 

WRITE 13,261ICOMMt:NTIJ) ,J=I,4) 
NVAR=3*NLINE+2 
GOTO 140 

130 WRITE (3,5) NfILEl,IFIT,NLINE 
WRITE 1],26) (COMMENT(J),J=1,4' 
NVAR=IFIT*INLINE+3'+2 

140 IF IINVAR.LE.3H).AND.IIFIT.U:.511 GnTO 150 
141 WRITE 13,6) NVAR,IFIT 

~EAD 12,12) (XIJ',J=l,NVAR' 
GOTO'110 
READ SECTION OF. INPUT TAPE4 

150 REAO (4,7' NAMf,NFILE,NUM,AREA 
151 IF IEOF,4) 152,153 . 
152 WRITE I],S) NFILEI, NAMEI 

GOTO 400 
CHECK FOR PROPER TAP~ 

153 IF (NAME.EQ.NAMEl' GOTD 155 
154 WRITE (3,91 NA~E 

GOTO 400 
155 READ (4,10) (FX(J"FYIJ),J=l,NUM) 
156 IF (NFILE.NE.NFILE1) GOTO 150 
160 WRITE (3,11' NUM,NFILF,NVAR 

INITIALIZATION 
SPIN=(NLINE-l)/2. 
SPIN2=SPIN*(SPIN+l.) 
FA=1.E300 
M2=0 
M3=O 
LOoP=2 
CALL CCGRID(5,2,6HNOLDlS,5' 
O.ORDER SPECTRAL PARAMETERS 

110 READ IZ,IZ) (X(J),J=I,NVAR) 
FIELD CORRECTION OR CALIBRATION 
IF IKF1ElO.LT.O) GOTo 190 

111 HS=IHSTART+HSTDP-8500.)/ZOOO~ 
HS=9.04-24.12*HS-O.8*HS**2 
HSTART=HSTART+HS 
HSTOP=HSTOP+HS 
SWEEP=(l.E-4)*(HSTOP-HSTARTI 
IF (SWEEP.EQ.O.) GOTO 110 
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DISPL=HSTART/SWEEP 
180 IF IKFIELD.EQ.O) GOTD 200 

C CORRECTION FOR SWEEP NONLINFARITY 
181 no· 182 J=l.NUM 

FK;IFXIJ)-5000.)*SWEEP/IOO. 
182 FX.4)=FXIJ)-3~20*FK**2 

GOTO 200 
C UTILIZE USER PROVIDED FIELD CALIBRATION IF K IS NEGATIVE 

190 tALL HCALIBIKFIELO.NU~.FXI 
SWEEP=I. 
DISPL=O. 
HSTART=FXlll 
HSTOP=FXlr-WMI 

C CLEARING OF ARRAYS USED FOR THE NOKMAL EQUATlONS 
200 F=D. 

00 201 J=l,NVAR 
GIJI=O. 
DO 201 "'=J.NVAR 

201 HIJ.M)=O. 
C CALCULATIU~ OF ~HE .PARA~ETFRS, USED IN THE LEAST SQUARES FIT 
CFC CONTAINS THE CENTER FREQUENCIES 
C C CONTAINS THE INT~NSITIES 

C o CONTAINS THE HALfWIUTHS 
202 IF IIFITI 215,210,215 

C - IFIT = 0 USE INOIVIDUAL LINES 
210 00 211 J=1,NLI~E 

Jl=2*NLINE+J 
FCIJ,=XIJ) 
CIJ)=XIJ+NLlNE). 

211 OIJI·=X(JU 
GOTO 219 

elF IT .NE. 0 USE 2ND ORDER HAMIL TONIA"! 
215 Jl=O 

DO 2 U 1 = 1 , IF IT 
Xl=XIJl+i) 
X2=XIJl+2) 
Cl=XIJl+31/NlINE 
DO 216 J=l.NLINE 
K=(I-l)*NLlNE+J 
SPIN3=J-SPIN-l •. 
SPIJI=X2**2*ISPIN2-SPIN3**2)/2. 
FCIK)=XI-X2*SPIN3-SPIJ)/(Xl+OISPL) 
CIKI=Cl 

216 0IK)=XIJ+Jl+31 
217 Jl=Jl+NlINE+3 
219 A=X(Jl+l) 

B=XIJl+2) 
C START OF lEAST SQUARES FIT lTEI{ATID~~S 

220 00271 N=1.NUM 
221 FZIN)=A+B*FXIN) 

C CLEARING THE ARRAY FOR THE DERIVATIV~S 
DO 222 J=l.NVAR 

222 GRIJ)=D. 
GRINVAR-l)=l. 
GRINVAI{)=FXINI 

.Jl=O 

• 



~30 DO 262 I=I,IfIT 
240 DO 261 J=I~NLINE 
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C CAl~ULArIO~ OF INTERMEDIATE VALUES 
K=II-l)*NLINE+J 
S=FCIK )-rX(N) 
T=S*OIK) 
R=S*S+l)IK)**2 
P=R*R '. 
R=P*R 
P=PI*T/P 
Q=PI*CeX)*IDeK)**3-3.*T*S)/R 
R=PI*CeK)*jS**3-3.*T*OIK»/R 

C CALCULATION O~ THE FUNCTION 
241 FII~)=fIIN)+P*CIKl 

C CALCULATION OF THE DERIVATIV~S 
242 IF I If IT) 260,250;260 
250 Jl=2*NLINE+J 

GRIJ)=Q 
GR (J +NlI NE ).=P 
GR 1 J U =R 
GOJO 261 

260 SPIN3=J-SPIN-l. 
W=XIJl+l)+OISPL 
U=SP(J)/W**2+l. 
V=2*SPIJ)/W/XeJl+2)+SPIN3 
GRIJl+l)=GReJl+l)+Q*U 
GRIJ1+2)=GRCJl+2)-Q*V 
GRIJl·3'=GReJl+1)+P/NLINE 
GRIJ+Jl+3)=R 

261 CONTINUE 
Jl=Jl+NlINE+3 

262 CO'lTI NUE: 
C SUM OF RESIDUALS SQUARED 

270 FD=FZIN)-FYCN) 
F=F+FO**2 

C CALCULATION OF THE NOR~~l EQUATION 
DO 271 J=l,NVAR 
GIJ'=G(J,+FO*GReJ' 
DO 271 M=J, "lVAR 
HeJ,M'=H(J,M)+GRIJ)*GRe~) 

211 He~,J)=HeJ,M) 
27.2 WR IT I:: (3,22) M 1 ,F ,( X e J ) ,J:: 1. NVAR) 

C SOLVE H*X=G C X IS ACTUALLY SOLVED INTO G , 
280 CALL ~ATINVeH,'1VAR,G,l,DETJ 

WRITE 13,25) e~IJ),J=I,NVAR) 

C TERMINATION CkITERIA 
IF eWARNITIME» 289,2~1,289 

2Hl IF IMl.GE.19) ~OTn 292 
IF IFA-F.LT.F*1.E-3) Goro 290 

C CALCULATI.ON OF THE NEXT ORDER PARA~ETERS 
M2=Ml 

282 DO 285 J=l,NVAR 
IF IJ.~E.NVAR-i) GOTO 284 

C CHECK r"r, THE: I MPROVEMENTS FOR THE r'A~"METERS 

C ADJUST CORRECTION VECTORS TO HFLP P,{EVENT DIVERGENCE 
IF eGIJI**2.LT.F*HIJ,JI/NllMIlO.) GIllO 284. 

Ii. 

! 



GA=ABSlGlJ» 
GB=ABSlXlJ»15. 
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IF IM3.NE.l) GOTO 283 
GC=ABS l Gll J) ) 
FAC=l. 
IF (GA.GT.GC) ~AC=2. 
IF l(;(JI**2 .• GT.F*HlJ,J)l(NUM-NVARIIFAC=f-AC*2. 
IF IStGNIGA,Gl(J».Nt.GIJ» FAC=FAC*3. 
G( J) =GC J)/FAC 
GA=ABSlGIJII 

283 IF (GA.Gr.GS) G(J)=SIGN(GB,GIJ» 
C CALClJLATE NEXT SET OF PARAMETERS 

284 XIJ)=X(Jl-GlJ) 
GlIJI=GlJ) 

285 CONTINUE 
IFI~2~NE.Ml)M3=l 

286 Ml=Ml+1 
F I\=F 
GOT() 200 

.789 IFIN=l 
WRITE (3,29) 
GOTO 292 

290 IF IFA-F) 291.292,292 
C PERM1T FIT TO DIVERGE ONLY THREE TIMES 

291 WRITE (3,23) Ml 
IF IF-FA~Lr~FI20.) GOTd 292' 
IF lMI-M2.LT~2) GOTO 282 
IF (M2.EQ.O) GOT0360·, 

C CALCULATION OF THE STANDARD DEVIATIDNS 
292 no 293 J~I,NVA~ 
293 GIJ)=SQRTlF*H(J,JI/(NUM-NVARI) 

C OUTPUT AND PLOTTING SECTION 
300 XM[N=O. 

IF (KFIELD.LT.O) XMIN~rX(ll 
XMI\X=10000. 
IF (KFIELD.LT.D) XMAX=FXINUM) 
WRITE (3,24) . 
WRITE 198,13)NAM~,NFIlE 
CALLCCLTR(20.,300.,l,2) 
WRITE (98,27) lCOMMENTfJ),J=1,4) 
CALL CCLTRfI140.,200.,l,2) 

C SEARCH FOR THE LIMITS OF THf PLOT 
YMIN = FIll) 

YMAX = FlII) 
YL=O. 
DO 301 J=l,NUM 
IF lFl(J).LT.YMIN) YMIN=FllJJ 
IF lFY(J).LT.YMIN) YMIN=FYlJ) 
IF IFZ(JI.GT.YMAXI YMAX=FZlJ) 
IF (FY(J).GT.YMAX) YMAX=FYlJ) 
FWlJ)=FllJI-FY(J) 
ZY=ARS(FWIJI) 
IF IZY.GT.Yl) YL=lY 

301 CO"lT I NlIF 
Y}=IYMAX-YMINI/YL/8. 
WRITE I 98, 2~) Vi 



... 

CALL CCLTRI70.,30.,O,2) 
VMIN=15.*VMIN-VMAX)/4. 
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CALL CCPLOTIFX,Fl,NUM,4HJDfN,G,0) 
CALL CCPLOTlfX,fV,NUM,6HNOJOIN,23,3) 
YMIN=-VL 
VMAX=9.*VL 
CALL CCPLOrl~X,fW,NUM,4HJoIN,O,O) 
CALL CCNEXT 

C CHECKING OF THE INTEGRATED INTENSITIES 
310 ARE~O. 

DO 312 1= 1, I r IT 
AR(1)=0. 
DO 311 J=I,NLI~E 
K=II-l)*NLlN[+J 

311 ARII I=ARII)+CIKI 
312 ARE=AKE+ARII) 
313 V=FXINUM)-FXll) 

ARA=ARE+A*V**2/2.+S*V**3/6. 
320 WRITE 13,14) AREA,ARA,A,G(NVAR-l),B,GINVAR) 

C OUTPUT OF THt RESULTS 
321 IF IlflT) 350,340,350 
340 WRIH D,2U 

WRI TEl 3, 15) 
DO 341 J=I,NLINE 
CT=GIJ+NLINE) 
DT=GIJ+2*NLINE) 

341 WRITE 13,16) J,FCIJ),GIJ),CIJ),CT,OIJ),DT 
GO TO 360 

350 WRITE (3,17) HSTART,HSTOP 
WRITE (3,18) 

.. J 1=0 
DO 352 l=l,IFIT 
00 351 J=I,NLlNE 
K=II-l )*NLlNE+J 
ICIKI=J 
DDIK)=DIKI*SWEEP 
SPIKI=GIJ+Jl+3) 
DSIK)=GIJ+JI+31*SWEEP 

351 CIK)=fCIK)*SWEEP+HSTART 
K=I 1-1 )*NLlNE+l 
Kl=K+NLlNf-l 
FH=HSTART+XIJ1+1)*SWEEP 
FG=XIJl+21.*SWEEP 
FS=GIJl+11*SWHP 
FT=GIJl+2)*SWEEP 
ARII'=ARII)/ARE 
GRII)=GIJl+3)/ARE 
IF IKFIELD.LT.O) GOTD 352 
WRITE 1 3, 1 9) I, A R I I ) , G R I II , F H , F S , F G, F T , 1 leI J I , 0 D I J I ,0 SI J ) , C I J I , 

*. . . J=K,Kll 
352 Jl=Jl+NLINf.+3 

IF (KfIELD.LT.O) GOlD 353 
WRITE (],211 
WRITE (3,181 

353 Jl=O 
DO 354 1=1,IFlT 
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K=II-1)'*NLlN[+1· 
K1=K+NLINE-1 . . 
WRIT E . (], 19) I, AR I I ) ,GR II I, X I J 1 + 1 h G (J 1+ 11 ,X I Jl + 2.1, G I J 1 +2) ,II C ( J 1 , 

'* .. . [iIJI,SPIJI,FCIJ),J=K,Kli . 
3~~ Jl=Jl+NLINE+3 
:ibO M 1 =0 

WRIT[( 3. 30 ) VI 
WR lTE (3,24) 
I F I I FIN 1 40 I , 1 1 O. 401 

C PRJGRAMTERMINATIUN 
400 WRITE (3,20) 
401 IFILOOP.EQ.21 CALlCCEND 

stop 
END 

.. 
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SUBROUT(~f HCA(IB ( K. N. F 
~IMENSION F(lOOOI. . 

C SAMPLE lALIBRAJION ROUTINE 
C CALIRRATETHE VALOES IN F N POINIS 
C OR CONVEMTfROM ONE UNIT Tn ANOTHER UNIT 
CFOR EXAMPiE IF F CONTAINS NMRFREQU[NC(ES 
C DO 10 J = 1, N 
C 10 F1JI~. FIJI I 425775 
C FOR FlfLO(ALCAlIRRATION.WITH COEFFICIENTS fROM PROGKAM GAUSS 
C DO 10 J=I,N 
C 10' F(JI = A+O*PIJI+C.FIJI**2 .. 
C IF JATA ~EQUIR~ S~VfRAL DIFFERENT CALIHRATIONS 
CKMAY DE USED TO SELECT CALIPRATION 
C'IK=-K 
C CO TO ( 1,2.3, ••• ETC •••• 'IJ( 

DO 10 J=l, N 
10 F(JI = .283~.7580+1 1~0366706E~OI -2.295~270E~07*FIJI *F(JI 

'~ETUf{N 

END 

- - -", ....,.~ .. ~.--.- .. 



C 
C 
C 

C 
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FORTRAN IV SUBROUTINE MATINVIA~N,B.M,DETERMI 

MATRIX I~VERSION WITH ACCOMPANYING SOLUTION OF lINE\R·EQUATIONS 

DIMENSION IPIVJTI38I,AC38.38I,BC38.1',INOEXC38.2I,PIVOTI3S} 
EQUIVAlE'lICE IIROW,JROW), I ICJlUM,JCOllJMI, IAMAX.,T, SWAPI 

C INITIALIZATION 
C 

C 

10 DETERM=l.O 
15 00 20 J=l.N 
20 IPIVOTlJ}=O 
30 00 5~0 l=l.N 

C SEARCH FOR PIVOT ELEMENT 
C 
C 
C SEARCH FOR PIVJT llE~ENT 
C 

C 

40 AMA·X=O.O 
45 DO 105 J=.l,N 
50 IF fIPIVDTISI-l} 60. 105,60 
60. DO -100 K=l,N 
70 I.F IIPIVOTlKI-lI ·BO. 100, 740 
80 IF ~AB~IAMAXI-A~SIAIJ,K}}} 85, 100, 100 
85 I RJ.W=J 
90 ICDLUM=K 
95 AMAX=ACJ.KI 

100 CO~iINUE . 
105 CONTINUE 

IF(AMAXI 110,800,110 
110 IPIVOTCICOlUMI=IPIVOTCICOlUMI+l 

C INTERCHAIllGE ROWS TO PUT PIVOT ElEMEIIIT ON DIAGONAL 
C 

C 

130 IF IIROW-ICOlUM} 140, 260, 140 
140 OETERM=-DETERM 
150 DO 200 l=l,N 
160 SWAP=AIIROW,l} 
170 AIIROW.l)=ACICOlUM,l} 
200 ACICOlUM,l}=SWAP 
205 IFIM} 260, 260, 210 
210 00 250 l=l, M 
220 SWAP=~IIROW,ll 
230 BIIROW,LI=8CICOlUM,ll 
250BIJCOlUM,l'=SWAP 
260 INDEXII,l'=IROW 
270INDEXII,21=ICOlUM 
310 PIVOTI(I=AIICOlUM.ICDlUMI 
320 OETERM=OETERM.PIVOTI~I 

C DIVIDE PIVOT ~JW BY PIVOT ELEMENT 
C 

330 AIICOlUM,ICOlUMI=l.O 
340 DO 350 L=l,111 
350 ~rICOlUM,ll=ACICOLUM,L)/PIVOTIII 

F4020003 
F4020004 
ANF4Q201 
F4020002 

F4020007 
F4020008 
f4020009 
F4020010 
F4020011 
f402C012 
F4020013 
F4020014 
F4020015 
F4020016 
F4020017 
F4020015 
F4020016 
F4020017 
F4020018 
F40200i9 
F4020020 
F4020021 
F4020022 

. F4020024 
F4020025 
F4020026 
F4020021 
F4020028 
F402REV. 
F4020029 
F4020030 
F4020031 
F4020032 
F40200H 
F4020034 
F4020035 
F4020036 
F4020037 
F4020038 
F40200H 
F4020040 
F4020041 
F4020042 
F4020043 
F4020044 
F4020045 
F4020046 
F4020047 
F4020048 
F4020049 
F4020050 
F4020051 
F4:l20052 
F4020053 

-. 



.. 

C 

355 IF(M) 3AO. 380. 360 
360.00 370 L=l.M 
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370 BIICOlUM.lI=BIICOlUM.lI/PIVOTIII 

C REDUCE NON-PIVOT ROWS 
C 

C 

380 DO 550 ll=l.N 
390 IFIlI-ICOlUMI 400, 550.400 
400 T=AIll.ICOlUMI 
420 Alil.lCOlUMI-O.O 
430 pO 450, l=l,N 
450 AIll,ll=Alll,ll-AIICOlUM.l)*T 
455 IFIMI 550. 550. 460 
460 DO 500 l=l.M 
500 BIll.ll=Blll.l1-BIICOlUM.l)*T 
550 CONTINUE 

C INTERCHA~GE COLUMNS 
C 

600 DO 710 I=I.N 
610 l=N+l-1 
620 IF IINOEXIl.1'-INOEXtl,211 630. 110, 630 
630 JROW=INOEXIl,ll 
640 JCJlUM=INOEXll,21 
65000 70SK=1,N 
660 SWAP=AIK,JROWI 
670 AIK,JROWI~AIK,JCOlUM) 
700 AIK,JCOlUMI=SWAP 
70S CONTINUE 
710 CONT INUE 
740 RETURN 
600 DETERM O. 

RETURN 
END 

F4020054 
F4020055 
F4020056 
F401.0057 
F4020058 
F4020059 
F4020060 
1'4020061 
F4020062 
F4020063 
F4020064 
F4020065 
F4020066 
F4020067 
F4020068 
F4020069 
F4020070 
F4020071 
F4020072 
F4020073 
F4020074 
F4020015 
F4020076 
f4020071 
F402007R 
F4020079 
F4020080 
F4020081 
1'4020082 
F4020083 
F4020084 
F402REV. 
F40lREV. 

) 
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3. GAUSS 

When the digital data acquisition system is used with the Varian 

spectrometer system, a NMR tracking system is not normally employed. 

IIi this case the recorder x-axis drive voltage from the Fieldial is 

applied to a Vidar voltage-to-frequency converter and this frequency is 

measured as the magnetic field coordinate. In order for the least squares 

fitting programs to work in units of gauss, a calibration of the Vidar 

frequencies in terms of magnetic field must be performed. The GAUSS 

program relates the Vidar frequencies to the magnetic field. 

A series of measur'ements of the magnetic field (using proton NMR) 

is made over·the entire range of the sweep. This produces a set of 

paired measurements of the magnetic field(NMR frequency) and of the Vidar 

frequency. A quadratic equation 

Y = A + B * X + C * X**2 

if fit to these points to produce the.coefficientsA, B, C. Then, given 

a Vidar frequency (X) ,the magnetic field (y) may be computed. These 

coefficients are USed to write the subroutine HCALIB which is used by 

FITESR. The- input to the program is the measurements X(I), the Vidar 

frequency; and Z(I), the proton frequency corresponding to Y(I) the 

magnetic field in gauss •. The proton NMR frequency is converted 40 gauss 

by the program. The output consists of the coefficients A, B, and C and 

a compa.rison of the experimental. field with the theoretical field for a 

givenVidar value. ~. 
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INPUT DATA 

Card 1 (Format I5,7AlO) 

N. number of pairs of Points used in the calibration (minimum of 

three) 

TITLE any identification information 

Card 2 (Format 8EIO.O) 

X(I) Vidar reading in terms of tens of cycles (decacycles) 

Z(l) Prbton NMR· frequency in kilocycles 

X(2) etc. until X(N), Z(N) 

Z(2) 

There are as many of Card 2as needed to contain N points, 4 points 

to a card. 

If several calibrations are to be performed at once, continued 

with data from Card l,·etc. A blank card at the end of the data will 

terminate processing. 

The GAUSS program requires the subroutine MATINV which is described 

in the discussion of FITESR. 
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PROGRAM GAUSS(INPUT,OUTPUT) 
C PR[)GR~MF-OR LEAST SQUARES F IT· TO A + S*X + C. (X.*l) = Y 
C VERSION TO SEPT. 1, 1969. JAMES J.CHANG. 

OI~ENSInN X(25), Y(15), l(25),·OIF(25), PR[O(lS) 
OI~[NSI0~ At20, 10) , B(lO), SIGMA(lO), TITLE(1) 

C INPUT SECTION 
1 READ 100,N, (HTLE(I), 1= 1,1 

IF(\I) 80,80, 3 
3 CONTI NUE 

READ· 101, I X ( I ), l (I ), 1= 1, N ) 
C X(IIIS VIDAR FREQUENCY IN TENS OF 'CYCLES 
C l(tl IS PROTON NMR FREQUENCY IN KC. 

PRINT 101, ( TITLE(I) , I :: 1,7 ) 
PRINT 103 
PRINT 110 

C SECTION TO CLEAR STORAGE 
XSUM = 0.0 
XSUMSQ :: 0.0 
XSUMC :: 0.0 
XSUM4 :: 0.0 
YSUM :: 0.0 
XVSlJM :: 0.0 
X1YSUM = 0.0 

CSECtION TO COMPUTE MATRIX ELEMENTS 
0020 I :: I, N 

C CONVERSION TO 'MAG\lFTIC FIELD 
10 VII):: l(I) * 0.234815 

XSUM = XSU~ + XCI) 
XSUMSQ = XSUMSQ • X(I) • X(I) 
XSUMC = XSUMC + XCI) * X( l) * Xli) 
XSUM4 :: XSUM4 + ( XII) • X(I)' * XCI) • Xlll 
VSUM • VSUM • YII) 
XVSUM = XVSUM + X(I) * V(I) 
X2VSUM = X1VSUM • XII) • XII)'. V(I) 

20 CO\lTlNUE 
C SET UP MATRIX or NOR~AL EQUATIONS 

AI1,l) = N 
All, 2) = XSUM 
AIl,3) :: XSUMSQ 
A(Z,2) :: XSUMSQ 
A(Z,3) = XSUMC 
A(3,3) :: XSUM4 
AIZ,1) = XSUM 
A(3,1) :: XSUMSQ 
A I 3,2) = XSUMC 
0(11 = YSUM 
B(Z) :: XYSUM 
8(3) :: X2VSUM 
PRINT lOY 
DO 40 I = 1,3 

40 PRINT 110 , IAII,J), J = 1,3 ) , Ulil 
CALL MATINVI A,3tB,I,O~T~RM) 
PRINT 152, OETERM 

C SECTION TO COMPUTE PREOICTED VALUtS AND DIFfERENCES 
F = 0.0 
. DO 50 I :: 1 t N 
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PREOCl) = BIll +B(ZI 10< X(I) + B(3) * I XII) *XI[) I 
OfFIll = YII,.;.. PREDel) 

F= F + DIF(l) * DIF( II 
~o CONTINUE 

AN.= r~ .. 
S=SQRTI FI( AN.;..3. 0) ) 
PRINTIZI . 
PRINT 122, ( XII), l(I),YIII, PREDII), D.IF(IJ, 1= 1,~ ) 

C SECTION TO COMPUTE STA~D~RDcOEVIATIONS OF PARAMETERS 
DO 551 = 1,3 
S I :;~A fI) = S * SQR T' A I I ,I) . ) 

55 CONTINUE 
P RI N T 125, F, S 

PUNT 130 
PRINT 150 
PRINT lSI, ( ~II) , SIGMA(II , 1= 1, 3 ) 
PRINT 155, BIll, BeZ), B(3) 
GO TO 1 

80 CALL EXIT 
100 FORMAT (15, 7A10) 
101 FORMATI 8EI0.5 ) 
102 FORMAT. IH1, 20X, 7A10 ) 
103 FORMATeIHO,5X,*VIOAR FIELD CALI8RATION,SEPT 1,1969 VERSION* III 
109 FORMAT( IHO~ 20H NORMAL EQUATIONS 
110 FORMATI lOX, 3E1b.l, 15X , flb.ll 
lZ0 FORMATelHO, 45H INPUT POINTS, CONVFRSInN FACTOR = 0.Z34875 II) 
lZl FORMATI20X, lHX,19X,lHI,19X,IHV, lbX,4HPREQ,18X, 3HDIF I 
122 FORMAT( lOX, 5e F1b.3, 4X) ) 
125 FORMATe IHO, 10H RESIDUALS, Flb.7, 5X, bHSIG~A ,£lb.7) 
130 FORMATe IHO, 20X, 30H FIT TO V = A + ~*X + c*ex**z) II) 
150 FORMAT 11HO, 20H COEFFICIENTS ARE ) 
151 FORMATe lHO, 5X, 7HA=, ~lb.7, 2H I ,EI3.1,lHI,1 6X,2~H~,E16.7. 

1 2H. I,E13.7, IH),I bX,2HC=,EI6.7,2H I,El1.7,lH),11 I 
152 FORMAT I 20X, 15H OETER~INANT , Flb.711) 
155 FORMAT( 1HO, bX, 6HFeJ)= , FI0. 4 , 4H + I, E14.7, IH+, 

1 E14.7, ISH *FIJr I * FIJI ) 
END 
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B. 'SiJinilationPrograms_ 

1. IMITATE 

The IMITATE program is used to simulate isotropic EPR spectra for 

both transition metals and organic ,radicals. The line positions are 

determined by .a g value and the coupling constants according to Eq. A-ll. 

The lineshapes are produced by Eq. A-12 which is expanded to account for 

more than one species. The program is at present capable of simulating 

a spectrum containing as many as four separate spectra each of which is 

characterized by gvalues and A values. The program is well suited for 

simulating spectra of a system containing several isotopic specieE. 

In operation, the program first computes the resonance fields for 

each of , the lines in the spectrum. Because of the storage limitations 

the program is limited to a maximum of 1600 lines. This maybe changed 

by changing, the DIMENSION statements. The intensity ratios of thE: lines 

are computed by SUBROUTINE RATIO. 'Again because of dimension limitation 

a given coupling constant should not produce more than 25 lines. 

INPUT DATA 

Card 1 (Format 2I5, 30X, 4Aio) 

NSPECY The number of species to be simulated. Maximum value of 4. 

!f NSPECY=O, the job is terminated. 

NUM The number of points to be computed in the spectrum 

COMMENT(J) Any comment information 

Card 2 (Format 1015) 

NCOUP(J) The number of coupling constants for, each species.' For one 

species there is NCOUP (1); for two, there are NCOUP (1) and 

NCOUP (2). NCOUP (1)=1 for one coupling constant; =2 for two 

constants, etc. 
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Card 3. (Format 5(15, FIO.5)) 

NEQ(Jl,J) The number of equivalent nuclei corresponding to a particular 

coupling constant (whicb is given later), for the Jth species. 

All of the NEQ(Jl,J) for the same species are on the same card. 

S(Jl,J) The nuclear spin for the NEQ nuclei. For two protons NEQ=2;S=0.5. 

There are as aany of card 3 as there are species. Note that if there 

are more than 5 sets of equivalent nuclei for a given species, the date. 

must be on a second card 3(maximum of 10 sets possible). 

Card 4. (Format 8FlO. 5) 

HSTART The starting field for the simulation 

HSTOP The ending field for the simulation. The spectra are computed 

from HSTART to HSTOP 

ALPHA Baseline offset 

BEI'A Baseline cirift. Normally ALPHA and BETA are zero. 

Card 5. (Format 8FIO.5) 

FINT(J) The intensity of the Jth spedes. This is an arbitrary nunber 

but the relative values of FINT should correspond to the relative 

intensi ties of the different specie:3. 

HZERO(J). The resonance center for the Jth sp,~cies. Tbis should be computed 

from the g value and the microwave frequency. 

A(Jl,J) The coupling constants correspondin.5 to the NEQ(Jl,J) of card 3. 

for the Jth species. More than 6 c)nstants are continued cn 

the next card. 

Card 6. (Format 8FIO.5) 

FLAG =0 read the widths of all of the lines 

#0 all the lines have the same width 

II 
.I, 
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Card 7. (Format BFIO.5) 

W(K) The linewidth. If FLAG=O, the widths for all the lines must be 

provided on as many of card 7 as required. For the purpose 

of identifying a given line, each line is identified by a K 

value in addition to its identification by the mI values. The 

value of K is determined by the mI values and by the order in 

which the spins were presented on card 3. K=loccurs when all 

the ~ have their lowest values. When the first ~ (corre­

sponing to the first S on card 3) has the second from lowest 

value,with all other mr at their lowest value, then K=2. If 

the second mr is at its second from lowest value, with all 

other mI at their lowest values, then K=2S1+2 where Sl is the 

. maximum value of the first S on card 3. IfFLAG#O, only one 

width is provided (requires only 1 card). 

There are as ma.ny of cards 5, 6, and 7 as there are species. Note 

that the cards 5, 6, 7 must come together. For two species the order :'s 

card 5, card 6, card 7, card 5, card 6, card 7. 

If more than one spectrum is to be simulated, the data are continued 

from card 1. A blank card at the end of the data will terminate proce:~s-

iog. The following is a sample data set which could be used to simula"~e 

hexaqUC"icopper (II). 

10 

1 500 
1 
1 1.5 

2750.0 
·100. 

0.0 
60.0 

(blank· card) 

3250.0 
3000.0 

58.0 

20 

0.0 

-34.4 

56.0 

30 ... 
SAMPLE COPPER SPECTRUM 

0.0· . 

56.0 
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PROGRAM IMlTATF(INPUT,DUTPUT,fAPE9H,rLOT,TAPEQQ=PlOTJ 
C PKOGRAMf0k SIMULATING MANY SP~CIES EPR SPECTRA 

C OMMOi\J I SP IN 51 NC nur ( 10) ,NE 0 I 10,4) ,5110,4) ,$ ~ I I 10,41 ,SM I 101 ,NL I NE I 4 1 
CO~'J,[)N/F5PLC/NUM'I\REA,FXI2000), Fl(2000) ,NSPECY 
C OM~rJN I S HI K[, 11 A ( 10,4 ) , r PH ( 4 1 ,~iI 16001 ,R ( 1600), Ii! 1600 I ,J <; 

COMMON/C::P(}[JLI xr~1 N ,XMAX, YM I N ,YMAX, CC XMI N ,CCXMAX, CCYtJ I N,CCYMAX 
COMMON/CCfACT/fllCTOK 

QIMEN510N COMMtNT(4) , HlfROl41 
DATAl TWOPI = .636619172361581 ) 

5 CONTI,NUE 
C SECTION fUR INPUT or SPECTRUM PARAMET~RS 

RE-AD ,!01, NSP[CY , NUM, ( C)f-I"'ENf(J) , J = 1,4 ) 
C TERMINATION TEST 

IH NSPECY ) ,)9. 9<J, LO 
10 CONT.lNUE 

RcAo' 402, ( NCOUP(J) ,J 1, NSPI:CY 1 
DO 20 J = 1, NSPfCY 

C READ NU. OF NllCU: I A~O SP IN 
J X= Ncnlll' (j ) 

READ 404, (NEQ(Jl,J),SIJl,J),J1=l,JX 
N(.IN[(J)= 1 
DO 7.0 Jl = 1, JX 
NLINEIJ.).= (2*~fQIJ1,J)*S(Jl,J) +1 ) * NLINE(J) 

20 CONTINUE 
DO ~5j= I, N5PECY 
K P ::; KI' + N LIN E (J) 
IF ( KP .GT. 1600 ) GO TO 4 
GO TO,l'> 

4 ~RINT 421, KP 
GO TO .~. 

15 CONTINUE 
READ 405, HSTART, HSTOP, ALPHA, BETA 

KP =0 
Dq 2~J .: 1, N5PECY 

. KP = ,KP + 1 
JX = NCOUP(J) 

READ ~05, FINT(J),HlERO(J),(A(Ji,J),Jl = I~JX ) 
J2 .: NLI ~f( J ) 
READ ,4,O!) , ~L AG 

C FLAG = 0 IMPLIES RfAD WIDTHS FnR ALL LINES 
C FlAG.NE.O ALLL LINES HAVE SAME WIDTH 

IF( J:LAG ) 21, 24, 21 
21 R EAD 405, W ( K P ) 

CO 22 J 1 = 1 t J 2 
KP=KP '+ 1 
W(KP) = WIKP-1 

22 CONTINUE 
GJ TO ?5 

24 CONTI rWE 
KP 1 = KP + J2 
READ 405, ( WIJl), Jl= KP, KPl ) 
~P = KPI 

25 'C()NT,l NUE 
PKINJ 410, NSPECY, NUM 
PRINT 411, ALPHA, ~ETA, HST.t\RT, HSTOP 
?RINI 420, [ COM~ENT(JI , J = 1, 4 ) f·r· .~. "' 

I, • 
. ' , 



30 

CSU 
C 
CSU 

100 
110 

CU 
120 

C 
C 

C 

40 

C$S~ 
C 

130 

C 
140 

C 

150 
C*** 

60 
C 

AR '::: 0.0 
DU 30 J; 1, NSPECY 
AR :; FINTIJ) + AR 

CONTINUE 
CALL RATIO 

0060 J = 1, NSPECY 
JX = NCOUP I J , 
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KP: 1 + NLINF(J) * J-l' 
FACT = 1.0 I RIKP , 

RINT : FINTIJ) I AR 
PRINT 412 

PRINT 413, J,FINTIJ), RINT, HZEROIJ',IAIJl,J',NEQ(Jl,J), 
1 SfJ1,J', Jl= 1, JX ) 

START Uf LARGE NESTED LOOP fOR COU~TI~G THROUGH M SUB 
ARRIVING AT A PROPER K VALUE 

Loap INITIALIZATION 
PRINT 415 
K = 0 
LOOP :; JX 
SMILOllP' = -SMllLOOP,J , 
IFI LOOP. EQ. 1 ) GO TO 120 
LOOP : LOOP -. 1 
GO TO 100 
START OF. LOOP WORK 
CO'H (NUE 

START LINE CUUNT 
K = K+ 1 
fIRST = 0.0 
SECIlND = 0.0 
COMPUTE THE RESONANCE FIELDS 
DO 40 Kl :; 1, JX 
FIRSt = fIRST +SM(Kll* AIKl, J) 
SPIN = SMI(Kl, J). I SMIIKl,J) + 1.0 )- SMIKl)*SMIKl) 
SECONO: SECONQ+I AIKl,J)*A~Kl,Jr/12.0*HlERO(J) ) ) * SPIN 
CONTINUE 
KP :; K + NLINE(J) * I J- 1 ) 
HIKP) :; HZbROIJ) - fiRST ~ SECOND 
REl = RIKP) * FACT 
PR.INT 416, K, W(KP),HIKP)~REl,IS~II),(=l, JX ) 
ENDING OF LARGE NESTED LOOP 
INNER LOOP CUNTRUL 
SMILOOP) ~ SM(LOOP) + 1.0 
IF I SMILOOP) .LE. SM( ILOOP,Jl ) GO TO 12C 
MOVING LOOP CO~TIWL 
LOOP :; LOOP + 1 

MAIN LOOP TERMINATION TEST 
IFI LOOP .GT. JX ) GO TO 150 
SMILODP) = SMILODP)+ 1.0 
IF I SMILDoP) .GT. SMIILOOP,J) ) GD TO 140 
LOOP :; LOOP - 1 

GO TO 100 
CO"TtNUE 

LOOP IS ENDED 
CONTINUE 

A'lD 



c 

61 
C 

70 

75 

80 
C 

82 

C 

85 

99 

201 
401 
402 
404 
405 
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SECTION TO GENERATE FIELOS 
ANUM = NUM . 

FOIf = I .HSTOP - HSTART ) I ANUM 
F X ( 1) = H STAR T 
O~ 61 N = 2, NUM 
AN :: N 
FXIN) = HSTART +AN * FOIF 

CONTINUE 
SECTION FOR COMPUTING THE LINESHAPE 

DO 80 N= 1, NUM 
FlIN) :: O.G 

00 75 J :: 1, NSPlCY 
IN= NLINE I J) 

TSHAPE: = 0.0 
DO 70 K = 1, IN 

KP = K + IN * (J-l ) 
FIELD = H(KP) - FX(N) 
FIELD2 = FIELO • fIELD 
TAU2 = WCKP) • WIKP) 
DENOM1 = FIELD2 + TAU2 
OENOM2 = OENOMI • DE~nMl 

SHAPE = FIELO. WIKP) IDENOM2 
TSHAPE = RIKP) * SHAPE + TSHAP[ 
CONTINUE 
FZIN) = TWOPI • FINTIJ) * TSHAPE + FZIN) 

CONTI NlJE 
FZIN) :: FIHO + ALPHA + BETA. FXCP\I) 

CONTINUE 
.SET THE PLOT SIZE 

CCXMAX = 1070. 
IF( NUM .GT. 1000 ) CCXMAX = 2070. 
CALL CCGRID(S,2,6HNOLBLS,S) 
XLTR = 1140. 
IF( NUM .GT. 1000 ) XLTR = 2140. 

CONTINUE 
WRITE (9S,z01) (COMMENTlJ),J=1,4) 
CALL CCLTR( XLTR , 200. , 1, 2 ) 
SEAMCH FOR THE LIMITS OF THE PLOT 

XMIN = f-Xll) 
XMAX = FXINUM) 
YMIN :: FZI I) 
YMAX = Fl(·1) 

DO 85 N = 1, NUM 
IF( Fl(N) .LT. YMIN) YMIN = FleN) 
IFI FlCN) .GT. YMAX ) YMAX = FZ(N) 
CONTINUE 

CALL CCPLOT(FX,FZ,NUM,4HJOIN,0,01 
CALL CCNEXT 
GO TO S 

CALL CCEND 
CALL EXIT 
FORMATI4AIO) 

FORMAT( 215, 30X, 4A10 
FORMAT ( 1015 ) 

FOR~AT( 5 ( 15, FIO.5 
FORMAT( 8FI0.5 ) 
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410 FORMAT( IHl, ,34H SIMULATION OFEPR SPECTRUM WITH , IS, 
1 9H SPECIES ,5X,15, 8H POINTS ) 

411 FORMAT ( X, *ALPHA '" ,Elb.5,'" BETA ., Elb.S.SX, '" HSTART*,t 
1 FIZ.1, 2X~ "'HSTOP "', F12.3 ) 

412 FORMAT( IHO, 3HNO., SX,IOHINTENSITY ,lOX, lOH RELATIVE , 
17X, 3HHO ,ISX,'ZOH COUPLING CnNSUNT ' 
22X, SH NtQ ,SX, 4HSI I 

413 FORMAT1X,12,5X,FlO.3, IOX,f7.3, SX,FI0.3,15X,FlO.3,lOX,IS,5X, 
I 'F5.11 ( 65X~fl0.3, lOX,IS, 5X, F5.l I J 

41S FORMAT(lHO, 10K COMPONENT ,IX, 12H LINEWIOTH .lX~ 

1 14H LI~E CENTER) 
41b FORMAT(X,15,FI0.3,5X, FIO.3,F8.1.l0( 2X,F4.1 
420 FORMAl( IHO, 30X, 4AIO, /I I 
421 FORMAT( lHO, 17, 32H EXCEEDS NO. Of POSSIRlE LINES 

END 

I[ . 

.~I 
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SUHROurI~( RATIO 
C 5UBROLIT1~f: RATIO CALCULATES THI.: INTE\(SITY RATIO OF THf:: HYPERFINE 
C COMPONENT S . 

COMMON ISPI ~ S/N~OUP I 101 ,NEQ 110,41 , S ( 10,41 ,SMI 1 10,41 , SMI 101 ,NL I Nf ( 4 1 
COMMON/~S~fC/NUM,AREA,FXI20001, Fll21001 ,NSPECY 
COMMON 1ST ORE 11 td 10,41 , FIN T( 41 ,W 1 1600) , R I 1600 1 ,H ( 16001 , J 5 
OIMf.N510N 10125,251 
OIMENSIO~ F(4001 

EQUIVALENCE ( FX,ID 1 
EQUIVALENCE ( F, FZ ) 

DO 4 JS = 1, NSPECY 
ll:'4=1 
NEQ2 = NCOUPI JS 1 
KP = 1 + NlIN[IJSI * 1 JS-l 1 

RIKPI = 1.0 
DO 4 I = 1, N[Q2 
Jl = 2.* SI I, J5 
JZ = NEQI I, JS 1 
Nl=Jl*J2+1 

IF ( Nl .Gr. 25 1 GO TO 5 
5MI( I, JSI = 511, JSI * J2 
FAC=l. 
FC=l./IJl+ll 
10111=1 
00,1. J=2, 25 

1 10IJI=O 
DO 2 J=I,J2 
J3=J+l 
FAC=FAC*FC 
DO 2 K=1,25 
J4=K-Jl 
IF IJ4.Lf.OI J4=1 
IOIK,J31=O 
DO 2 L=J4,K 

2 IOIK,J31=IDIK,J3)+IOIL,JI 
l=l 
DO 3 J=l,Nl 
DO 3 K=l,LIN 
KP = K + NlINEIJSI * 1 JS-l 1 
Fill = R(KPI *IDIJ,J31 * FAC 

3l=L+l 
LI\(=L-l 
004 J=I,LIN 
KP = J + NLINEI JSI *1 JS-l 1 

4 RIKP) = FIJI 
RETURN 

5 LI\I=l 
P~INT 10, Nl, NEQI I,JSI., 51 I,JS) 

RETURN 
10 FORMATI20X,24H*** NUMBER OF COMPO~ENT5,13,4H FOR,13, 

* 28H EQUIVALENT NUCLEI WITH SPIN,F4.1,18H EXCEEDS LIMIT ***) 
END 
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VAESR is used to simulate polycrystalline or glass spectra for 

transition metal complexes with spin ]/2 and an axial spin Hamiltonian. 

The method used is due to Varingard and Aasa (1962). The input essentially 

consists of the microwave frequency, and the spin Hamiltonian parameters. 

The main output is a computer drawn plot ot' the spectrum. 

Method 

The lineshape used is given by .. 

I(H) = 1 
8(2I+l) 

1 
f 
o 

where z=cos B, 8 is the angle between the molecular axis and the applied 

magnetic fields, S' a shape function. For a Lorentz lineshape, the 

shape function is given by 

S' (x) 2 1 = 
'IT cx3 

where Llli is the peak-to-peak. derivative width. The resonance field is 

given by 

(1/2 H ) (gS)-2 (AII2_A12) -2· 2 2 -4 2 2· 2 
K gil· gl g z (l-z ) ~ o· 

2 2 
(gil 

2 -g12) 2 K2g2 2 2. 2 + A 2 2 2 g - gl + z = All gil z 1 gl (l-z ) 

Ho - hV/gS 

A variable linewidth is permitted for each hyperfine component, and the 

lineshape is summed over the hyperfine components. The integral is 

evaluated using Simpson's rule. 

* The original version of this program was supplied by W. Burton Lewis. 
The program has been considerably altered. 

·'1 
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INPUI' DATA 

Card 1 (Format 15, 6AIO) 

MCI the number of hyperfine components (maximum of 8) 

LABEL any title information for the plot 

Card 2 (Format 8FIO.O) 

XM(I) the·~ values for the hyperfine components (in order) 

Card 3 (Format IS, 3FIO.O) 

N The number of points over which the Simpson's Rule integration 

is-to be performed; must be odd. 

DZ The size of the interval for the integration. May range from 

o to 1.0 (DZ,: case). For N=201, DZ = .005. 

HT The iowest point in the magnetic field for theca1.culation and 

plotting of the spectrum. 

HFNAL The highest point in the magnetic field. 

Card 4 (Format 8FIO.0) 

A 

B 

C 

GPL 

GPR 

XI 

SH 

CMF 

~I in gauss 

Al in gauss 

leave blank (not used) 

gil 

gl 

I, the nuclear spin (eg. for 1=3/2, XI=1.5) 

hv/S(for v=9.15 GHz, SH=6537.S6S) 

The value by which the magnetic field is to be stepped for 

calculations. The intensity of the spectrum is calculated 

at each point,n, where the value of the field at the nth point 

is HT+n*CMP. 
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Card 5 (Format 8FIO.0) 

DH(I) The linewidths for each of the hyPerfihe components 

Card 6 (Format 8FIO.0) 

ZERO Vertical distance in inches. from the bottom of the plot to the 

baseline. May be from 0 to 10 inches. This defines the 

baseline for the plot. 

SIZE Length of the largest peak in inches from the baseline (ZERO). 

Note: If the peak is negative going,then SIZE is negativ.e. 

Cards are repeated from clard 1 to: . simUl ate additional spectra. A 

blank card at the end of the data is used to terminate the program. 
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·PROGRAM VAESKI INPUT~OUTPUT,TAPE9H,PLOT, TAPE99=P(OT , 
c 
C ESR S~ECtRUM FITTI~G PROGRA~ 
C 

c 

COMMUN/CCPOUL/XMIN,XMAX,YMI~,YMAX,CCXMIN~CCXMAX,CCYMIN,CCYM~X 
COMMON/CCFACT/FACTOR 
OIMFNSIflN HZI20!), lSI20l),.T3C20l}, G12011, XK,.H20I,8' 
DIMENSIO~ XMSI8', XMIS), DH(8), 01118', 012(8), HI201,8) 
DIMENSION HAHI002), HAV(lOO2), HAV211002l, LABEl(71 

PRINT 117 
pRJ NT 118 

118 FORMATC* VERSION AS OF 8/8/)0 
CSET CUORDINATES ~OR CALCOMP 

J.J.C. * ) 
CCXM IN = 70.0 
CCXMAX = 1570.0 

C 
C DATA SECTIO~ INPUT 

C 

50 READ 115, Mel, C LABELII), I = 1, 7 , 
52 READ 101, I XMIIl , I = I, MCI , 
1 READ 100, N, OZ, HT,HFNAL, 1PT 

READ 101, A, H, C, GPL. GPR, XI, SH, CMP 
READ 101, I DHII) , 1= I, MCI) 
READ 101, ZfRO, SIZE 
PRINT 119, I LABELII) , I = I, 7 
PRINT Ill, N, ·Dl, HT, HFNAL 
PRINT 106, XI, SH, GPL, GPR, A. A 
PRINT 112, C XMtl) , I = I, MCI ) 
PRINTI16, C DHCI) , I = 1, MCI ) 

CALL CCGRIDC5,6HNOL~LS,4) 

REWIND 98 
WRITEC98,120) I LABElII) , I = 1,7 
CALL CCl TR C 70. , 65. , 0, 2 

100 FORMAT! 15, 8FI0.0 , 11 ) 
101 FORMAT C 8FI0.0 ) 
In FORMATflHl,2C46H FIELD lOll NORMALIZED » 
103 FORMATI IX, 6E16.1 ) 
104 FJRMAT I IHI ) 
106 FORMATCIHO, lOX, 4H 1= ,F5.2, 5X, IOH HNU/BETA ,Fl1.5, 4X, 

1 5H GPL= ,~10.5,5X, 5H GPR= , FIO.S I 
2 50X, 5H APL= , FI0.S,5X, 5H APR= ,FIO.5 II , 

III FORMAT~lHO, 3H N=,15,4H DZ=,FlO.5,4H HT=,FIO.3,7H HFNAL=,FI0.3) 
112 FO~MATC 10H M CAP 1= 8FIO.2 , 
115 FORMAT( 15, 1A10 ) 
116 FORMATI IOH DELH I = 8FI0.2 
111 FORMATI lH1,. 20X,32H EPR GLASS SIMULATION PROGRAM 
119 FORMATCIHO, 16H IDENTIFICATION ,3X, 1AI0 ) 
120 FORHATf IH ,1AIO)· 
131 FORMAT( 20X, 15, 4X. FIO.3, 16X, FI0.l ) 
130 FORMATI lHO, lOX, 16HR~SONANCE FIELDS, 4X, 8HPARALLEl, 12X. 

1 l4HPERPENDICUlAR I 29X, FIO.3, 16X, FI0.3 II) 

C THIS SECTION CALCULATES COEFFICIENTS 
HA=HT 

2 0= A*A *G~L * GPl 
01= B*B*~PR * ~PR 



-164-

02= 0*[)1 
03= 10-011 * (0-011 
04= GPL* GPL 
05= .GPR*GPR 
06= 0*D4 
07= 01*0')' 
08= 04-05 
09= 03*04*05 
01 0 = X I • 1 X I + 1 • 0 I 

00 15 1= 1, ,",CI 
11 XMSII) ~ X~(II * XMIII 

D II 1 I·) = O. 0 b 6 02 ') 4 • 0 H I I ) 
15 012(1) = ( ( 01UI) ) .. (-'3). 0.63661977 

013 = D5 I I 8.0 * I 2.0 • )( I + 1.0 ) ) 
c 

PR PH 251 
PRINT 252, 0,01,02,03,04,05,06,07,D8,09,010,013 

251 
252 

C. 

FORMAT( IHO, 10H f).TO 013 ) 
FJ.RMA TC lHO ,7E16. 7 ) 

C FIELD CALCULATION SECTION 
C CALCULATES RESONANCE FIELD FOR EACH HYPERFINE 
C. ~UNCTION OF A~GLt 
C 

0.1= 0.0 
DO 3 1= 1,N 
Z= 01*01 
ZSCI) = Z.Z 

C DO SO~E SPEED OPTIMIZING ~OR. LOOP 
BIG= lSII) 

SINSQ =1.0 - KIG 
GS = 05 .08 •. BIG 
GIl) = SQP. TI ::; S ) , 

COMPONENT AS 

XK = ( 06 • OIG + 07. SINSQ ) I GS 

C 
C 
C 
C 
C 
C 

HZ(I) = SH I GIll 
T = 1.01 I GS' .XK • 2.0 • HIlI) 
Tl = T * ( 0.5 * I 02 + 01 • XK I 
T2 = Tl • 010 
T = T * 0 q * I 1 • 0 II G S * :; S )1 * p, I G * SIN S Q 

TE'" = SORT I XK ) I GI I ) 
T 3 I J) = I 04 I GS ) + 1.0 
00 4 J = 1 , MCI 
XKM I I,J ) = TE~ * X~ IJI 
HII,JI = HZII) - XKMII,J' -I T2 - n*XMSIJ) , -I T* XMSIJ) 

4 CONTINUE 
01 = I 

1 CONTINUE 
PRINT 130, HZI~) , HZIll 
PRINT 131, ( J, HI N,J ,', Hll, J) , J =1, MCI ) 

INTEGRATIO~ SECTION 
SIMPSON SRULE INTEGRATION 
INTEGRATE OVER N ANGLES AT EVERY POINT 
AND SU~ OVER HVPFRFINE COMPONENTS 

M = N-l 

J, 
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HAVIL) -= SMKS* 013 
C START TO FINO MAXIMUM FOR SCALING 

TEMP -= ABS ( HAV IL ) ) 
IF! TI:MP - aIr. ) 30. 30, 37 

32 HIG -= TfMP 
30 CONTINUE. 

HAT(L) = HA 
HA= HI + CMP*ABC 
IFI HA-HFNAL ) 21. 21. 9 

21 co'n INLJF 
9 M = ABC 

C SECTION TO SCALE SPECTRUM FOR PLOTTING 
XMIN=IH 
XMAX= HF~AL 

YMIN= -LOOO. 
Y M A X = 1 000 • 10< ( l • 0 - Z E R 0 I 1 0 • ) 10< I 1 0 • I Z E R 0 ) 
IF( SIZE) 40 , 40 • 41 

40 FSIIE = ( SIZ[ I ZERO) 10< YMIN 
GO TO 42 

Itl FSIIF = ( SIlE I ! IO.O - HR(l ) ) * YMAX 
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4 2 SIZE = - (F S II E I BIG ,) 
00··35 ( =1, M 

35 MA~2ll) = HAVlI) * SI~E 
CALL-CCPLOf(HAT, HAV2,' M, 4HJOIN,O,Q 

C. PRINTING.Of SP[CT~UM IS SUPPKESSEU 
C REMOVE C S TO RESTORE PRINTING 
C . PRINT 102 ' 
C PRINT 103, (HATlIl, HAV([), HAV2(I1, 1= 1, M , 
C TEST FOR .MORE PLOTS, 

c 

READ 115, Mel,.( LABEU!), I = 1, 7 " 
IF(MCI' 57, 57, 51 

51 CALL CCNEXT 
PRINT 104 

GO TO 52 

57 CALL CCEND 
CALLEXlT 
END 

:- ' .. :. 
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C. 11 ' Analysis Program -,' LOGLlNE 

The LOGLlNE program was written to operate in connection with the 

BASIC AVERAGER program supplied by 'the Digital Equipment Corp. with the 

LAB-8/1 computer system. It is used to analyze theexponeritial recovery 

curves obtained in pulse-saturation-recovery experiments. It can, however, 

analyze any exponential recovery curve. The LOGLINE program can punch 

the experimental data acquired by the BASIC AVERAGER on the high speed 

punch; read in previously punched data for analysis; display the data on a 

storaged.is:oiay scope; or analyze the recovery curve for the time constant 

The program operates under the control from the teletype; the analysis 

is performed interactively, on-line" with the operator using the teletype 

to control the analysis, and the display osCilloscope to observe the 

results. 

LOADING 

The following program tapes must be loaded in order using the 

BINDARY LOADER 

1. Lab-8 Basic Control Tape DEC-LB~T2lA-PB 

2. Lab-8 Basic Averager DEC-LB-U2lA-PB 

3. LQGLlNE program tape 

4. Floating Point Pkg. #3 DEC-OB-YQ,3A-PB without EAE or 

DIGITAL-8..;25-F-BIN with EAE 

At the end of the loading operation the Control tape and the 

Basic Averager are in Field O. The main part of the LOGLlNE program 

and the floating point package are in Field 1. Note that the operation 

of these programs reauires a PDP-B/I equipped with 8K of 'memory, a high 

" 
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speed -paper tape reader and punch, a DF32 disk, and an Axo8 laboratory 

peripheral. 

OPERATION 

The programs are first loaded with the binary loader. The program 

is started at address 67603
8

" The basic averager is used to acquire a 

recovery curve (The operation of the Basic Averager is discussed in the 

DEC manual~ DEC-LB-T20A-B). The inputs to the AXOS should be adjusted 

so that-the recovery curve is all negative; that is, the recovery curve 

grows from minus infinity to zero. The reason for this is that the data 

is converted to an exponential decay curve for the purpose of the logari-

thmic analysis sim-ply by making all the data positive. 

After the data has been ac:quired the LOGLINEprogram is entered from 

the basi;c averager by ty-ping CTRL/P. LOGLINE ty-pes "R" to request the 

sample rate. The sample rate should be typed in some appropriate unit 

such as milliseconds. The sample rate is the time between data -points 

and defines the time scale for the experiment. After the. sample rate 

is typed the user may either punch the data or proceed to analyze the 

data. If the data is to be punched, CTRL/N is typed. LOGLINE will ask 

FIRST and LAST and the starting and ending channel to be punched should 

be -provided. Note that the high speed punch should now be turned on. 

The user now types CTRL/P to punch the data. After the data is punched, 

the punch,is turned off and the user may proceed to analyze the data. 

The first step in the data analysis: is to type the ALTMODE key. 

This causes the Basic Averagerto be stored on the disk, thus freeing 

FIELD 0 for data manipulations. LOGLINE will reply with the message 

CORE SWAPPED after the operation is completed. At this time the baseline 
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should be subtracted from the data. Type CTRL/N to redefinE' FIRST and 

LAST to the channels near the end of the recovery, for example: FIRST=960 

and LAST=990. Now type CTRL/B to compute the baseline from the average 

of the data from FIRST to LAS.T. LOGLINEwill re-plywith the value of the 

baseline. Now type CTRL/A to subtract the baseline. New values of FIRST 

and LAST are requested for the baseline subtraction. (Note: all operations 

on the- data are performed wi th .FIRST and LAST as limits). 

At this time the data may be examined on the display scope by 

typing CTRL/D to di splay the data from FIRST to LAST The logarithm of . 

the data is displayed by CTRL/F .. The di.splay may be expanded or con­

tracted by tYping as manys X's or C's as are required. 

The data. are now analyzed for the time constants. CTRL/N is 

typed and the limits are redefined for the nextcomInand. CTRL/V is 

typed to command LOGLINE to fit the logarithmic data from FIRST to LAST 

with a straight line. At the end of this operation LOGLlNE types the con­

stants of the straight line and types the relaxation time. (A is the 

intercept and B is the slope of the straight line). The theoretical 

curve can be compared with the experimental curve by typing CTRL/L to 

display the theoretical logarithm. If the fit is bad, the limits should 

be changed with CTRL/Nandthe fit performed again with CTRL/V. CTRL/N 

may be used at any time to change limits of fitting or of displaying data . 

If there are additional time constants present in the data, the 

theoretical logarithm should now be stripped from the data by typing CTRL/S. 

The analysis can then proceed with a CTRL/N, CTRL/V combination as before. 

These operations are repeated to extract all the time constants. The 

progress of the fit is checked at all times with the display commands. 
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At the end of the processing the BASIC AVERAGER is reentered by 

ty-ping CTRL/Q. At this point LOGLINE reads the basic averager into field 
" 

o from the disk and then jumps to the basic averager •. Note that if a 

mistake has been made'in analyzing the above data, the data can be restored 

by typing CTRL/Q. to return to the averager and then CTRL/P to.return to 

LOGLINE with the original data. The analysis may then be repeated from 

the beginning. 

To analyze data which has been p:r;-eviously 'Punched, the LOGLINE 

program is first enter.ed from the averager with CTRL/P. The data tape 

is placed in the high speed reader and CTRL/R is typed. LOGLlNE will 

read the data tape. The ana.lysis may now proceed as if LOGLINE had just 

been entered from with averager with data.. 
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CTRL/A 

CTRL/B 

CTRL/D 

CTRL/E 

CTRL/F 

CTRL/H 

CTRL/L 

CTRL/N 

CTRL/P 

CTRL/Q 

CTRL/R 

CTRL/S 

CTRL/T 

CTRL/V 

/-

ALT MODE 

x 

C 

C~'HL/K 
C'J'HL/W 
C'l'RL/U 
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LOGLINE CO~WIDS . _ . 
). 

strip baseline from data between FIRST and ,LAST 

compute ba,seline from between 'FIRST and LAST 

display data from FIRST to LAST 

examine the data in the channel indicated by FIRST LOGLINE will 
type the contents of the (FIRST). channel. The user nOYT has. 3 
options: 

space: after typing a space the user can type a new value for 
the channel. 

line feed:' typing the line feed causes FIRST to be changed to 
FIRST+I and this channel is typed -

return: typing a carriage return terminates the CTRL/E command. 

display the logarithm of the data from FIRST to LAST 

halt .current operation. Only operates during a CTRL/N or during 
a CTRL/P operation. Note that a CTRL/N occurs during aCTRL/A and 
a C'rRL/S operation as part of their function. This command pen,nits 
some mistakes during operation to be corrected: 

display theoretical logarithm from FIRST to LAST. In the special 
case of a CTRL/T command, this command is used to terminate the 
CTRL/T cODl1Jland. 

define new values of FIRST and TJAST. The CTRL/N o.peration may be 
halted by CTRL/H. The values of FIRST.and LAST after CTRL/H are 
uncertain. 

punch data from FIRST to LAST on high speed punch. Must be used 
before theALT MODE c~rumand. 

quit. return from LOGLINE to the basic averager. 

read a previously punched data.tape. Must be used before ALT MODE. 

strip the theoretical logarithm from the data .from FIRST to LAST. 

title. All information typed is echoed and ignored until 
CTRL/L is typed. This command is useful to provide descriptive 
information on the output duringprucessing. 

Fit a straight line to the logarithln of the data from FIRST to 
LAST • 

swap the basic averager from field 0 to the disk; make the data 
positive and convert it from integer format to floating point. 

expand the display by factor of two 

contract the display by factor of two 

These commands are not presently defined. They are provided for 
futUl'C expam:ioll of the progl'tun. 



7560 
7561 
7562 
7563 
1564 
1565 
7566 
7567 

73121121 
612102 
612126 
6046 
6211 
6212 
5767 
12120121 

001215· 7400 
0006 72121121 

001121 121121121121 
0011 00121121 
0012 0121121121 
0013 1211211210 
0014 121000 
0015 121121121121 
0016 1211211210 

0020 
0021 
0022 
0023 
0024 
0025 
0026 
0027 
0030 
0031 
0032 
0033 
0034 
0035 
0036 
0037 

000121 
12112100· 
000121 
001210 
0~00 

00121121 
0000 
0000 
0000 
0166 
2212 
121240 
7766 
0000 
001210 
61213121 
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I LOGLINE 
I 
I NOV. 2S .. 197121 
I 

JAMES J CHANG 

I PROGRAM OVERLAY TO BASIC AVERAGER 
I DEC-LB-U21A-PB 
I 
I USES A WEIGHTED LOGARITHMIC LEAST SQUAkES 
I TO ANALYZE EXPONENTIAL CURVES 
I OVERl..AY5 THE CT~/P COMMAND TO CALI.. 
I THIS ROUTINE 
I PROGRAM RUNS IN FIELD 1 
I ASSUMES 10121121 CHAN. AVERAGE 
I 
I PAT~H FIELD 121 TO ALTER CTRL/P COMMAND 
I 

I 

FIELD 121 
.*756121 
CLA CLL 
10F IMAKE SURE INTERRUPT OFF 
PLS IINITIAL'IZE 
TLS 
CDF 1121 
CIF 1121 IGET TO FIELD 
..1MP I .+1 
12121210 

I FIELD 1 SECTION OF PROGRAM 
I PAGE ZERO CON.STANTS AND POINTEHS 

POINT .. 
POINT1 .. 

POINT4 .. 

SWI TeH .. 
I 

SHFR .. 

TEMP .. 
AHITH1 .. 
ARI TH2 .. 
ARITH4 .. 
DISC .. 
FIRST .. 
LAST .. 
SCI.. .. 
BLK .. 
K24121 .. 
KMI2 .. 
PTl .. 
COUNT .. 
KMDIK .. 

FIELD 1 
.5 
74121121 IFPP INPUT 
721210 IFPP OUTPUT 
.10 
121 IAUTO INDEX 
13 
o 
o 
o 
121 
121 11/0 INDICATOk =1 FOR PUNCH 

.2121 
121 
121 
o 
121 
121 
121 

121 
121 
121 
166 
2212 
24121 
-12 
121 
121 
-175121 

IHIGH DATA PT. STOR. FOR SHIFTS 
ILOW 

IINDICATOR -I IF FIELD 121 ON DISK 

IPOINTEH TO SC'ALE LOCAlION 
ISTART OF DATA-l 
ISPACE 
/-1121 
/POINTER 

/-11211210 



-173-

*62 
0062 0131313 ONE# FLTG 1.0 
0063 3777 
006 14 777.4 
0065 013131 TwO .. FLTG 2.0 
0066 3777 

• 0067 7774 
0070 0007 HUND .. FLTG 1013.0 
0071 3077 
0072 7776 

t" 0013 13000 A# FLTG 0.0 
0',nQ 00130 
0075 0000 
0016 13000 B .. FLTG 13.0 
0077 0000 
0100 0000 
0101 0000 5IGMA# FL1G 0.0 
0102 00013 
0103 0000 
0104 00130 N .. FLTG 0.0 
0105 130130 
0106 0000 
0101 0000 51GI\ .. FLtG 0.0 
0110 0000 
0111 0000 
0112 0000 SIGB .. FLTG 0.0 
0113 00130 
0114 0000 
~115 0000 BASE .. FLIG 0.0 
0116 00130 
0117 00130 
~120 00013 fi .. FLTG 0.0 
13121 0000 

.0122 01300 
0123 0000 X .. FLTG 0.13 
0124 00013 
0125 013013 
0126 0000 Y .. FLTG 0.0 
0.121 0000 
0130 0000 

OCTAL 
c;,131 0400 OUT .. OUTPUT ITYPE OR PUNCH 
0132 0420 CLF .. CRLF 
0i33 0450 NSIN .. NOUT 
0134 0616 SHIFT, SHF'TS 
0135 0600 GET .. GETP IGET DOUBLE PREC. DATA 
13136 0500 MES, MESAGE IPRINT MESSAGE 
0137 0243 iIIHATP .. WHAT IECHO 1 
0140 0213 LISTNP .. LISTEN 
13141 13154 BRP .. BhAN IBRANCH ON AC MATCH 
0142 0117 SPEC .. 117 IDATA-I 
0143 ie13 INITP .. INIT 
13144 10013 ENDT .. ENDTST 
el/~5 0552 DACP .. DAC IGET DATA F'hOM 1'0 TO FAC 

• 13146 1125 THP# TH ICOMPUTE Y~A+B~X 
13147 13.24 DEVP .. DEV ICOMPUtE PAkAMETEh STD. DEV. 
0150 141217 LSP:' LSQOUl 10UTPUlLST. SQ. PAHAMETEkS 
0151 0670 IFIXP .. IFIX IFIX FAC ,. 
0152 0720 NEWCP .. NEWC IGET NEW FlkSl AND LAST 
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13153 13565 STOFtE .. FACD IPUTJi'AC INl'OFe 
ei54 0656 FLOATP .. FLOAT IFLOAT AC INTO FAC 

I 
131.55 1200 CLEARP .. CLEAR ICLEAR LST SQ. 
0156 1216 SUMSP .. SUMS 
0157 1247 CONSP .. CONS ... 
0160 0253 KEYP .. KEY 
13161 0344 DTSTP .. DTST 
0162 1516 LINP .. LINEL 
0163 0324 RORP. RDR 
13164 2123 STP .. srD 
0165 2144 CNVRTP .. CNVRT 
0166 2163 NUMTSP .. NUMTST 
0167 1741 HLTP .. HALT 10PERATION STOP TEST 
0170 0352 WLOGP .. WLOG ICOMPUTE ,WEI'GHT .. RETURN LOG 

I 
I 
I PROGRAM CONTROL AND INITIALIZATION 
I 

*200 
0213.0 73013 CLA CLL IIN1TlALIZE 
0201 6046 tLS 
0202 6026 PLS 
0203 4532 JMS I CLF 
0204 4536 JMS I MES IGET TIME HATE 
0205 2240 TEXT "R 
0206 00013 It 

0207 4405 JMS I 5 
02.10 44137 JMS I 7 
0211 61213 FPUT R 
0212 0000 FEXT 
13213 731313 LISTEN .. CLA CLL 
0214 3016 DCA SWITCH IINSURE TTY OUTPUT 
0215 4253 JMS K~Y IGET COMMAND 
0216 4541 JMS I BRP !SEARCHEXECUTION LIST 
0217 1136 TABLE 
0220 5700 JMP I 0+00 ICTRL V 
0221 57131 JMP I 0+01 ICTRL S 
0222 5702 JMP I 0+02 ICTRL B 
0223 5703 JMP I D+03 !CTRL A 

·0224 5251 JMP N? ICTRL N 
0225 5704 ,JMP .I D+04 !CIRL 0 
.0226 57135 JMPI D+05 !CTRL L 
0227 5706 JMP I D+e6 ICIRL F 
0230 5707 JMP i D+07 IALT. MODE 
0231 5710 JMP I 0+10 !CfFtL P 
0232 5265 jMp Cl+2 IX 
0233 5263 JMP Cl /C 
0234 .5711 JMP I D+ll !CTRL E 
0235 5712 JMP I 0+12 ICTRL Q 

0236 5713 JMP I 0+13 !CTRL R 
0237 5714 JMP I D+14 ICTRL T 
02413 5715 JMP I 0+15 ICTRL K FOR EXPANSION 
0241 5716 Jio1P I D+16 !CTRL W 
0242 5717 JMP I D+17 leTRL U 

! 
13243 7300 WHAT .. CLA CLL !ECHO 1 
0244 1250 TAD WHAT+5 ~ 

0245 4531 JMS lOUT 
0246 4532 JMS I CLF 
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121247 5213 JMP LISTEN 
121250 121277 121277 

/ 
121251 4552 N2 .. JMS I NEWCP /GET NEW FIHST AND LAST 
0252 5213 JMP LISTEN 

/ 
, 0253 121121121121 KEY .. 121 /LISTEN TO KEYBOARD 
0254 73121121 CLA CLL 
0255" 612131 KSF /WAIT 

,j., 0256 5255 JMP • -1 ' 
0257, 612136 KRB 
026,121 4531 JMS lOUT /ECHO 
0261 112122 TAD TEMP 
0262 5653 JMP I KEY 

/ 
0263 724121 Cl .. CLA CMA /CONTRACT 
121264" 741121 SKP 
0265 ' 721211 CLA lAC /EXPA"D 
0266 1671 TAD I .+3 
0267 3671 DCA I .+2 
027~ 5213 JMP LISTEN 
0271 2275 ' VSW 

/ 
I DISPATCH TABLE 
I 

*31210 
12131210 12132121 D .. LINE IFIT TO LOG 
12131211, 1347 STRIP /STRIP LOG FROM DATA 
031212 112152 BASL /COMPUTE BASELINE 
121303' 111215 BSUB /SUBTRACT BASELINE 
031214',. 2235 DATDIS /DI SPLAY DATA 
03,05 2222 THDIS .IDISPLAY TH. LOG 
12131216 221211 LOGDIS /DISPLAY LOG OF DATA 
031217 2121121121 SWAP /SWAP FIELD 121 ONTO DISK 
031121 16121121 PNCH IPUNCH OUT DATA 
0311 1551 EXAM ILOOK AT DATA< FIRST> 
0312 212142 RESTOR IRESTORE FIELD 121 
0313 1650 INPT /CTRL R READ DATA 
121314 121336 TTL iCTRL T GET HEADER(TITLE) INFO 
121315 121243 WHAT ICTRL K FOR FUTURE EXPANSION 
121316 121243 WHAT .ICTRL W 
0317 121243 WHAT .IUSER PROG. NOT YET DEFINED 

.I 
12132121 456,1 LINE .. JMS I DTST? .ITEST FOR DATA 
0321 4562 JMS I LINP IFIT THE LINE 
121322 455121 JMS i LSP IPRINTCONSTAN rs 
0323 554121 JMP I LISTNP 

.I 
.I ROUTINE TO READ PREVIOUSLY PUNCHED DATA 
/ USES HIGH SPEED READER 
.I LOC • IS .. CHAR TEMPORARY CHARACTER BUFFER 
I 

0324 121121121121 RDR .. 121 . 121325 73121121 CLA CLL 
'", 0326 612114 RFC 

121327 612111 RSF 
12133121 5327 JMP .-1 
121331 612112 RRB 
121332 312115 DCA 15 
121333 112115 TAD 15 
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121334 5124 JMP I RDR 

121335 
121336 
121331 
121340 
0341 
121342 
121343 

0344 
121345 
121346 
121347 
1213.5121 
121351 

121352 
0353 
121354 
0355 
0356 
121357 
036121 
0361 
121362 
121363 

04121121 
041211 
041212 
041213 
041214 
041215 
041216 
041217 
041(11 
0411 
0412 
0413 
0414 

7564 
456121 
1335 
764121 
5336 
4532 
554121 

121121121121 
13121121 
112126 
765121 
5531 
5744 

/ 

/ CTRL T 
/ ACCEPT AND ECHO ALL INCOMING INFOHMATION 
/ THIS IS FOR TITLING PURPOSES 
/ ALL INFORMATION TYPED IS IGNORED I BUT IS TYPED 
/ UNTIL A cnu .. L IS RECEIVED. 
/ THIS PERMITS DOCUMENTATION OF THE PROGRESS 
/ OF EXPERIMENT ANALYSIS .• 
/ 

-214 /CTRL L 
TILl JMS I KEYP /GET INFO 

TAD TTL-I /CHECK FOR STOP SIGNAL 
SZA CLA 
JMP TTL /NO 
~MS I CLF /YES 
JMP I LISTNP 

/ 
/ SUBROUTINE TO CHECK IF DATA IS PRESENT 
/ DISC-I2I IF DATA NOT PHESENT 
/ =1 IF DATA PRESENT 
/ RETURN IF DATA PRESENT; 1IF NOT 
/ 
DTST,. 

/ 

121 /CHECKFOR DATA 
CLA CLL 
TAD DISC 
SNA CLA 
JMP I WHATP 
JMP I DTST 

/ SUBROUTIN.E TO GET PO.INTl COMPUTE LEAST SQUARES WEI GHT 
/ AND RETURN WITH LOG IN FAC 
/ WEIGHT Yt2 IS STORED IN SIGA TEMPORARILY 
I 

121121121121 WLOG .. 
45-45 

121 
JMS I DACP 
JMS I 7 
FPUT TEMP 
SQUARE 
FPUT SIGA 
FaET TEMP 
LOG 

/GET A POINT 
441211 
612122 
1211211211 
611217 
512122 
1211211217 
121121121121 
5752 

121121121121 
312122 
112116 
764121 
5212 
112122 
612141 
521216 
612146 
5216 
112122 
612121 
5213 

FEXT 
JMP I WLOG 

/ 
/ OUTPUT SECTION 

*4121121 

/COMPUTE WEIGHT yt2 
/SIGA IS WEIGHT DURING SUM COMP. 

OUTPUT .. 121 /SWITCHDf2j TYPE 
DCA TEMP / .NE.0 
TAD SWITCH 
SZA CLA 
JMP PUNCH 
TAD TEMP 
TSF 
JMP .-1 
TLS 
JMP PUNCH+4 

PUNCH, TAD TEMP 
PSF 
JMP .-1 

PUNCH 

,.. 
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0415 6026 PLS 
04.16 7200 CLA 
0417 5600 .JMP I. OUTPUT 

I 
0420 0000 CRLF, 0 

.>. 0421 1226 TAD K215 
0422 4200 .JMS OUTPUT 
0423 1227 TAD K212 

, .. 0424 4200 ..1MS OUTPUT 
0425 5620 .JMP 1 CRLF 
0426 0215 K215, 215 
0421 0212 K212, 212 

I 
I RADIX DEFLATION TO GET DIGIT 
I # IN ARITH41 DEFLATION NO. IN AC 
I DIGI T RE'CURNED IN AC 
I 

0430 0000 GDIGI T, 0 
0431 3023 DCA ARITH1 
0432 3022 DCA TEMP IHOLDS FINAL DIGIT 
0433 1025 TAD AkITH4 
0434 3025 GLOOP, DCA ARITH4 
0435 1025 TAD ARITH4 
0436 1023 TAD ARITH1 ISUBTRACT DEFLATION 
0437 2022 ISZ; TEMP /COUNT SUBTRACTIONS 
0440 7500 SMA 
0441 5234 ..1MP GLOOP 
01142 7200 CLA 
0443 1247 TAD K257 101 G IT IS TEi"iP-1 
0444 1022 TAD TEMP 
0445 4531 JMS lOUT 
0446 5630 ..1MP I GDIGn 
.0447 0257 K257, 257 

I 
0450 0000 !\JOUT. 0 /CHECK StGN 
0451 3025 DCA ARITH4 IFOt< CONVERSION 
0452 1025 TAD ARITH4 
0453 7710 SPA CLA IPOS? . 
0454 1276 TAD K15 INO 
0455 1033 TAD K240 IPRINT MINUS OR BLANK 
0456 4531 JMS I OUT 
0457 H'l25 TAD ARITH4 
0460 7510 SPA 
0461 7041 CIA IMAKE POS. 
0462 3025. PCA ARITH4 ISAVE NO. FOP. CONVERSION 
0463 1037 TAD KMD1K 
0464 4230 .JMS GDIGlT 
0465 1277 TAD KMD100 
0466 4230 .JMS GDIGn 
0467 1034 TAD KM12 
0470 4230 .JMS GDIGIT 
0471 7240 CLA CMA /-1 
0472 4230 .JMS GDIGIT .. 0473 1033 TADK240 /SPACE AFTER NO. 
0474 4531 JMS lOUT 
0475 5650 JMP I NOUT 

I 
I 

0476 0015 K15, 015 
0477 7634 KMD100, -144 



050f' 0000 
0501 7240 
0502 1300 
0503 3010 
0504 1410 
0505 3250 
0506 ' 1250 
0507 7012 
0510 7012 
0511 70,12 
0512, 4316 
0513, 1250 
0514 4316 
0515 5,304 
0516 0000 
0517 0344 
0520 7450 
0521 5410 
0522 1345 
0523 7500 
0524 5327 
0525 1346 
0526 5342 
0527 1347 
0530 7440 
0531 5334 
0532 1227 
0533 5342 
0534 1350 
0535 7440 
0536 5341 
0537 1226 
0540 5342 
0541 ' 1351 
0542 4200 
0543 5716 

0544 0077 
0545 7740 
0546 0340 
0547 7775 
0550 7776 
0551 0245 

0552 ~000 

0553 7200 
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I 

I MODIFIED VERSION 0' 
IDIGITAL 8-18-U 
IMESSAGE TYPE-OUT , 
ICALL WITH AJMS, MESAGE 
IWITH DATA FOLLOWING 
IRETURN FOLL.OWING END OF MESSAGE 
ICODE(00) 
I USES NOUT FOR TEMPORARY STORAGE 
I CANNOT BE PRINTING NO. AT SAME TIME 
IPRINTING MESSAGE 
I 
MESAGE, 

TYPECH, 

o 
CLA 
TAD 
DCA 
TAD 
DCA 
TAD 
RTR 
RTR 
RTR 

, JMS 
TAD 
JMS 
JMP 
o 

CMA 
MESAGE 
l'll 
I 10 
NOUT 
NOUT 

TYPECH 
NOUT 
TYPECH 
MESAGE+4 

AND MASK77 
SNA 
JMP I 10 
TAD M40 
SMA 
JMP 
TAD 
JMP 
TAD 
SZA 
JMP 
TAD 
JMP 
TAD 
SZA 

.+3 
C34'll 
MTP 
M3 

.+3 
K212 
MT? 
M2 

'JMP .+3 
TAD K215 
JMP MTP, 
TAD C245 

MTP, JMSOUTPUT 
JMP I TYPECH 

ICONSTANTS 
MASK77, 77 
M40, -40 
C340, 340 
M3, -3 
M2, -2 
C245, 24!:> 
I 

ITYPE 

./ GET FIELD U DATA INTO FAC 
I 
DAe, " CLA 

ISET C(AC)c-1 
IADD LOCATION 
IAUTO-INDEX REGISTER 
IFETCHFlRST WORD 

ISAVE IT 

IROTATE 6 BItS RIGHT 

ITYPE IT 
IGET DATA AGAIN 

ITY?E RIGHT HALF 
ICONTINUE 
ITYPE CHARACTER IN C(AC)6-11 

lIS IT END OF MESSAGE? 
IYES: EXIT 
iSUBTHACT 40 
1<40? 
INO 
IYESI ADD 300 
ITO CODES <40 
ISUBTHACT 3 
/IS IT ZERO? 
/1'010 
IYES: CODE 43 IS 
ILINE-FEED (212) 
iSUBTKACT2 
I IS IT ZERO? 
INO 
IYES: CODE 45 IS 
ICARHIAGE-RETURN (215) 
IADD 200 TO OTHEHS >40 

MESSAGE 



I 

0554 
0555 
0556 
0557 
1356121 
0561 
0562 
121563 
0564 

13565 
0566 
0~6.7 
0570 
13571 
0572 
13573 
0574 
121575 
121576 
121577 

06013 
0601 
'*'02 
061213 
06134 
061215 
0606 
0607 
0610 
0611 
0612 
0613 
0614 

.0615 

0616 
0617 
0620 
0621 
0622 

62131 
1412 
3044 
1412 
3045 
1412 
312146 
6211 
5752 

12100,121 
720121 
621211 
1044 
3414 
11345 
3414 
104.6 
3414 
6211 
5765 

121000 
72121121 
621211 
1411 
312121 
1411 
302121 
6211 
7344 
112113 
7041 
4534 
112121 
561210 

000121 
71121121 
7450 
5616 
751313 

/ 
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CDF 121 
TAD I 12 
DCA 44 
TAD I. 12 
DCA 45 
TAD I 12 
DCA 46 
CDF Ie 
JMP I DAC 

112 IS PRESET POINTER 

/I IS INFAC 

I PUT FAC INTO FIELD 121 DATA BLOCK 
/ 

I 
I 
I PAGE 3 
I 

o 
CLA 
CDF 0 
TAD 44 
DCA I 14 
TAD 45 
DCA I 14 
TAD 46 
DCA I 14 
COF Ie 
JMP I FACD 

*61210 

114 IS. PRESET POINTER 

I SUBSECTION TO GET A DOUBLE PhEC. DATA PT. 
/ ASSUMES POINTI PRESET TO ARRAY 
/ LEAVES POIN'fl SET TO NEXT POINT 
I 

121 
CLA 
COF 121 I~OINTS IN FIELD 121 
TAD I POIN'fl IliEVEHSE LO AND HIGH OliDEH. 
DCA SHFrl+l 
TAD I POINTI 
DCA SHFH 
CDF 10 
CLA CLL CMA RAL 
TAD POINT4 /GET 

IMINUS TWO 
SCALE FACTOi< 

/ 

CMA lAC 
JMS I. SHIFT 
TAD SHFR+l 
JMP I GET? 

ISET FOR RIGHT 
/SCALE POINT 
IRETUHN WITH POINT 
lIN AC 

/SHIFTING SUBROUTINE SEE DEC LISTINGS 
/ OF BASIC AVERAGER 
IDOUB. PREC. SHIFT OF HIGH AND LOW 
/CALL TAD K~XX N*G~ FOR RIGHT SHIFT 
/ SHFT 
/ RETUFU'J 
/ SHFH, SHFR+l FOR SHIFT WORDS 
I 

121 
CLL 
SNA /DONE IF COUNTc 0 
JMP I SHFTS 
SMA IRIGHT OR LEFT 

:"14 

SHIFT 
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~23 1061 CML CMA lAC .ILEFT 
0624 3255 DCA SHCNT 
~25 1430 SZ:L .IRIGHT? 
0626 5243 ..lMP SHLEFT .INO 
~21 1020 SHRIT .. TAD SHFR 
0630 7510 SPA .ISET L:01 IF NEG 
0631 71320 CML 
0632 1010 RAR 
0633 3020 DCA SHFR 
0634 1021 TAD SHFR+l ' .. ' 

, 0635 1010 RAR 
0636 3021 DCA SHFR+l 
0637 7100 CLL 
0640 2255 ISZ SHCNT 
0641 5227 ..lMP SHRIT 
0642 5616 .lMP I SHFTS 
0643 1021 SHLEFT .. TAD SHFR+1 
0644 7104 CLL RAL 
0645 3021 DCA SHFR+1 
0646 1020 TAD SHFR 
0647 7004 HAL 
0650 3020 DCA SHFR 
0651 7100 CLL 
9652 2255 ISZ: SHCNT 
0653 5243 JMP SHLEFT 
0654 5616 JMP I SHHS 
1ii655 0000 SHCNT .. 0 /TEMP TO HOLD SHIFT COUNT 

.I 

.I 

.I FLOAT THE # IN THE AC INTO FAC 
I 

0656 0000 FLOAT .. 0 / 0<1<2047 
0657 3045 DCA 45 
1/1660 3046 DCA 46 
0661 12()7 TAD C13 
0662 3044 DCA 44 
1/1663 4407 JMS I 7 
~64 7000 ' FNOR 
~65 0000 FEXT 
1/1666 5656 .lMP I FLOAT 
111667 00,13 C13 .. 0013 

.I 
.I 
.I FIX NO. IN FAC 

0670 0000 IFIX .. 0 
~71 7200 CLA 
111672 1044 TAD 44 .IGET EXP 
0673 7540 SZA SMA .ICHECK FOR <1 
0674 5277 .lMP .,+3 
0675 7200 CLA .IYES: MAKE ZERO 
0676 5316 JMP IFIX2+1 
0677 1317 TAD M13 .INa 
0700 7450 SNA 
0701 5670 JMP I IFI,X 
0702 7500 SMA .ICHECK IF TOO LARGE 
0703 5670 ..lMP I IFIX IYES: IGNORE IT 
0704 3044 DCA 44 
0705 7100 IFIX1 .. CLL " .. 
0706 1045 TAD 45 .I6ET MANTI SSA 
0707 7510 SPA /CHECK FOR <0 
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0710 7020 CML I'YES 
0711 7010 RAR 
0712 3045 DCA 45 
0713 2044 ISZ 44 
0714 5305 JMP IFIXI 
0115 1045 I FI X2 .. TAD 45 I'ANS.WER IN AC 

";-"'. 0716 5670 JMP I IFlX 
.0711 7765 M13 .. -13 /-11 

/ 

.~ / SUBROUTINE TO GET NEW VALUES FOR 
/ FIRST AND LAST' 
/ 

0720 0000 NEWC .. 0 
0721 7300 CLA CLL. 
0722 4532 JMS I CLF I'SPACE 
0723 4536 . JMS I MES I'ASK FOR FIRST 
0724 0611 TEXT "FI 
0725 2223 RS 
0726 2440 T 
0727 4000 " 
0730 1027 TAD FIRST 
0731 4533 JMS I NSIN "PRINT OLD FIRST 
0732 4405 JMS I 5 I'GET NEW FI RST 
0733 1057 TAD 57 I'CHECK TERMINATOR FOf! PANIC STOP 
0734 4567 JMS I HLTP 
0735 4551 JMS I IFIXP 
0736 3027 DCA FIRST 
0737 4536 JMS I MES I'ASK FOR LAST 
0740 1401 TEXT "LA 
07.41 2324 ST 
0742 4040 
0743 4000 
0744 1030 TAD L.AST 
.0745 4533 JMS I NSIN 
0746 4405 JMS I 5 I'GET NEW LAST 
0747 105.7 TAD 57 I'CHECK TERMINATOR FOn PANIC STOP 
0750 45,67 JMS I HLTP 
0751 4551 JMS I IFIXP 
0752 .3030 DCA LAST 
0753 5720 JMP I NEWC 

I 
/ SUBROUTINE TO BR~~CH ON MATCH OF AC WITH TABLE 
/ CALL BRAN 
/ TABLE 
/ ... JMPENTRY 
/ TABLE ENDS WITH NEG ENTRY 
/ 

0754 0000 BRAN .. 0 
0755 .3023 DCA ARITHI I'SAVE CODE 
0756 1754 TAD I BRAN I'GET FIRST TABLE ENTRY 
0757 3024 DCA ARITH2 I'SAVE TABLE ADDRESS 
0760 1424 BRLOOP~ TAD I AHITH2 I'GET ENTRY 
0761 7500 SMA I'CHECK FOR NEG. 
0762 7041 CMA lAC 

~ 9763 2354 ISZ BRAN I'INDEX RETUF~ ADDRESS 
0764 1023 TAD ARI THI I'CHECK FOR MATCH 
0765 7650 SNA CLA 
1$166 5754 JMP I BRAN I'YES 
0767 1424 TAD I ARITH2 I'NO-TEST FOR END 
0770 2024 ISZ ARITH2 /INDEX ENTRY POINTEJi 



0771 7700 
0772 5360 
0773 2354 
0774 5754 

1000 
10,01 
1002 
10"3 
1004 
1005 
1006 
1007 
lIiU0 
1011 
1012 

1013 
1014 
1015 
1016 
1017 
1020 
1021 
1022 
1023 
1024 
1025 
1026 
1027 
1030 
1031 
1032 
1"33 
1034 

'1035 
1036 
1037 
1040 
1041 
1042' 
1043 
1044 
1045 
1046 
1047 
1850 

0000 
7200 
4407 
5123 
1120 
6123 
000.0 
2036 
5600 
2200 
5600 

0000 
7300 
1027 
7041 
1030 
7001 
3022 
1022 
7041 
3036 
1022 

, 4554 
4407 
6104 
0000 
7300 
1027 
4554 
4407 
3120 
6123 
0000 
7300 
1027 
7004 
1027 
1142 
3012 
1012 
3014 

-182-

I 
I, 
PAUSE 
I 

SMA CLA 
JMP BRLOOP 
ISZ.' BRAN 
JMP I BRAN 

I PAGE 4 
*1000 

I 

INOT LAST-CONTINUE 
IFELL THROUGH TABLE 
IRETURN TO' DEF'AUL t 

I ROUTINE TO CHECK FOR END OF PROCESSING 
I A SECTION FROM FIRST TO LAST 
I 

ENDTST~ " 

I 

CLA 
JMS I 7 
FGET X 
FADD R 
FPUT X 
FEXT 
ISZ COUNT 
JMPi ,ENDTST 
ISZ ENDTST 
JMP I ENDTST 

IALSO INCREMENT X FOR NEXT POSITION 

IRETURN TO CALL+2 IF DONE 
I CALL+1 TO CONTINUE 

I ROUTINE TO INITIALIZE PROCESSING OF SECTION 
I SET N~ COUNT .. FIRST X .. POINTER 12~ 14 TO DATA 
I N=LAST-FIRST+l 
I 
INIT .. o 

CLA CLL 
TAD, FIRST 
CIA 
TAD LAST 
lAC 
DCA TEMP 
TAD TEMP 
CIA 
DCA COUNT 
TAD TEMP 
JMS I FLOATP 
'JMS I 7 
FPUT N 
FEXT 
CLA eLL 
TAD FIRST 
JMS I FLOATP 
JMS I 7 
FMPY R 
FPUT X 
FEXT 
CLA CLL 
TAD FIRST 
RAL 
TAD 
TAD 
DCA 
TAD 
DCA 

FIRST 
SPEC 
12 
1,2 
14 

ICOMPUTE -N FOR COUNT 

ISET COUNTER 

ISET UP N 

ISET FIRST X 

ISET UP POINTERS 
IREQUIRE 3 LOC. PER POINT 

ILOC-1 OF DATA 
112= DATA TO FAC POINTER 

114=FAC TO DATA POINTER 
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1"51 5613 JMP I INIT 
1 
1 SUBROUTINE TO COMPUTE BASELINE BETWEEN 
1 FIRST AND LAST 
1 

1"52 4543 BASL. JMS I INITP I'INITIALIZE 
1"53 3115 DCA BASE ICLEARBASE 

,-,. 1"54 3116 DCA BASE+l 
1"55 3117 DCA BASE+2 
1"56 4545 Bl, JMS I DACP IGET A POINT 
1"57 4407 JMS 17 .' 1"613 1115 FADD BASE 
1061 . 6115 FPUT BASE 
1062 0000 FEXT 
1063 4544 JMS I. ENDT I'CHECK FOR DONE 
lra64 5256 JMP Bl 
1"65 44"7 JMS I 7 
1066 5115 FGET BASE 
1067 4104 FDIV N I'COMPUTE AVERAGE 

1"7 " 611.5 FPUT BASE 
1"71 0000 FEXT 

. 1072 4532' JMS I CLF 
1073 45.36 JMS I MES I'PRINTBASELINE 
1074 0201 TEXT "BA 
1075 2305 SE 
1076 1411 LI. 
1077 1605 NE 
1100 4075 = 
1101 4040 
11"2 00"0 .. 
11"3 44"6 JMS I 6 
1104 5540 JMP I LISTNP 

/ 
/ SUBSECTION TO SUBTRACT BASELINE BETWEEN 
1 FIRST AND LAST 
1 

1105 4561 BSUB. JMS I DTSTP /MAKE SUHE DATA PRESENT 
11"6 4552 JMS I NEWCP I'GET FIRST AND LAST 
1107 4543 JMS I INITP /INITIALIZE 
1110 4545 JMS I DACP IGETPOINT 
1111 4407 JMS I 7 
1.112 2115 FSUB BASE 
1113 0000 FEXT 
1114 4553 JMS I STORE /STORE CORRECTED POINT 
1115 4544 JMS I ENDT 
1116 5310 JMP .-6 
1117 4536 JMS I MES 
1120 5502 TEXT "-8 
1121 0123 AS 
1122 0545 E% 
1123 4300 ,n 
1124 5540 JMPI.LISTNP 

/ 
I SUBSECTION TO COMPUTE THEORETICAL Y-A+B+X 
I X IS ALREADY SET 
/ ,. 

1125 000" TH. 0 
. '1126 73"0 CLACLL 

1127 4407 JMS I 7 
.. 1130 5076 FGET B 
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1131 3123 FMPY X 
1132 1073 ·FADD A 
1133 6126 FPUT Y 
1134 0000 FEXT 
1135 5725 JMP I TH 

I c" 
I TABLE OF COMMAND CODES FOR BRAN ROUTINE 
I DISPATCH JUMPS IN PAGE 1 
I 

1136. 0226 TABLE. 226 ICTRL V FIT LOG \a, 

1137 0223 223 ICTRL S STRIP LOG 
1140 0202 202 ICTRL B COMPUTE BASELINE 
1141 0201 201 ICIRL A STRIP BASELINE 
1142 0216 216 ICIRL N GET NEW FIRST AND LAST 
1143 0204 204 ICTRL D DISPLAY DATA 
1144 0214 214 ICTRL L DISPLAY TH. LOG 
1145 0206 206 ICTRL F DISPLAY LOG DATA 
1146 0375 375. IALT. MODE SWAP CORE 
1147 0220 220 ICTRL P PUNCH DATA 
1150 0330 330 IX EXPAND 01 SPLAY 
1151 0303 303 IC CONTRACT DISPLAY 
1152 0205 205 ICTRL E EX:AMINE DATA·( FI RST·) 
1153 0221 221 ICTRL Q QUIT RETURN TO AVERAGER 
1154 0222 222 ICTRL R READ DATA 
1155 0224 224 ICTRL T TITLE INF'O 
1156 0213 213 ICTRL K EXPANSION COMMANDS 

, 1157 0227 227 ICTRL Ii 
1160 7553 -225 ICTRL U USER ROUTINE 

I 
I TABLE FOR CONTROL OF CTRL E OPERATIONS 
I 

1161 0240 CTAB. 240 ISPACE CHANGE 
1162 0212 212 ILF OPEN NEXT 
1163 7563 -215 ICR CLOSE AND EXIT 

I 
I TABLE FOR CONTROL OF TAPE READING OPEHAHONS 
I IDENTIFIES INPUT CHARACTERS FOR PROCESSING 
I 

1164 0000 NTAB. 0 I BLANK TAPE 
1165 0255 255 1-
1166 0253 253 .1+ 
1167 ·7540 -240 ISPACE 

I 
EXP .. 6 
LOG"7 
SQROOT=2 
SQUARE-0001 
I 
I SUBROUTINES FOR PROCESSING LEAST SQUARES 
I 

*1200 
1200 0000 CLEAR. 0 ICLEAR SUMS 
1201 7300 CLA CLL 
1202 3044 DCA 44 ICLEAR FLOAT AC 
1203 . 3045 DCA 45 ' .. 
1204 3046 DCA 46 
1205 4407 JMS I 7 
1206 6101 FPUT SIGMA .-
1207 6302 FPUT SUMX2 
1210 ' 6310 FPUT SUMXY 



1211 
1212 ' 
1213 
1214 ' 
1215 
1216 
1211 
1220 
1221 
1222 
1223 
1224 
1225 
1226 
1221 
1230 
1231 
1232 
1233 
1234 ' 
1235 
1236 
1231 
1240 
1241 
1242 
1243 
1244 
1245 
1246 
1241 
1250 
1251 
1252 
1253 
1254 
1255 
1256 
1257 
1260 
1261 
1262 
1263 
1264 
1265 
1266 
1267 
1270 
1271 
1272 
1273 
1274 
1275 
1276 
1277 
1,300 
1301 
1302 
1303 
1304 

6305 
6313 
6316 
0000 
5600 
01300 
4401 
5123 
3101, 
1305 
6305 
5123" 
0001 
3i07 
1302 
6302 
5123 
3126 
3107 
1310 
6310 
5126 
3107 
1313 
6313 
5101 
1316 
6316 
0000 
5616 
0000 
4401" 
5305 
0001 
6321 
5302' 
3316 
2321 
6321 
5310 
3305 
6073 
5313 
3302 
2073 
4321 
6073 
5313 
3305 
6016 
,5310 
3316 
2076, 
4321 
6076 
0000 
5647 
0000 
0000 
0000 

SUMS .. 

CONS .. 

SUMX2 .. 
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FPUT SUMX 
FPUT SUMY 
FPUT SUMY2 
FEXT 
JMP i CLEAR 
o /COMPUTE SUMS 
JMS I 7 
FGET X / s'liMX=SUMX+)( 
FMPY SIGA /SUMX';'SUM w*x 
FADD SUMX 
FPUT SUMX . 
FGET X/ SUMX2=SUMX2+X*X 
SQUARE 
FMPY SIGA /SUMX2=SUM W*Xt2 
FADD SUMX2 
FPUT SUMX2 
FGET X / SUMXY=SUMXY+X*Y 
FMPY Y 
FMPY SIGA /SUMXY=SUM iIi*X*Y 
FADD SUMXY 
FPUT SUMXY 
FGET Y / SUMY=SUMY+Y 
FMPY SIGA ISUMY= SUM W*y 
FADD SUMY 
FPUT SUMY 
FGET SIGA /SUMY2=SUM W=SUM SIGA=SUMY2+Y*Y 
FAD)) SUMY2 
FPUT SUMY2 
FEX'r 
JMP I SUMS 
o /COMPUTE LST SQUARES CONSTANTS 
JMS I 7 
FGET SUMX I DELTA=N*SUMX2-SUMX**2 
SQUARE 
FPUT DELTA 
FGET SUMX2 
FMPY SUMY2 ISUMY2~N WITH WEIGHT 
FSUB DELTA 
FPUT DELTA 
FGET SUMXY / A=CSUMX2*SUMY-SUMX*SUMXY)/DELTA 
FMPY SUMX 
FPUT A 
FGET SUMY 
FMPY SUMX2 
FSUB A 
FDIV DELTA 
FPUT A 
FGET SUMY / B=CN*SUMXY-SUMX*SUMY)/DELTA 
FMPY SUMX 
FPUT B 
FGET SUMXY 
FMPY SUMY2 
FSUB B 
FDIV DELTA 
FPUT B 
FEXT / FINALLY DONE 
JMP I CONS 
FLTG0.0 
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1367 4536 JMS I MES 
1370 0530 TEXT "EX 
1371 2040 P 
1372 2325 SU 
1373 0224 BT 
1374 2245 RZ 
1375 431313 

,,, 
1376 5540 JMP I LISTNP 

/ 
OCTAL 

~, 

*14130 
/ PAGE 5 
/ 

141313 1313130 0 /ENTRY TO PRINT "DEV." 
1401 4536 JMS 1 MES 
14132 40413 TEXT " 
1403 13405 DE 
14134 2656 V. 
14135 40130 " 
14136 561313 JMP I 1400 

/ 
1407 130130 LSQOUT. 13 /PRiNT LST. SQUARES PARAMETEHS 
1410 7200 CLA 
1411 4532 JMS 1 eLF 
i412 3055 DCA 55 /HEMOVE CRLF 
1413 4536 JMS IMES 
1414 0175 TEXT "A .. 
1415 4000 II 

1416 4407 JMS 1 7 
1417 51373 FGET A 
14213 0000 FEXT 
1421 4406 JMS 1 6 
1422 4200 JMS 1400 
1423 4407 JMS 17 
1424 5107 FGET SIGA 
1425 0002 SQROOT 
1426 0000 FEXT 
1427 44136 JMS 1 6 
1430 4532 JMS 1 CLF 
1431 4536 JMS I MES 
1432 0275 TEXT "B= 
1433 413013 " 
1434 4407 JMS I 7 
1435 5076 FGET B 
1436 001313 FEXT 
1437 44136. JMS I 6 
14413 4200 JMS 14130 
1441 44137 JMS I '1 
1442 5112 FGET SIGB 
1443 0002 SQROOT 
1444 13000 FEXT 
1445 4406 JMS I 6 
1446 4532 JMS I eLF 
1447 4536 JMS I MES 

.' 14513 2417 TEXT "TO 
1451 24131 TA 
1452 14413 L 
1453 2.601 VA 

<- 1454 2211 RI 
11&55 0116 AN 



1456 
1457 
1460 
146i 
1462 
1463 
1464 
1465 
1466 
1467 
1470 
1471 
147.2 
1473 
1474 
1475 
1476 
1477 
1501.3 
1501 
1502 

'1503 
1504. 
1505 
1506 
1507 
1510 
1511 
1512 
1513 
1514 
1515 

1516 
1517 
1520 
1521 
1522 
1523 
1524 
1525 
1526 
1527 
1530 
1531 
1532 
1533 . 
1534 
1535 
1536 
1537 
1540 
1541 

. 1542 
1543 

0305 
4075 
4000 
4407 
5101 
0000 
4406 
4532 
4532 
4536 
2461 
4015 
4000 
4407 
5062 
4076 
0000 
4406 
7240 
3055) 
4200 
4407 
5076 
0001 
6022 
5112 
0002 
4022 
0000 
4406 
4532 
5607 

0000 
4543 
4555 
4570 
4407 
6126 
0000 
4556 
4544 
5321 
4557 
4543 
4546 
4570 
4407 
2126 
0001 
3107 
1101 
6101 
0000 
4544 

CE .. .. 

= 
, .. 

I 
I 
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JMS I 1 
FGET SIGMA 
FEXT 
JMS I 6 
JMS I CLF 
JMS I CLF 
JMS I MES 
TEXT "T1 

JMS I 1 
FGET ONE 
FDIV B 
FEXT 
JMS I 6 
CLA CMA 
DCA 55 IHESTOHE CRLF 
JMS 1400 
JMS I 7 IGET DEV. FOR T1 
FGET B 
SQUARE 
FPUT TEMP 
FGET SIGB 
SQROOT ISlGCTl)=SIGB/Bf2 
FDIV TEMP 
FEXT 
JMS I (, 
JMS I CLF 
JMPI LSQOUT 

/ LEAST SQUARES SUBROUTINE 
I ORGANIZES 1'1 T 
/ DOES FIT TO LOGARITHM 
/ 
LINEL, o IENTRY 

JMS I INI TP 
JMS I CLEARP 
JMS I WLOGP 
JMS I 7 

.' FPUT Y 

FEXT 
JMS I SUMSP 
JMS I ENDT 
JMP LINEL+3 
JMS.I CONSP 
JMS I lNI TP 
JMS I THP 
JMS 1 WLOGP 
JMS I 7 
FSUB Y 
SQUARE 
FMPY SIGA 
FADD SIGMA 
FPUT SIGMA 
FEXT 
JMSI ENDT 

FOR LOG LST. SQUARES 
IlNITIALIZE POINTERS 
ICLEAR SliMS 
IGET LOG AND WElG~T 

ICOMPUTE LST. SQ. SUMS 
IMOVE AND CHECK FOR DONE 
ICONTINUE 
ICOMPUTE CONSTANTS 
IRES TART TO GET SIGMA 
ICOMPUTE THEORY 
IGET LOG AND WEIGHT 

IMULTIPLY BY WEIGHT 
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1544 5332 JMP LST 
1545 4547 JMS I DEVP ICOMPUTE DEVIATIONS 
1546 5716 JMP I LiNEL 

I 
I SUBSECTION TO HANDLE CTRL E EXAMINE LOCA1'lON 
I PRINTS FIRST AND DATACFIRST> 
I RESPONDING WITH SPACE GIVES OPTION OF CHANGING 
I THE DATA POINT; CR TO CLOSE;LINE FEED TO 
I OPEN NEXT PO IN.T, 

~, I 
1547 2027 LFN .. ISZ FIRST IMOVE TO NEXT POINT 
1550 453,2 JMS I CLF 
1551 7300 EXAM .. CLA CLL 
1552 1027 TAD FIRST 
1553 4533 JMS I NSIN . IPRINT FIRST 
1554 4543 JMS I INITP ISEI POINTER 
1555 4545 JMS I CACP' IGET NO. 
1556 3055 DCA 55 ICLEAR CRLF 
155.7 4406 JMS I 6 IPRINT NO. 
1560 7240 CLA CMA 
156i 3055 DCA 55 IRESTORE CRLF 
1562 4560 JMS I KEYP IASK FOR COMMA'JD 
1563 4541 JMS I BRP IIDENTIFY COMMAND 
1564 1161 CTAB 
1565 5371 JMP K ICHANGE DATA 
1566 5347 JMP LFN 10PEN NEXT 
1567 4532 JMS I CLF 
1570 5540 JMP I LISTNP IFELL THROUGH TABLE 
1571 4561 K .. JMS I DTSTP ICHECK FOR DATA PRESENT 
1572 4543 JMS I INITP 
1573 4405 JMS I 5 IINPUT NO. 
1574 45.53 JMS I STORE ISTORE IT 
1575 1057 TAD 57 IGET TERMINATOR 
1576 5363 JMP K-6 IIDF~TIFY COMMAND 

I 
*1600 

I PAGE 6 
ISUBSECTION TO PUNCH DATA 
I 

1600 7300 PNCH .. CLA CLL 
1601 4532 JMS I CLF 
1602 1026 TAD DISC ICHECK FOR AVERAGER 
1603 7640 SZA CLA 
1604 5537 JMP I WHATP IAVEHAGEriNOT THERE 
1605 1032 TAD BLK ISET POINTER TO AVER. BLOCK 
1606 3011 DCA POINT 1 
1607 1030 TAD LAST 
1610 4533 JMSI NSIN IPRINT UPPER LIMIT 
1611 1030 TAD LAST 
1612 7040 CMA 
1613 3036 DCA COUNT 
1614 6201 CDF (/I 

1615 1431 TAD I SCL IGET SCALE 
1616 3013 DCA POINT4 

.' '"I 1617 1411 TAD 1 POINTl 
1620 6211 CDF 10 
1621 4533 JMS I NSIN IPRINTNO. OF SWEEPS 

,-,,: 1622 4532 JMS I CLF 
1623 20.16 ISZ SWITCH ISET FOR PUNCH 
1624 1034 LOOP .. TAD KM12 ISET POSITION COUNTER 



1625 
1626 
1627 
1630 
1631 
1632 
1633 
1634 
1635 
1636 
1637 
1640 . 
1641 
1642 

1650 
1651 
1652 
1653 
1654 
1655 
1656 
1657 

1660 
1661 
i662 
1663 
1664 
1665 
1666 
1667 
1670 
1671 
1672 
1673 
1674 
1675 
1676 
1677 
1700· 
1701 
1702 
1703 
1704 
1705 
1706 
1707 
1710 
1711 

3024 
4567 
2036 
7410 
5240 
4535 
4533 
2024 
5226 
4532 
5224 
4532 
3016 
5540 

7300 
3027 
3030 
1032 
70tH 
3010 

·3017 
3025 

4563 
4541 
1164 
5260 
5270 
5273 
5273 
5260 
7240 
3025 
5275 
731110 
3025 
4563 
4566 
5302 
4565 
5275 
4564 
2030 
4563 
4566 
7610 
5300 
1015 
4541 

SCHAM .. 

/ 
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DCA 
.JMS 
ISZ 
SKP 
..IMP 
.JMS 
.JMS 
ISZ 
..IMP 
.JMS 
..IMP 
.JMS 
DCA 
UMP 

ARITH2 
I HLTP 
COUNT 

SCRAM 
I GET 
I NSIN 
ARlTH2 
LOOP+2 
I CLF 
LOOP 
ICLF 
SWITCH 
I LISTNP 

ICHECK FOR PANIC STOP 

IDONE 
IGE1' A POINT 
IOUTPUT THE POINT. 
ICHECK POSITION 
IGET MORE 
ISTART A NEW LINE 
ICONTINUE TILL DONE 

IRESET FOR TTY 

*1650 
I THIS SECTION READS DATA IN ON THE HIGH SPEED READER 
I Y VALUES ONLY EXPECTED 
I DATA IS PLACED INTO THE BUFFER AREA 
I MAINTAINED BY THE BASIC AVERAGEB IN FIELD 0 
I CORE MUST STILL BE SWAPPED TO GET AT THE DATA 
I CHAR-IS; SIGN=ARITH4; NOM=17 TEMP USED HERE 
I 
I CTRL R 
I 
INPT .. 

I 
START .. 

MINUS .. 

PLUS .. 

DAT .. 

CLA CLL 
DCA FIRST 
DCA LAST 
TAD BLK 

IINITIALIZE 

IGET THE BUFFER AREA 
lAC 
DCA 
DCA 
DCA 

POINT IUSED BY. STD 
17 ICLEAR NUMBER BUILDER 
ARITH4 ICLEAR SIGN 

JMS I RDRP 
JMS I BRP 
NTAB 
..IMP START 
JMP MINUS 
..IMP PLUS 
..IMP PLUS 
..IMP START 
CLA CHA 
DCA ARITH4 
JMP DAT 
CLA CLL 
DCA ARITH4 
JMS I RDRP 
JMS I NUMTSP 
..IMP .+3 
JMS I CNVRTP 
JMP DAT 
JMS I STP 
ISZ LAST 
JMS I RDRP 
JMS I NUMTSP 
SKP CLA 
..IMP DAT+3 
TAD 15 
JMS I BRP 

ISEARCHFOR START OF TAPE 
IIDENTIFY INPUT CHARA·CTER 

1# IS NEG. 
111 IS POSe 

INOT IN TABLE 
ISET - SIGN 

IPROCESS MAIN TAPE 
ITEST FOR NUMBERS 

IPERFOkM BCD TO BIN 
IGET REST OF I 

ISTORE I IN BUFFER 
ICOUNT IT 
ISEARCH FOR END OF TAPE 

IGET THE CHARACTER 
IIDENTIFY 



1712 
1713 
1714 
1715 
1716 
17.17 
1720 
1721 
1722 
1723 
1724 
172.5 
1726 
1727 
1730 
1731 
1732 
1733 
1734 
1735 
1736 
1737 

1740 
1741 
1742 
1743 
1744 
1745 
.1746 
1747 
175~ 
1751 
1752 
1753 

2000 
00.01 
2002 
2003 
2004 
2005 
2006 

2007 
2010 
2011 
2012 

1164 
5320 
5270 
5273 
5273 
5304 
7300 
4532 
4536 
1401 

" 

2324 ST 
4020 P 
1711 01 
1624 NT 
4000 
7240 
1030 
3030 
1030 
4533 
4532 
5540 

/ 
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NTAB 
JMP •. +5 
JMP MINUS 
JMP PLUS 
JMP PLUS 
JMP FIN 
CLA CLL 
JMS I eLF 
JMS I MES 
TEXT "LA 

CLA CMA 
TAD LAST 
DCA LAST 
TAD LAST 
JMS I NSIN 
JMS I CLF 
..IMP I LISTNP 

/BLAAK; FINISHED 

/FELL THROUGH TABLE 

/RETURN 

/ SUBROUTI.NE TO DO EMERGENCY HALT iF CTRUH TYPED 
/ PRESENtLY CALLED FROM NEWC ANDPNCH ONLY 
/ RETURNS TO CALL IF NORMAL 
/ 

7570 /CTRL/H 
0000 ·HALT~ 

7440 

-210 
o 
SZA /USE AC FOR CHAR IF NONZERO 

5347 
6031 
5741 
603.6 
4.541 
1740 
5540 
7300 
5741 

7300 
1026 
7640 
5537 
4261 
7201 
3026 

1032 
7001 
3011 
103'1 

/ 

JMP • +4 
KSF /CHECK FOR TTY 
JMP I HALT/NO; RETURt 
KRB /YES ;GET COMMAND 
JMSI BRP 
HALT";' 1 /CHECK 
JMP I LISTNP 
CLA CLL 
JMP I HALl 

*2000 

FOR CTRL/H 
/YES; STOP 
/NO; IGNORE CHARACTEk 

/SUBSECTION TO DO THE DISK OPERATIONS 
. /ROUTINE .TO SWAP AVERAGER OUT TO DISK 

/AND CONVERT DATA TO FLOATING POINT 
/ 
SWAP. 

/ 

CLA CLL 
TAD .DISC 
SZA CLA 
JMPI WHATP 
JMS WRITE 
CLA lAC 
DCA DISC 

/CHECK IF ALREADY THERE 

/1 TS ALREADY THERE 
/NO-WRITE IT OUT 

/SET INDICATOR 

/REARRANGE FIELD o DATA TO FL. PT. NO. 
/ DATA ASSUMED NEGATIVE AND IS .MAOE POS. 
/ 

TAO BLK 
lAC 
DCA POINTI 
TAD KMDIK 

/SET POINTERS 
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2013 3036 DCA COUNT 
2014 1142 TAD SPEC 
2015 3014 DCA 14 
2016 6201 CDI' 0 ISET SCAl.E 1'01{ GET 
2017 143~ TAD I SCL 
~20 31313 DCA POINT4 
2021 6211 CDI' 10 I-
2022 4535 1'1, JMS I GET 
2023 7~41 CIA 
212124 4554 JMS I Fl.OATP 
2025 4553 JMS I STOBE ,.j 

2026 2036 ISZ COUNT 
2027 5222 JMP 1'1 
2030 4536 JMS I MES 
2031 0317 TEXT "CO 
2032 2205 RE 
2033 4023 S 
2034 2701 WA 
2035 2020 PP 
9036 0504 ED 
2037 0000 
20413 4532 JMS I Cl.F 
2041 5540 JMP I LISTNP 

I 
I THIS SECTION RESTORES THE BASIC AVERAGER 
I AND RETURNS TO IT THROUGH A CTRL Q 
I 

2042 7300 RESTOR, CLA CLL 
2043 1026 TAD DISC 115 IT ALRE~DY PRESENT 
2044 7650 SNA CLA 
2045 5250 JMP RET 
2046 4270 JMS READ INO-GET IT 
2047 3026 DCA DISC ICLEAR INDICATO:1 
2050 6032 RET, KCC ICLEAR FLAGS 
2051 6042 TCF 
2052 6022 PCI' 
2053 6601 6601 /:i'DCMA 
2054 6201 CDI' 0 
2055 6202 CIF 0 
2056 5657 JMP I .+1 
2057 6506 6506 IBAtIC AVER. CTRL/Q 

I 
I DISC HANDL}NG SUBSECTION 
I 

2060 6605 6605 IDMAW=WRITE 
0061 0000 WRI TE .. 0 
2062 7300 CLA CLL 
2063 126121 TAD IJRITE-1 ISEf WHITE INSTR 
2064 3312 DCA INSTR 
2065 4276 JMS DISK 
2066 5661 JMP I WitI TE 

I 
2067 6603 6603 Ie DMAR=READ 
2070 0000. READ, ·0 

·2071 730121 CLA CLL 
2072 1267 TAD READ-l 

, 
2073 3312 DCA INSTH ISET READ INSTR 
2074 4276 JMS DISK 

.2075 5670 JMP I READ I. ... ' . i 
2076 1210121121 DISK, 121 

III 'II 
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~77 1142 TAD SPEC IMOVE LOC. 2~0-6377 

2100 6201 CDF 0 
2101 3720 DCA I CA 
2102 6211 CDF 10 
2103 1322 TAD WCV 
2104 6201 CDF 0 .. ~ 2105 3721 DCA I WC 
2106 6211 CDF 10 
2107 1317 TAD TRACK IUSE LAST TWO DISK TRACKS 
2110 6615 6615 1= DEAL LOAD DISK EAAND EMA 

C 2111. 7200 CLA IDISK ADDRESS IS 0 
2112 00.00 INSTR .. 0 tREAD OR WHITE 
2113 6622 6622 IDFSC WAIT FOR COMPLETION 
2114 5313 JMP .-1 
2115 . 6601 6601 IDCMA 
2116 5676 JMP I DISK 
2117 0700 TRACK .. 0700 
2120 7751. CA .. 7751 
2121 7750 WC .. 7750 
2122 1600 WCV .. 1600 

I 
I PROCESSING SUBROUTINES FOR CTRL R COMMAND 
I 
I SUBROUTINE TO STORE THE SINGLE PREC. NO .• READ 
t AS A DOUBLE PREC. NO. IN THE· BUFFEH AREA 
I IN FIELD 0 
I USES POINT AS A POINTER; SHOULD BE SET BEFORE CALL 
I IS .SET TO NEXT POINT AFTER CALL 
I 

2123 0000 STD .. 0 
2124 7300 CLA CLL 
2125 1.025 TAD ARITH4 ITEST SIGN 
212.6 7700 SMA CLA 
2127 5333 ..lMP .+4 IPOS • 
2130 1017 TAD 17 IGET NUMBER 
2131 7041 CIA 
2132 7410 SKP 
2133 1017 TAD 17 
2134 6201 CDF 0 
2135 3410 DCA I POINT ISTORE NO. 
2136 1025 TAD ARITH4 ISAVE HIGH ORDER 
2137 3410 DCA I POINT 
2140 6211 CDF 10 
2141 3017 DCA 17 I'CLEAR NO. 
2142 3025 DCA ARITH4 ICLEAR SIGN 
2143 5723 ..lMP I STD 

/ 
I ROUTINE TO PERFORM BCD TO BINARY CONVERSION 
I BY MULTIPLE CALLS 
/ ASCII. NO.S EXPECTED 
I 

2144 0000 CNVRT .. 0 
2145 7300 CLA CLL 
2146 1017 TAD 17 I'MULTIPLY PREVIOUS PART BY 10 
2147 7006 RTL 
2150 3~22 DCA TEMP 
2151 1017 TAD 17 
2152 7004 HAL 

." 2153 . 1022 TAD TEMP 
2154 1022 TAD TEMP 
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2155 3022 DCA TEMP 
2156 1015 TAD 15 IGET THE INPUT DIGIT 
2157 1376 TAD KM260 IREMOVE ASCII BIAS 
2160 1022 TAD TEMP IFORM NO. 
2161 3017 DCA 17 ISAVE IT 
2162 5744 JMP I CNVRT IFOR NEXT CALL; OR DONE 

I 
I SUBROUT INE TO TEST WHETHER THE INP.UT 

.. 
I CHARACTER IS A NUMBER 
I 

2163 0000 NUMT5T. 0 IRETURN TO J 
2164 7300 CLA CLL I CALL+ 1 IF NO 
2165 1015 TAD 15 I CALL +2 IF YES 
2166 1376 TAD KM260 
2167. 7510 .SPA 
2170 5763 JMP I NUMTST ·/NO; <260 
2171 1034 TAD KM12 
2172 7700 SMA CLA 
2173 5763 JMP I NUMTST INO; >271 
2174 2363 ISZ. NUMTST 
2175 5763 JMP I NUMTST /YES 
2176 7520 KM260. -260 

I 
.2200 

I DISPLAY ROUTINES 
I SUBROUTINE TO SET UP DISPLAY 
I 

2200 0000 XINIT. 0 
.2201 7300 CLA CLL 
2202 4543 JMS I INITP 
2203 1027 TAD FIRST IUSE FIRST FOR X ORIGIN 
2204 1276 TAD XS 
2205 3277 DCA XDIS 15ET START X 
2206 5600 JMP I XINIT 

I 
IDISPLAY LOG OF DATA 
I CTRL F 
I 

2207 4200 LOGDIS. JMS XINIT 
2210 4545 JMS I DACP IGET POINT 
2211 4407 JMS I 7 
2212 0007 LOG 
2213 3070 . FMPY HUND IMULT. LOG BY 100 FOR VISUAL EFFECT 
2214 6126 FPUT Y 
221.5. 0000 FEXT 
2216 4246 JMS DISP 
2217 4544 JMS I ENDT ICHECK FOR DONE 
2220 5210 JMP LOGDIS+1 
2221 5540 JMP I LISTNP 

I 
IDISPLAY THEORETICAL LOG CTRLL 
I 

2222 4200 THDIS. JMS XINIT 
2223 4546 JMS I THP 
2224 4407 JMS I 7 IMULT. LOG BY 100 
2225 5126 FGET Y ITO EXPAND FOR SCOPE DISPLAY .~ 

2226 3070 FMPY HUND 
2227 6126 FPUT Y 
2230 0000 FEXT 
2231 4246 JMS DISP 

v 
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2232 
2233 
2234 

2235 
2236 
2237 
2240 
2241 
2242 . 
2243 
2244 
2245 

2246 
2247 
2250 
2251 
2252 
2253 
2254 
2255 
2256 
2257 
2260 
2261 
2262 
2263 
2264 
2265 
2266 
2267 
2270 
2271 
2272 
2273 
2274 

2275 
2276 
2277 
2300 
2301 

4544 
5223 
5540 

4200 
4545 
4407 
6126 
0000 
4246 
4544 
5236 
5540 

,'-195,.. 

/ 

JMSI ENDT 
JMP niDI S+ 1 
JMP I LISTNP 

/ DISPLAY DATA C111L D 
/ 
DATDI S .. 

/ 

JMS XINIT 
JMS I DACP 
JMS I 7 
FPUT Y 
FEXT 
JMS DISP 
JMS I ENDT 
JMP DArDIS+l 
JMP I LISTNP 

/ DISPLAY SUBROUTINE 

/GE1 DATA 

/ INCREMENTSXDIS BY XDEL AT END 
/ AND DISPLAYS SHIFTED VERSION OF Y 
/ 

0000. DIS~; 
73011' 

o 
CLA CLL /SE1 X COORDINATE 

1277 
6303 
1300 
3277 
4407 
5126 
0000 
4551 
3021 
1021 
7710 
7040 
3020 
12,75 
4534 
1301 
7041 
1021 
6317 
7300 
5646 

0000 
0000 
0000 
0001 
0000 

/ 
. VSW .. 

XS .. 
XDIS .. 
XDEL .. 
VSH .. 
/ 
/ 

TAD XDIS 
6303 /DXC DXL 
TAD XDEL 
DCA XDIS 
JMS I 7 
FGET Y /GET·Y FOR DISPLAY 
FEXT 
JMS I IFlXP 
DCA SHFR+l 
TAD SHFR+l /SET THE SIGN 
SPA CLA 
CMA 
DCA SHFR 
TAD VSW 
JMS I SHIFT /PERFORM SHIFT 
TAD VSH /BIAS SCOPE DISPLAY 
CIA 
TAD SHFR+l/GET Y 
6317 /DYC DYL DIS 
CLA CLL 
JMP I DISP 

o 
o 
o 
0001 
o 

/SHIF1'lNG FACTOR 

/Y BIAS FOR SCOPE 
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