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Abstract of the Thesis 
 

Radiation Tolerant Interface Design and Complexion Dynamics via Atomistic Modeling 
 

By 
 

Joseph Earl Ludy 
 

Master of Science in Mechanical and Aerospace Engineering 
 

 University of California, Irvine, 2016 
 

Assistant Professor Timothy Rupert, Chair 
 
 

 
 Traditionally, grain boundary character in nanoscale materials has been tailored to 

maximize different types of mechanical behavior, whether it be exhibiting near-theoretical 

strengths or prolonging fracture by dramatically increasing a material’s ductility. As more 

complex systems develop for nuclear and other extreme environment applications, the need for 

these types of materials is quickly identified. Specifically, materials in a nuclear reactor need to 

be amended to extend their longevity to promote safety and reliable usage.  One strategy for 

improving radiation tolerance is the design and control of internal interfaces in a material. 

Atomistic simulations can give insight into the foundational principles of grain boundary 

structure and formation.   

Two comprehensive simulation models are developed to bridge this gap with respect to 

radiation tolerant interfaces and structural transitions in binary alloy systems.  Firstly, the 

radiation damage of an ordered grain boundary is compared to a disordered amorphous 

intergranular film, to investigate how interface thickness and free volume impacts point defect 

recombination.  Collision cascades are simulated and residual point defect populations are 

analyzed as a function of boundary type and primary knock on atom energy. Secondly, hybrid 
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Monte Carlo/molecular dynamics simulations are used to study segregation-induced 

intergranular film formation in Cu-Zr and Cu-Nb alloys.  While Cu-Zr alloys form structurally 

disordered or amorphous films, second phases precipitate at the interfaces of Cu-Nb.  Finally, the 

effect of free surfaces on dopant segregation and complexion formation is investigated for both 

alloys. 
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Chapter 1: Introduction 

1.1 Grain Boundary Engineering 

1.1.1    Background 

Grain boundaries (GBs) are the interfaces between two grains or crystallites in a 

polycrystalline material. GBs in polycrystalline metals can be sources of strength or weakness 

due to their ability to act as mobile dislocation sinks. Since GB structure is less rigid than the 

lattice, this can lead to intergranular fracture [1]. However, their open structure can also 

accommodate strain as GBs are barriers to mechanical slip [2]. This accommodation can be 

explained by the idea of excess free volume. Free volume within a boundary is created by the 

breakdown of crystalline structure at the GB [3]. GBs do not adhere to any specific crystalline 

type and represent a break in the lattice structure. Therefore, to mitigate intergranular cracking 

and other failure mechanisms, the interfacial structure of GBs can be tailored to alter properties 

and performance. 

One of the most pioneering studies for finding a route to mitigate intergranular fracture 

was done by Watanabe [4]. This study showed that it was possible to obtain both strong and 

ductile brass polycrystals with improved fracture resistance. This phenomenon was attributed to 

increasing the proportion of coincident site lattice (CSL) boundaries. CSL boundaries are 

characterized by specific misorientation values which allow the atoms to coincide at various 

points. Specifically, the relation between the number of lattice points in the unit cell of a CSL 

and the number of lattice points in the unit cell of the surrounding lattice is called its “Sigma” 

value (e.g. Σ5, Σ11, etc.) Figure 1.1 below shows this sigma relation for a Σ5 symmetric tilt grain 

boundary. Here, two grains are tilted 18.44o about their respective axes such that every fifth atom 

coincides with one another at the boundary. 
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Figure 1.1: Snapshot of a Σ5 (100) GB with neighboring grains highlighted in red and green to 
show the characterization of a CSL boundary [5]. 
 

A few years after this study was done, another groundbreaking experiment was designed to 

improve the corrosion resistance of face centered cubic materials by altering the geometry of 

GBs [6]. This process eventually developed into the basis of grain boundary engineering (GBE). 

 One of the most notable successes of GBE was proven in the early 1990s in a study done 

by Lin et al. [7], which focused on increasing the corrosion resistance of nuclear steam generator 

tubing. They found that increasing the number of special boundaries (Σ≤29) resulted in  

Figure 1.2: Corrosion rate measured as a function of % special boundary for the sensitized and 
solution treated samples through conventional and GBE processing routes [7]. 
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a decrease in bulk intergranular corrosion susceptibility. Figure 1.2 clearly shows that the alloy 

process under the GBE method corrodes at a far slower rate than the conventional method of 

providing corrosion resistance. These findings were attributed to both the intrinsic corrosion 

resistance and resistance to solute precipitation exhibited by low-Σ GBs. Figure 1.3 shows the 

physical advantages of this processing route. Figure 1.3(a) exhibits heavy corrosion on the 

surface of the alloy, whereas (b) shows the increased resistance to corrosion and cracking 

because of the GB manipulation. 

 

Figure 1.3: Cross-sectional SEM photographs [7] of (a) conventional and (b) GBE processed 
metal alloys following corrosion testing. 
 
1.1.2    Segregation Engineering 

Studies in more recent years have focused on the mechanisms of GBE. Specifically, a 

method called grain boundary segregation engineering (GBSE) focuses on understanding how 

solutes segregate to a GB to enhance the materials mechanical properties. A study by Herbig et 

al. [8] provided for a detailed physical analysis of GBSE in ferritic alloys. In Figure 1.4, we see 

that the segregating carbon directly contributes to the amorphous nature of the boundaries. 
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Moreover, low-angle GBs are shown to have a more direct effect on this behavior as we 

discussed earlier. GBE and its methods  

Figure 1.4: Quantifying GB segregation by using TEM (top) in the case of carbon segregating 
within ferrite. The lower plot shows the density of excess carbon atoms as a function of GB 
misorientation angle [8]. 
 
can be used to tailor the bulk mechanical strength and interfacial features of a polycrystalline 

sample. 

 

1.2 Atomistic Simulations of Interfacial Phenomena 

1.2.1    Molecular Dynamics Software  

 Atomistic modeling has played a key role in understanding interfacial interactions on 

very small timescales. Specifically, molecular dynamics (MD) software is used because of its 

adherence to classical mechanics laws. Quantum effects are not taken into account when 
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considering this method, which makes it a proper candidate for nano-scale behavior analysis. 

Perhaps one of the most readily available software packages for this vein of research is the open-

source Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) program [9]. In 

LAMMPS, atomic positions within a coordinate system are established using various available 

interatomic potentials. These potentials give a physical representation of the atomic force 

interactions that are used to build the simulation [10]. Then, Newton’s equation of motion (F = 

ma) is integrated from an initial timestep to the next timestep, which is typically 1 femtosecond, 

to update the relative displacements. Small scale interactions that occur rapidly can then be 

analyzed. Additionally, LAMMPS allows for the usage of commands called “fixes” which hold 

certain properties constant. Most notable are the NPT (constant number of atoms, pressure, and 

temperature), NVT (constant number of atoms, volume, and temperature), and NVE (constant 

number of atoms, volume, and total potential energy) fixes that control the thermodynamics of 

the simulation. Various outputs such as von Mises stress, atomic strain, and defect structure can 

be output with the thermodynamic data. Lastly, the boundary conditions placed on the simulation 

cell influence the mechanical and structural behavior of the cell. Periodic boundary conditions 

are applied to show that the simulation is representative of any three dimensional cross-section 

within the bulk of the material being studied. Free surfaces may be applied to allow for specific 

phase transitions or to alleviate internal stresses. This boundary condition is representative of a 

volume of material that exists right beneath the surface of the bulk phase. 

 

1.2.2    OVITO 

 Another necessary tool that is used in atomistic simulations is visualization software. 

Once the MD script has finished, a series of thermodynamic data along with x,y, and z 
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coordinate positions are output. Simulation sizes can vary between 10,000 atoms to 1 billion 

atoms, so physically seeing how the system is reacting is crucial. A common open-source  

software package used is the Open Visualization Tool (OVITO) [11]. This tool assists the user in 

both visualizing atomic displacements and specific thermodynamic or mechanical quantities. 

One of the most common add-ons used in the literature are common neighbor analysis (CNA) 

[12], wherein atoms are identified by their associated structure types. Figure 1.5 shows a more 

detailed explanation of how this process works, specifically focusing on a study that investigated 

grain sliding.  

 

Figure 1.5: A sample simulation cell of a Ni-Ni bicrystal [13] at (a) 0 ps (b)12.5 ps and (c) 25 ps 
after grain sliding visualized by OVITO where green atoms are FCC, red are HCP, purple are 
BCC, and white are non-crystalline. 
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In Figure 1.5(a) two Ni grains are separated by a few atomic distances before they are 

drawn together as the sliding process begins. Shortly thereafter in (b), dislocations (in red) in the 

lower grain are clearly patterning throughout the cell as they impinge upon the GB. Lastly, at the 

end of the simulation in (c), we see that OVITO also captures the amorphous nature of the GB 

after undergoing dislocation absorption. This simplified case points to the necessity and power of 

efficient visualization software. 

 

1.2.3    Analysis of Grain Boundary Structure in LAMMPS 

  Structural GB transitions have been investigated in more detail as simulation methods 

improve. One such MD study done by Frolov et al. [14] delves into understanding how the 

“split-kite” and “filled-kite” phases of a Σ5 (210) boundary reacts when coupled motion is 

involved. Figure 1.6 illustrates these phases more clearly. In Figure 1.6(a), it can  

 

 

Figure 1.6: (a) Split-kite and (b) filled-kite phases of a Σ5 (210) GB after a 0K minimization 
[15]. 
 

easily be seen that there are no intermediary atoms filling this structure. However, in Figure 

1.6(b), the “filled kite” structural phase contains atoms within the kites, indicative of a structural 

transition. These GB phase transitions can significantly affect the macroscopic properties of 
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materials, but the microstructural effects are still not well understood. Specifically, the effect of 

these transitions from coupled motion of GBs would elicit a clearer perspective of how the GBs 

operate. Figure 1.7 qualitatively and quantitatively examines this behavior. Figure 1.7(a) shows 

the migration path taken by the GBs after 30 ns of the shear-rate induced motion. A column of 

atoms was colored in red to indicate that the cell has obviously been sheared. Even though both 

of these cells had the same shear rate  

 
Figure 1.7: (a) Bicrystals with split kites (left) and filled kites (right) GB phases after 30 ns of 
coupled motion [14]. Initially vertical, the red atoms illustrate shear deformation. Shear stress 
and GB displacement measured as a function of time of (b) split kite and (c) filled kite phases. 
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imposed on them, it is important to note that the split kites GB (left) moved up whereas the filled 

kites GB (right) moved down. Figures 2(b) and 2(c) explain this behavior quantitatively. As the 

coupled motion begins in 2(b), we see a steady increase in GB displacement, but in 2(c) there is a 

gradual decline in the displacement. This behavior is attributed to the coupling factors described 

by equations (1.1) and (1.2) [14]: 

          

  

which govern the coupling in the (100) and (110) modes, respectively. The split kite phase has a 

misorientation that closely identifies with (1.1), whereas the filled kite phase couples more 

closely to the (110) mode in (1.2). Since the only variable that was tuned during this study was 

the structural transition of the GB, it is evident that MD can be used to show how different 

structural phase transitions have a significant effect on kinetic properties of GBs. 

 

1.3 Radiation tolerant interface design 

1.3.1    Motivation 

 The expansive future of nuclear energy relies on a strong foundation of functional and 

safe design. Inside of a nuclear reactor, sub-atomic events called “collision cascades” are 

occurring at intensely high rates and volumes. High energy neutrons are colliding with the atoms 

of the bulk reactor material which leads to embrittlement and swelling [16].  

 

(1.1) 

(1.2) 
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Figure 1.8: Unirradiated steel (left) and steel that has been irradiated for a year (right) [17]. 

Figure 1.8 shows the consequences of collision cascades on a long timescale. The steel on 

the left in the figure has not been irradiated and thus retains its compact structure, whereas the 

irradiated steel on the right shows clear evidence of swelling. This behavior is linked to the 

catastrophic failure of most modern day reactors. Since GBs act as sinks for dislocations [18] and 

point defects such as voids or interstitials [19], designing the interfaces within a bulk material to 

be more radiation tolerant will certainly lead to better reactor output. 

 

1.3.2    Defect Absorption at Grain Boundaries 

 Collision cascades take place in a matter of picoseconds, so MD is a reliable candidate 

for investigating how to tailor interfaces to make them more radiation resistant. This process is 

typically modeled by giving an atom within the bulk a large amount of kinetic energy and 

sending it through a GB [20]. A noteworthy finding first made by Sugio et al. [21] was that MD 

simulations of radiation damage near a GB consistently shows us that GBs absorb interstitials 

preferentially while leaving many vacancies in the bulk. This is the cause of the aforementioned 

reactor swelling. However, since the GB will be interstitial-rich, a process known as “interstitial 

emission” [20] may annihilate vacancies near the GB since interstitial migration is higher than 

the vacancy’s propensity to migrate. This fact influenced researchers to begin focusing on 
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tailoring not only the type of boundary, but also the mechanisms which influence GB sink 

efficiency. 

 Modern MD radiation damage studies have focused on tailoring the interfaces within a 

material. Understanding how to take advantage of point defect annihilation and minimizing bulk 

dislocation density are paramount to discovering efficient reactor materials. A study by 

Demkowicz et al. [22] showed that misfit dislocation networks formed at interfaces in Cu-Nb 

multilayers act as point defect recombination sites. 

 

 

Figure 1.9: Cu atoms (white) and Nb atoms (blue) with misfit dislocations forming (green) at 
interfaces [22]. 
 

Figure 1.9 shows the effective simulation setup. Atoms were arranged in a Kurdjumov-

Sachs orientation [23] where a Cu [111] plane neighbors an Nb [110] plane as this orientation 

has been thoroughly tested in the literature and allows for a controlled investigation of interfacial 

phenomena. Sample Cu atoms were then removed and inserted throughout this simulation cell to 

test its recovery mechanisms. Unlike in fcc Cu, removing a Cu atom in this setup does not lead to 

a vacancy, but instead a local defect reconstruction that finalized into the dislocations seen 

above. This study implies that the dislocations which arise from atom removal or insertion 



12 
 

enable these interfaces to reduce radiation damage. A similar study was done by Samaras et al. 

[24] which led to very different consequences. This MD study focused on collision cascades in 

nanocrystalline Ni, specifically measuring atomic displacement paths throughout the simulation. 

As mentioned earlier, GBs inherently have areas of free volume residing in their structure, and 

this fact is the basis of this paper’s results. Samaras found that, during a collision cascade, 

affected atoms would move to a GB dislocation region and areas of free volume within the GB.   

 

 
Figure 1.10: A selection of atoms during a collision cascade [24] (red) as they migrate towards 
the GB to dislocation regions and areas of free volume (yellow). 
 
 

Figure 1.10 gives a visual depiction of the migration behavior. Atoms that have been 

impinged upon are given a large amount of kinetic energy and migrate towards the disordered 

GB. Therefore, this GB again preferentially absorbs self-interstitials and leaves vacancies 

remaining in the bulk. Coupling the studies in this section together we can conclude that (1) 

creating a material with a high volume fraction of interfaces increases its sink capacity and (2) 

interfaces with a higher degree of disorder and free volume act as efficient defect sinks. 
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1.4 Complexions 

1.4.1    Definition and Identification 

 Researchers are currently in an ongoing process to identify nanoscale structural 

transitions and understand how they form. One idea gathering a lot of scientific support in recent 

years is the “grain boundary complexion”. According to Cantwell et al. [25], a complexion is 

“An interfacial material or strata that is in thermodynamic equilibrium with its abutting phases”. 

In other words, without the surrounding grains, this entity is not stable. Dillon et al. [26] 

originally began classifying these structure types using high resolution transmission electron 

microscopy (HR-TEM). They consolidated their data into six distinct complexion types as seen 

in Figure 1.11. 

 

 

Figure 1.11: The six ascending complexion types (a)-(f) via HR-TEM [26]. The nomenclature 
has also been adapted to (a) clean (b) monolayer (c) bilayer (d) trilayer (e) nanolayer and (f) 
wetting [25]. 
 

Figure 1.11(a) starts with the clean grain boundary which is representative of a thin GB in 

a pure system. Figures 1.11(b), (c), and (d) are formed when dopant atoms for specific one, two, 

or three layer patterns aggregate within the GB. Figure 1.11(e) is a nanolayer film which is 

amorphous. Lastly, Figure 1.11(f) shows a wetting film, which is a fully disordered phase that 

forms at the boundary. These complexion types can be identified by thermodynamic 

measurements, such as grain boundary energy, and also their relative thicknesses. 
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1.4.2    Formation and Implementation 

 MD studies provide further insight into complexion formation by specifically focusing on 

lower-order complexion thermodynamics. Pan et al. [27] performed MD simulations 

investigating the likelihood of complexion formation given specific grain boundary character and 

energy. They found that the transition from ordered complexions to disordered intergranular 

films occurs either gradually or abruptly given a temperature-dependent value. Moreover, it was 

found that the ability to absorb dopant atoms at a GB, indicated by the relative amount of solute 

in excess, directly determines the propensity of a GB to form a complexion. Lastly, AIFs were 

shown to form at GBs with high solute excess. Conversely, GBs with low adsorption ability, 

such as ones found in systems where the solubility is negligible, do not favor formation of AIFs 

and transition abruptly. Frolov et al. [28] ran similar simulations focusing on lower-order 

complexion formation, but found free surfaces facilitate the process. Segregating Ag in their Cu-

Ag system induces the formation of monolayers and bilayers depending on the global 

composition of the dopant. Both of these studies support that there is evidence of complexion 

formation in immiscible metal alloys under specific boundary and thermodynamic conditions.   

Implementing GB complexions into existing metal alloys can have a profound effect on 

the mechanical properties of nanoscale samples [29]. Typically, there is a tradeoff between 

strength and ductility when considering bulk metal systems [30]. However, in a recent study by 

Khalajhedayati et al. [31], a unique combination of strength and ductility can be attained in Cu-

Zr  micropillars by tailoring the GBs of the system to form amorphous intergranular films 

(AIFs). These samples are initially annealed at high temperatures to “freeze” in the local 

disorder, much like a metallic glass, so that the segregating Zr remains at the boundary, thus 

influencing the formation of a complexion. In terms of simulations, this study also showed that 
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the AIF was able to absorb far more dislocations and accommodate more strain than a clean, 

ordered boundary. 

 

1.4.3    Grain Boundary Complexion Diagrams  

 

 

Figure 1.12: A GB-complexion diagram [32] where the solid line separates first-order GB 
transitions. The dotted lines mark the existence of metastable phases. 
 

 As the process of complexion formation is highly complex and thermodynamically-

based, quantitative models have been sparse, but in-depth. Tang et al. [32] worked on developing 

GB complexion diagrams to better understand structural transitions. Figure 1.12 gives insight 

into this complexity. Misorientation angles for specific complexion types are plotted as a 

function of overall temperature. At low temperatures and misorientations, more ordered 

complexions are stable, whereas at high temperatures and misorientations, disordered  

complexions are more stable. The first order transition curve terminates at the GB critical point, 

wherein the transition becomes of a higher order. A similar study of grain boundary disordering 

in binary alloys by Luo et. al [33] led to the creation of thermodynamic diagrams that can detail 
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the projected thickness of an intergranular film. Figure 1.13 below shows Luo’s addition to 

Tang’s complexion diagram. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.13: Lines of constant λ, which represent the thermodynamic tendency of stable 
intergranular films, are plotted on a GB phase diagram [33] concerning temperature as a function 
of global dopant concentration. 
 
 
It is important to note in this figure that λ is constant in the two-phase region, whereas it 

decreases with decreasing dopant concentration in the single phase region. Moreover, subsolidus 

intergranular films are a sought after complexion type, so this graph implies that 

thermodynamics diagrams may exist for all the complexion types. Using these graphs, we can 

predict the likelihood of complexion formation in various binary alloy systems. 
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Chapter 2: Amorphous intergranular films act as ultra-efficient point defect 

sinks during collision cascades1 

2.1    Introduction 

The discovery of radiation-tolerant structural materials will play a vital role in the further 

development of nuclear energy technologies [16], as next-generation fission reactors and planned 

fusion technologies will require operation at higher radiation dosage rates.  Inside a nuclear 

reactor, high-energy neutrons transfer kinetic energy to primary knock on atoms (PKAs), which 

then induce secondary collisions.  These collision cascades create point defects within the 

material, with residual vacancies and interstitials eventually causing swelling and embrittlement 

that degrades mechanical behavior and leads to failure [35].  Historically, He ion bombardment 

has been used to replicate this process with lower PKA energies on the order of hundreds to 

thousands of electron volts.  Experimental investigations of this type have shown that large He 

ion doses can cause defect planar clustering in Ni [36] and that a low angle grain boundary 

created by a network of edge dislocations can trap He in Mo at room temperature [37].  Recent 

research has suggested that the interfaces between crystallites (grain boundaries) can act as 

defect sink sites to help mitigate this problem [38], pointing to the promise of interface-

dominated materials.  For example, radiation-induced point defects are greatly reduced in layered 

Cu-V nanolaminates [39] and nanocrystalline Ni [40].  Similarly, nanostructured ferritic alloys 

[41] are possible candidates for radiation-resistant structures due to their larger interfacial 

volume fractions. 

While prior work has shown that grain boundaries can increase the radiation tolerance of 

materials and nanostructuring has been pursued, the details of interfacial structure are also 

                                                           
1 This chapter has been published as [34] J.E. Ludy, T.J. Rupert, Scripta Materialia, 110 (2016) 37-40. 
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important for sink efficiency.   For example, Demkowicz et al. found that the misfit dislocation 

networks that form at heterointerfaces in Cu-Nb multilayers can act as templates for point defect 

recombination [22].  Similarly, Samaras et al. demonstrated that areas of free volume within a 

boundary can act as recombination sites for point defects [24].  If free volume is an important 

factor for sink efficiency, one can hypothesize that an amorphous intergranular film (AIF) would 

be a promising structural feature for radiation tolerance, since amorphous materials such as 

metallic glasses have been shown to have an excess amount of free volume [42].  Crystalline 

materials with stable amorphous interfaces can now be produced by deposition techniques such 

as co-sputtering, where amorphous layers are created by solid state amorphization [43], or 

segregation engineering [44], where segregating dopant atoms can induce amorphization by 

lowering the energy penalty of having a glassy interfacial phase [45].  In this study, we 

systematically compare collision cascade damage for a single crystal, an ordered grain boundary, 

and an amorphous intergranular film created by doping.  Our results show that the AIF acts as an 

unbiased sink, absorbing both vacancies and interstitials, which is much more efficient than the 

ordered grain boundary. 

 

2.2    Computational Methods 

 The process of PKA damage occurs on the nanometer length scale over a few 

picoseconds, making atomistic simulations an ideal tool for studying such an event.  Atomistic 

simulations capture the initial point defect distribution after the cascade stops but miss long-

range diffusion effects [46], yet have been used extensively to provide insight into damage 

mechanisms [20].  In this study, we use molecular dynamics (MD) run with the open-source 

Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) [9] code to simulate 



19 
 

PKA damage in Cu and Cu-Zr.  Atomic interactions are described by a potential from Mendelev 

et al. [47] which recreates important properties of both the elemental systems, using Embedded 

Atom Method (EAM) formulations, and glassy Cu-Zr phases, using a Finnis-Sinclair formalism.  

The short range forces of this potential are represented by a molecular statics method [48] that 

calculates the force on each atom as: 

 

                 F = FEAM + αFg               (2.21) 

 

where FEAM is the force calculated from the EAM data in the potential and αFg is the 

force contribution from a tested hybrid algorithm.  Together, these terms account for the 

overestimation of repulsion at small separation distances.  An integration timestep of 1 fs is used 

for all simulations.   

 

 

Figure 2.1: Collision cascade snapshots before (left) and during (right) cascade events of the (a) 
single crystal, (b) Σ5 (310), and (c) AIF structures with a PKA energy of 2000 eV. The PKA is 
colored red and directed upwards 0.5 nm away from each boundary. The green atoms are of the 
face centered cubic structure type and the white atoms are defects. The black atoms are Zr 
dopants. 
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The three test cases investigated here, shown in Figure 2.1, are a Cu single crystal, an 

undoped Σ5 (310) symmetric tilt grain boundary, and a 2.1 nm thick Cu-Zr amorphous 

intergranular film.  In this figure, visualized by OVITO [11], crystalline Cu atoms are green, 

defect Cu atoms are white, and Zr atoms are black.  These atom types were identified with 

adaptive common neighbor analysis [12] and all of our models consisted of ~108,000 atoms.  

The single crystal structure was used as a reference and had a [310] orientation with respect to 

the vertical axis of the simulation cell.  A Σ5 (310) boundary was chosen to act as a model high-

angle grain boundary, and was created by tilting both the top and bottom halves of a single 

crystal by 18.44° each about the [100] axis.  To create the AIF, the Σ5 boundary structure was 

doped with 50 atomic % Zr in a 0.6 nm slice of material containing the boundary, heated locally 

to 1600 K to induce melting, and then cooled down to 300 K over 350 ps. This resulted in a 2.1 

nm thick AIF with 15 atomic % Zr within the film. 

Each simulation cell had periodic boundary conditions along all three axes to simulate a 

representative volume element of material.  The models were equilibrated at 300 K and zero 

pressure under an isothermal-isobaric NPT (constant number of atoms, pressure, and 

temperature) ensemble for 10 ps.  A PKA was then introduced at a distance of 0.5 nm from the 

interface with a velocity corresponding to 700, 1000, 1500, 2000, or 2500 eV of kinetic energy 

and directed upwards through the boundary, represented in Figure 2.1 as a red atom.  The 

maximum PKA energy of 2500 eV was chosen because it is estimated to be the upper bound of 

what nanocomposites experience during He ion bombardment experiments [49].  The snapshots 

on the right in Figure 2.1 show the collision cascade of non-crystalline atoms at a PKA energy of 

2000 eV when the ratio of non-crystalline to crystalline atoms is highest.  The damage is 
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relatively dispersed throughout both the single crystal and ordered boundary, but is localized 

closer to the AIF.  Each structure was simulated five times using different seed values for the 

initial temperature, giving a total of 75 simulations.  Changing the seed value for temperature 

slightly alters the development of the cascade event, allowing for a statistical analysis of residual 

damage. 

 

2.3    PKA Damage Process 

 For the next 52 ps, a microcanonical NVE (constant number of atoms, volume, 

and energy) ensemble was applied to the atoms in the cell interior where the collision cascade 

evolved.  The boundary atoms were thermostatted at 300 K to simulate an infinitely large 

reservoir of room temperature material surrounding the cascade event, which forced the local 

temperature spike provided by the PKA to dissipate over time. 

 

 

Figure 2.2: (a) The average temperature of the simulation cell in the AIF model during the 700, 
1400, and 2500 eV PKA collision cascades.  (b) The atomic kinetic energy distribution during a 
2500 eV cascade.  The cascades begin at 0 ps and the system cools down to 300 K over ~3 ps. 
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 Figure 2.2(a) shows the system-average temperature of the simulation cell, 

demonstrating the thermal spike induced by three select PKA energies in the model with an AIF.  

Figure 2.2(b) illustrates the evolution of atomic kinetic energy for a 2500 eV PKA at an AIF.  

The collision cascade begins at 0 picoseconds and the elevated temperature cools down over ~3 

ps.  At the beginning of this event, the energy is concentrated around the cascade core, which 

accounts for the temperature peak. While most atoms have kinetic energies on the order of 0.01 

eV, the few higher energy atoms visible at 0 ps and 0.14 ps contribute greatly to the development 

of a kinetically ‘hot’ core and the large increase in the average temperature of the simulation cell.  

Most point defect recombination (~98%) occurred during this early period, but a small 

percentage of the defects recombine during the remainder of the equilibration simulation.  The 

temperature peak occurs right when the PKA is introduced and the magnitude is proportional to 

the PKA energy. As time progresses, the number of hot atoms decreases until average 

temperature returns to 300 K. 

 

2.3.1    Voronoi Analysis   

Defect atoms, first identified by adaptive common neighbor analysis, were further 

analyzed using the Voronoi tool incorporated into LAMMPS [50].  Each atom was first assigned 

a Voronoi volume where any point in space is closer to that atom than any other.  At the end of 

the simulation, the number of atoms inside each initial Voronoi volume is then calculated.  If a 

pair of atoms is occupying a single Voronoi volume, it is an interstitial.   
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Figure 2.3: Post-equilibration snapshots of the (a) single crystal, (b) Σ5 (310) boundary, and (c) 
AIF models after a 2000 eV PKA.  Voronoi volumes containing more than one atom are colored 
red (interstitials) and Voronoi volumes containing only one atom are colored blue.  Zr atoms are 
colored black.  
 

Figure 2.3 presents atomic snapshots of each model after the equilibration period has 

finished, with interstitials colored in red while defect atoms that retained one atom in their 

Voronoi volume are colored blue.  In this figure, interstitials appear as a red atom surrounded by 

blue atoms, while vacancies appear as blue cells with the center atom missing.  This tool does 

not explicitly find point defect types, but allows interstitials and vacancies to be manually 

counted by inspection according to the description above.  For example, the Σ5 model shown in 

Figure 2.3(b) has ten vacancies and three interstitials left in the simulation cell.  As seen in 

Figure 2.3(a), there are large numbers of residual interstitials and vacancies in the single crystal 

since direct recombination to eliminate Frenkel pairs is the only mechanism for defect 

annihilation.  In the Σ5 model shown in Figure 2.3(b), there are fewer interstitials remaining in 
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the bulk because they have been absorbed by the boundary.  However, similar to the 

observations of Bai and coworkers [20], many vacancies remain after equilibration.  The AIF in 

Figure 2.3(c) absorbs both interstitials and vacancies more efficiently, leaving the model sparsely 

damaged.  Moreover, the remaining defects are localized near the boundary, as opposed to the Σ5 

case where defects are found further away from the interface.    

 

2.3.2    Defect Quantification 

 

Figure 2.4:  The number of residual (a) interstitials, (b) vacancies, and (c) total defects as a 
function of PKA energy. The Σ5 (310) boundary preferentially absorbs interstitials, but the AIF 
acts as a superior, unbiased sink. 
 

Figure 2.4 plots the average number of residual point defects as a function of PKA energy 

for the three simulation groups.  As a general trend, the number of defects increases with 

increasing PKA energy for all models.  The increase in residual damage with PKA energy is 

simply explained by the fact that larger numbers of point defects are created at higher energies.  

The ordered grain boundary outperforms the single crystal model in absorption of interstitials, 

but is not a consistently better vacancy sink.  Alternatively, the AIF acts as an unbiased defect 

sink over all energies.  
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2.4    Discussion 

2.4.1    Effective Thickness 

 One reason for the improved sink efficiency of the AIF is its increased effective 

thickness.  The cascade itself is far more contained within the 2.1 nm thick boundary when 

compared to the thin ordered grain boundary.  Since the highest concentration of defects is 

produced near the center of the cascade [20], the defects are produced very close to where they 

can be absorbed.  Caturla et al. used kinetic Monte Carlo simulations to show that large vacancy 

clusters form in the cascade core during an event [51].  This phenomenon can be taken advantage 

of with a thicker boundary, in terms of the kinetics of defect diffusion.  Since the average mean 

free path for defect absorption will be shorter, more defects have the opportunity to be 

accommodated by a thicker boundary.  While our current model does not account for 

recombination over longer time frames, a thicker boundary facilitates immediate defect 

absorption since damage is simply created closer to the sink. 

 

2.4.2    Free Volume 

The increased level of free volume in the AIF is likely another factor that leads to 

heightened point defect absorption.  By again using an atomic Voronoi cell calculation, the 

volume associated with an average atom can be calculated for the single crystal, the ordered 

boundary, and the AIF.  The average atomic volume associated with the single crystal can then 

be subtracted from the atomic volume within the ordered boundary and AIF to give a measure of 

free volume.  While the ordered boundary only has a small amount of free volume when 

compared to the crystal (0.29 Å3/atom), the AIF has ~4 times more free volume (1.16 Å3/atom).  
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This corresponds to a 2 percent and 10 percent increase in average atomic volume for the ordered 

boundary and AIF, respectively.  It is well known that amorphous materials such as metallic 

glasses retain an excess amount of free volume due to their atomic packing [52].  Structural 

modeling efforts by Miracle [53] suggest that this excess may result from densely packed solute-

centered atomic clusters that make up the metallic glass.  In this model, there is no orientational 

order amongst these clusters and face-sharing of neighboring clusters is preferred to minimize 

solvent volume.  Recently, Ma suggested that the presence of geometrically unfavored polyhedra 

frozen in during rapid quenching may contribute additional free volume to the overall structure 

[54].  Faster quenching rates create more readily configurable polyhedra, which increases the 

overall free volume.  Tschopp et al. used MD to study how grain boundary character influences 

point defect formation in ordered grain boundaries, finding that self-interstitial atoms have a 

larger energetic driving force for binding to general, high-angle grain boundaries than vacancies 

do [19].  Since this explains why ordered interfaces struggle to absorb vacancies, the absence of 

such behavior in AIFs suggests that the added free volume in an AIF creates an additional 

driving force for vacancy binding.  The addition of Zr dopants to the AIF may also contribute to 

this phenomenon.  In Kirchheim’s theoretical study of formation energies, segregated solutes 

within a boundary or near a dislocation were found to lower local vacancy formation energies 

[55]. 

 

2.4.3    AIF Processing Routes 

Recent advances in processing science have made crystalline materials with amorphous 

interfaces accessible in multiple material systems.  Magnetron sputtering is a viable processing 

method for the creation of such materials.  Wang et al. used this method to fabricate Cu-Zr 
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nanolaminates with alternating layers of crystalline Cu and amorphous Cu-Zr, created by solid 

state amorphization [43].  In this case, the thickness of the Cu-Zr amorphous layers could be 

tuned directly by controlling co-deposition times.  However, this process is limited by low 

deposition rates and results in an anisotropic material, with the amorphous interfaces only being 

placed in the film growth direction.  The formation of disordered interfacial complexions via 

segregation engineering [25] is a promising technique for introducing AIFs without such 

limitations.  Shi and Luo developed the thermodynamic theory behind such disordered films, 

showing that doping can reduce the free energy penalty for the formation of AIFs and creating 

predictive grain boundary diagrams [14].  Tang et al. also developed a thermodynamic model 

incorporating interface energy and temperature [32], showing that disordered complexions are 

more stable at higher temperatures and that high-angle boundaries provide a more stable site for 

complexions than low-angle grain boundaries.  An implication of these models is that AIFs may 

be introduced into a random polycrystalline material if segregating dopants are added and high 

temperature grain boundary structures are quenched into the microstructure, with thickness 

perhaps controlled by tuning dopant concentration and temperature.   

 

2.5    Conclusions  

Our molecular dynamics simulations suggest that amorphous intergranular films act as 

efficient point defect sinks when compared to general, high-angle grain boundaries.  Increasing 

the effective interfacial thickness allows for shorter point defect migration distances, while the 

excess free volume present in an AIF dramatically increases the absorption of vacancies.  The 

extremely rapid healing of cascade damage at an AIF should be beneficial for nuclear reactor 

materials which must survive high dosage rates.  Incorporating AIFs into nanostructured 
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materials would place these damage-tolerant interfaces regularly throughout the material, 

offering a promising route for unprecedented resistance to radiation damage 
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Chapter 3: Formation of structurally ordered and disordered intergranular 

films in immiscible metal alloys 

3.1    Introduction 

In recent years, the idea of grain boundary complexions have garnered a lot of attention 

and research support due to their complicated structure and potential for usability across a 

myriad of applications [29].  Complexions are interfacial materials that are in thermodynamic 

equilibrium with their abutting phases that have a stable, finite thickness [25].  Ordinary grain 

boundaries can be analyzed using equilibrium thermodynamics [56] and may have structural 

transitions similar to that of their bulk counterparts, but complexions do not satisfy this Gibbs 

definition of a phase because they are inhomogeneous across compositions and structure [29].  

Complexion transitions have been shown to be responsible for diverse behavior such as 

abnormal grain growth [26], solid-state activated sintering [57], and increased ductility in a Cu-

Zr system [31].  Intergranular films are higher type Dillon-Harmer complexions that can be 

structurally and chemically ordered or disordered.  Dopants in monolayer, bilayer, or trilayer 

complexions form specific segregation patterns at the grain boundary, while amorphous 

intergranular films (AIFs) and wetting phases are completely disordered structurally and 

chemically [26].  Most notably, pre-melting [58]-[59] and amorphous film formation [60]-[61] 

have been focused on, whereas lower type complexion studies comprise a subset of the literature. 

Since dopant segregation and complexion formation are nanoscale processes, atomistic 

simulations are an ideal tool for studying intergranular film and sub-intergranular film 

complexions.  Molecular dynamics (MD) has been used to study the pre-melting behavior of 

intergranular films in pure and Ag-doped Cu [62] as well as the kinetics of intergranular film 

formation [63].  Frolov et al. have used MD to discover two different grain boundary phases that 



30 
 

exist when using the Σ5 (310) symmetric tilt grain boundary in a Cu-Ag system [28].  This gives 

rise to phase transformations as a consequence of changing chemical composition while the 

temperature is fixed.  Frolov et al. also went on to find that adding a free surface to the system 

would enable a transformation in the same Σ5 (310) grain boundary [15].  Recently, Pan and 

Rupert used atomistic simulations to study disordering transitions in Cu-Zr [27], finding that 

different ordered complexions first form , depending on the boundary’s starting structure, and 

that a transition to a structurally disordered state occurs at high boundary concentrations of Zr.  

They also found that a boundary’s tendency to undergo the disordering transition more directly 

linked to the relative solute excess than the starting grain boundary energy.  Purely 

thermodynamic models for complexion formation have been developed as well.  Luo and Shi 

performed a study on disordering in binary alloys showing that equilibrium complexion diagrams 

can be created to see the effects of temperature and global dopant concentration on the formation 

of specific complexion types [33].  However, studies investigating intergranular film formation 

in binary alloys with different enthalpies of mixing have not been well established.  Systems 

such as Cu-Nb that are immiscible with negligible solubility [64] and contain few intermetallics 

may provide further insight into how ordered and disordered films form.  Since these materials 

do not form intermediate phases, adjustable cooling rates may not maintain the disorder enabled 

at higher temperatures as it is equilibrated [65].  Moreover, these kinds of systems are needed to 

bridge the gap between current knowledge of binary alloy disordering and intergranular film 

formation. 

In this paper, we use MD to analyze the behavior of Σ5 (013) and Σ11 (113) boundaries 

in Cu-Zr and Cu-Nb systems to further develop the notion of how segregating dopants affect 

intergranular film formation.  The Cu-Zr system consistently forms amorphous films whereas the 
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Cu-Nb system forms both ordered and disordered films.  At higher temperatures, a disordered 

transition is seen for Cu-Nb in the Σ5 (310) boundary at low dopant percentages, but remains 

ordered otherwise. A free surface is then applied to the 600 K Σ11 (113) boundary samples to 

give insight into how the behaviors are implemented across different boundary conditions. 

 

3.2    Computational Methods 

In this study, a hybrid simulation technique comprised of Monte Carlo modeling of 

chemical distribution and MD simulation of local structural relaxations is run using the open-

source Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) code [9].  

Atomic interactions for Cu-Zr are described by a potential from Mendelev et al. [47] which 

recreates important properties of both the elemental systems (using Embedded Atom Method 

(EAM) formulations) and glassy Cu-Zr phases (using a Finnis-Sinclair formalism).  An EAM 

potential created by Liang et al. [66] is used for Cu-Nb interactions because of its adherence to 

the topological features of the experimental equilibrium phase diagram in both solid and liquid 

states.  This potential is also fitted to the elements respective enthalpies of mixing.  Both Σ11 

(113) and Σ5 (013) tilt grain boundaries were investigated at 600 K and 1200 K to understand 

different complexion behavior at low and pre-melting temperatures.  These two boundaries were 

chosen because they differ significantly in grain boundary energy (Σ11 (113) = 0.022 eV Å-2 and 

Σ5 (013) = 0.062 eV Å-2) [27] and potential dopant sites.  Each simulation cell consisted of 

~165,000 atoms arranged in a rectangular prism (22 nm x 22 nm x 4.45 nm) with two interfaces 

in each system.  Periodic boundary conditions were used for the majority of the simulations, 

although the effect of free surfaces will be discussed later in the paper. The simulation cell was 

first run through a conjugate-gradient minimization and then equilibrated at the appropriate 
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temperature under zero pressure with an isothermal-isobaric ensemble (constant number of 

atoms, pressure, and temperature) for 5 ps. The simulation was then run using the variance-

constrained semi-grand canonical (VC-SGC) ensemble [67].  Every 100 MD steps, a Monte 

Carlo step is performed to adjust the chemical potential and thus global dopant concentration of 

the cell until its total potential energy converged below a given variation tolerance of .0014 keV.  

MD steps were typically run for 3 to 5 ns depending on the target concentration that needed to be 

reached.  Under the VC-SGC ensemble, a suitable choice of chemical potential affects the real-

time run rate of the simulation and the global dopant concentration [62].  To monitor this 

variable, we used a self-evaluating script that adjusted the chemical potential after every 1000 

steps to ensure the maximum global concentration was reached.  Our initial estimations for the 

chemical potential difference were 3.5 and 3.7 eV for the Cu-Zr and Cu-Nb samples, 

respectively.  After the total potential energy reached a minimum value, the simulation was 

placed under another conjugate-gradient minimization to remove thermal noise.  All atomistic 

configurations are visualized using OVITO [11] and the structure types were identified with 

adaptive common neighbor analysis (CNA) [12].  Atoms were also colored by atom type to give 

a clearer view of how the dopants segregated to the interfaces. 

 

3.3    Results and Discussion     

3.3.1    Qualitative Structural Transition Results  

 At low dopant compositions, there is a clear difference between the segregation behavior 

of Nb and Zr in our system.  As seen in another study [27], nanoscale amorphous intergranular 

films (AIFs) form in a Σ11 (113) boundary far beneath the melting temperature of Zr.  The left 
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images of Figure 3.1 (a)-(c) shows the evolution of these complexions as the dopant composition 

is increased.   

 

Fig. 3.1. Snapshots of singular Σ11 (113) grain boundaries doped at 600 K in the (a)-(c) Cu-Zr 
and (d)-(f) Cu-Nb systems with periodic boundary conditions.  The left picture in each pair 
represents the structure of the atoms where white atoms are non-crystalline, green atoms are 
FCC, red atoms are HCP, purple atoms are BCC, and icosahedral atoms are yellow.  The right 
picture shows the chemistry of the boundary where peach atoms are Cu, blue atoms are Zr, and 
black atoms are Nb. 
 

Multiple structure types are easily identified in this figure as compositions are increased which is 

evidence of increasing disorder.  Similarly, focusing on the chemistry of the sample in the right 

half of (a)-(c), we see the Zr form into a fully disordered film.  Figure 3.1 (d)-(f) shows Nb 



34 
 

exhibiting a much different behavior when it is the primary dopant.  As seen in the left half of the 

figure, atoms in the boundary aggregate together to form a crystalline BCC phase since the 

solubility of Nb in Cu is almost negligible, especially at temperatures beneath the melting point 

of Nb [68].  Coupled with the right half of Figure 3.1 (d)-(f), we can see that all of the Nb atoms 

form these phases.  As dopant composition is increased, Nb prefers to segregate to areas in the 

boundary that will cohesively lengthen the ordered Nb phase.  The Nb dopants form continuous 

phases within the boundary until a boundary solubility limit is reached and then they partition 

into ordered phases separated by smaller non-crystalline boundaries within the main boundary. 

 

3.3.2    Quantitative Structural Transition Results 

 Figure 3.2 represents a quantitative perspective of the phenomena described above.  

Grain boundary thickness is measured as a function of global dopant composition in Figure 

3.2(a), which gives insight into the process of complexion categorization.  The Cu-Zr system 

smoothly transitions into an AIF after one percent of Zr is added.   

 

Fig. 3.2. (a) Grain boundary thickness, (b) grain boundary composition, and (c) grain interior 
composition as a function of global composition for the Σ11 (113) samples with periodic 
boundary conditions doped at 600 K.  
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After this, the boundary thickness increases rather quickly and these thicknesses fall within the 

range of nanoscale AIFs [27].  However, the Cu-Nb transition to an ordered phase is rather 

abrupt.  At ~0.6% global composition, the Nb dopants aggregate together in a boundary resulting 

in this sharp increase of thickness.  After this, the thickness increases almost exactly linearly.  As 

more Nb is added, it segregates directly to the phases in the boundary.  Figure 3.2(b) shows how 

direct this behavior is.  After the ordered Nb transition, grain boundary compositions quickly 

climb to more than fifty percent, whereas the Zr composition remains relatively constant.  Figure 

3.2(c) shows a similar result concerning the grain interior composition.  In the case of Zr, a 

small, constant amount of dopant remains outside of the grain boundary after an amorphous 

transition.  Conversely, after the crystalline Nb transition, virtually 0% of the dopant remains in 

the grain interior.  Nb has a greater propensity to segregate and form ordered phases as opposed 

to Zr. 

 

3.3.3    Effect of Varying Grain Boundary Character   

Grain boundary character plays an important role in determining the likelihood of forming a 

disordered intergranular film. In Figure 3.3, we have illustrated what happens when the character 

of the boundary is changed, coupled with an increase in temperature.  This increase in 

temperature was made to facilitate grain boundary segregation since the system will be close to 

the melting point of the dopants used, thus leading to enhanced migration.  At low dopant 

compositions, the Nb-doped Σ11 (113) boundary in Figure 3.3(a) remains essentially untouched.  

Structurally speaking, the boundary is not perturbed.  Figure 3.3(b) shows how Nb is 

intermittently dispersed throughout the cell as much of the dopant remains in the grain interior.  

Similar to the behavior seen in our 600 K samples, Figure 3.3(c) shows how the boundary 
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immediately forms an ordered film at 6 at. % composition.  Another important result is that this 

boundary can contain more Nb before forming a crystalline phase.  In our 600 K samples, the 

Σ11 (113) boundary had its crystalline transition before one percent Nb, whereas the 1200 K Σ11 

(113) boundary can sustain up to 3 percent Nb without transitioning.  The Σ5 (013) boundary in 

Figure 3.3 (d)-(f) exhibits very different behavior.   

 

Fig. 3.3. Structural analysis of the Nb-doped [(a) and (c)] Σ11 (113) boundary and [(d) and (f)] 
Σ5 (013) boundary at 1200 K with periodic boundary conditions.  White atoms are non-
crystalline, green atoms are FCC, red atoms are HCP, purple atoms are BCC, and yellow atoms 
are icosahedral. (b) and (e) are the chemistry analysis of the Σ11 (113) boundary and Σ5 (013) 
boundary, respectively, where peach atoms are Cu and black atoms are Nb. 
 

At low dopant composition in Figure 3.3(d), the boundary thickens and is disordered. In Figure 

3(e), we can see how Nb has segregated to the boundary, but not in a fully disordered fashion.  
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Some of the atoms have aggregated together, but not with such propensity as to form their own 

ordered phase.  However, as the composition is increased in Figure 3.3(f), we see that the Nb 

forms a crystalline phase as seen in the Σ11 (113) boundary.  Simply altering the grain boundary 

structure led to far different behavior at low dopant compositions. 

 

3.3.4    Effect of Free Surface on Structural Transitions 

 Lastly, we investigated the effect of free surfaces on our system.  Figure 4 shows the 

dopant segregation behavior during select compositions of the dopant’s initial formation, 

intermediate progression, and final covering.  In Figure 3.4(a), The Zr dopants initially aggregate 

right above the triple junctions.   

 

Fig. 3.4. The structure types of the top halves of the Σ11 (113) samples at 600 K with an upper 
and lower free-surface doped with (a)-(c) Zr and (d)-(f) Nb.  White atoms are non-crystalline, 
green atoms are FCC, red atoms are HCP, purple atoms are BCC, and yellow atoms are 
icosahedral. 
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This may be a consequence of the surface-to-grain-boundary energy ratio being greater than √3, 

thus making the triple junction line unstable [69].  Segregating dopants are known to potentially 

lower both of these values [70], thus making the system more stable.  As the composition is 

increased in Figure 3.4(b), the Zr dopants fully disorder the free surface leaving the grain 

boundaries intact.  At the highest composition in (c), the free surface begins to envelope the 

boundary, forming a wetting phase.  The Zr has segregated mostly to the free surfaces, causing 

the overall disorder.  As for the Nb dopants, there is a more well-defined progression throughout 

the free surface.  The most favorable position within our system for the Nb to initially segregate 

to is the triple junction, as this may be the most energetically favorable position to begin as 

shown in Figure 3.4(d).  After this, the Nb disperses throughout the rest of the free surface and 

eventually within the grain boundaries themselves in Figure 3.4(e).  An important behavior to 

note is again the ordered nature of the phases formed by Nb.  The Nb dopants form singular BCC 

phases with partitions in between them at the higher compositions as seen in earlier simulations.  

Coupled with this behavior, stacking faults (HCP structure type) and other defects start to arise 

due to the interior stress build up from this segregation.  As discussed before, a very small 

minority of Nb dopants remain within the boundaries as the phase transitions are taking place. 

 

3.4    Conclusions 

 In this paper, we used a combination of Monte Carlo/MD simulations to assess the role of 

segregating dopants in the Cu-Zr and Cu-Nb systems with respect to ordered and disordered film 

formation by varying grain boundary character and temperature.  Zr dopants form disordered 

amorphous films under all periodic boundary conditions.  Alternatively, we found that 

immiscible dopants with almost negligible solubility in Cu such as Nb form distinct, crystalline 
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phases within grain boundaries at temperatures far beneath its melting temperature in Σ11 (113) 

boundaries.  Near Cu pre-melting temperatures, the Σ11 (113) boundary can contain more Nb 

before structurally transitioning to ordered phases.  However, in a Σ5 (013) boundary at low Nb 

dopant compositions, there is a high degree of disorder within the boundary.  Although this 

behavior greatly contrasts with the Σ11 (113) boundary, the Σ5 (013) boundary encounters a 

crystalline transition at higher global compositions as well.  Adding a free surface to these 

systems allows both of our dopants to segregate outside of the boundary to a more energetically 

favorable state.  The Zr dopants form a wetting film at the surfaces that slowly envelopes the Σ11 

(113) boundary with increasing composition, whereas the Nb dopants start distinctly at the triple 

junctions and then coalesce to form a crystalline phase.  While both of these dopants have similar 

properties in a Cu system, it is evident that efficient glass-forming binary systems are more likely 

to form disordered complexions while extremely low solubility systems with differing enthalpies 

of mixing will form crystalline phases within the grain boundary given specific boundary 

conditions and grain boundary character. 
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Chapter 4: Summary and Conclusions 

4.1    Summary 

 Two comprehensive MD studies were performed to give insight into the intricacies of 

creating radiation resistant materials and understanding structural transitions in binary alloys. 

Specifically, simulations are used to explore the effect of interfacial structure on residual 

radiation damage. An ordered grain boundary is compared to a disordered amorphous 

intergranular film, to investigate how interface thickness and free volume impacts point defect 

recombination.  Collision cascades are simulated and residual point defect populations are 

analyzed as a function of boundary type and primary knock on atom energy. Secondly, hybrid 

Monte Carlo/molecular dynamics simulations are used to study segregation-induced 

intergranular film formation in Cu-Zr and Cu-Nb alloys.  While Cu-Zr alloys form structurally 

disordered or amorphous films, second phases precipitate at the interfaces of Cu-Nb.  Finally, the 

effect of free surfaces on dopant segregation and complexion formation is investigated for both 

alloys. 

 

4.2    Conclusions 

Our molecular dynamics simulations suggest that amorphous intergranular films act as 

efficient point defect sinks when compared to general, high-angle grain boundaries.  Increasing 

the effective interfacial thickness allows for shorter point defect migration distances, while the 

excess free volume present in an AIF dramatically increases the absorption of vacancies.  The 

extremely rapid healing of cascade damage at an AIF should be beneficial for nuclear reactor 

materials which must survive high dosage rates.  Incorporating AIFs into nanostructured 

materials would place these damage-tolerant interfaces regularly throughout the material, 
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offering a promising route for unprecedented resistance to radiation damage.  Our Monte-

Carlo/MD models show that structural GB transitions rely heavily on grain boundary character 

and the material alloy system that is being tested. Cu-Zr GBs form nanoscale films after a 

specific dopant tolerance composition, whereas Cu-Nb systems form complete second phases at 

the GB. However, at higher temperatures, the Σ5 (013) exhibits behavior that is dependent on 

grain boundary character.  While the ordered complexion is retained at high temperature for the 

Σ11 (113), a disordering transition is observed for high energy Σ5 (013) boundaries at low 

dopant concentrations.  The ordered film structure reemerges as dopant concentration is 

increased.     
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Chapter 5: Future Work 

Many avenues of experimentation and modeling can be investigated from the work of 

this thesis. In terms of MD, the radiation tolerant interface findings can provide a basis for a 

much more developed study that uses a system of millions of atoms and a longer timescale. 

Different complexion types or varying GB character could also be modeled after our bicrystal 

setup to test their respective sink efficiencies. Experimentally, AIFs can be incorporated into 

nanoscale systems to physically test their sink efficiencies. AIFs are known to dramatically 

increase the ductility of a Cu-Zr nanoscale system [31], so it would be worth attempting such 

implementation into materials that can be tested under irradiated environments. 

The complexion interface thermodynamics project can be extended in a similar manner. 

More GB types can be modeled to better understand mono- and bilayer complexion type 

formation. In addition to changing the boundary type, the alloy system can be amended to other 

immiscible types such as Cu-Ta to test for the immediate or gradual structural transition at the 

GB. Both the Cu-Zr and Cu-Nb systems can be fabricated by sputtering methods as well to test 

their viability as structural components. Different boundary types can be analyzed via TEM to 

single out specific GB characteristics and identify suitable structures to be mechanically tested. 

Lastly, these different complexion types can be tested under extreme environments for 

the purpose of assessing their stability. The amount of literature concerning complexion 

formation and thermodynamics is steadily growing, but physical tests of their viability under 

non-ideal conditions (e.g. very high or very low temperatures, highly pressurized vessels, etc.) 

are the next frontier for developing a fully interconnected understanding of how complexions 

behave. 
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