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Tables:

’1' Talliee of numbers of'events obtained.

2 ‘Expressions used in beam optics calculat1ons

(a) Differences (in 8t< ndard deviations XlO) of indiv-

'f}1dua1 runs from averages: of neighboring runs. (b) Break-
“down of variances and cross-sections for éach momentum
‘bin. (3.8 gev/c-1). ‘

4. Same as 2, for 3.8 gev/c-2

5 ‘Same as 2, for 4.5 gev/c-1
’ 6 Same as 2, for 4. 5'gev/c-2‘
' 7. Same as 2, for 6.3 gev/c-1

8. Same as 2, for 6.3 gev/c-2.

v9.. Overlap chisquai‘es for the individual runs.in each

. experiment.

10. Fitted cross- sectlons and resonance parameters at each L
energy.

11. Fitted pion peak masses and widths, and estimates
for the mass calibration accuracy near 1 gev missing mass.

~12. Kinematic quantities of interest at various beam energies.



Figure Captions.

1. Secondary beam layout.

2. (a) Event: timing s‘equerice, showing'p‘article detection,
event digitization, and chamber recharging separately.

(b) block diagram of the experimental layout.
3 Block diagrém of the electfo.r:i-.c fast'logic.:'
4. Block diagram of the spark chamber‘t'riggering_l’ogicd.

5. Recorded time of flight plotted agamst tlme calculated

from fitted momentum. v

6. Fraction of deuterons re_jected by the cerenkov counter,
~. and fractiOn of prot_ons detecte_d, versus p"noment_um.

'
i

7. Derivate of M2 versus beam momentum secondary
© momentum and production angle both at 0° and in the
-~ Jacobean peak reglon ‘ o
8. Speétrometer resolution.
9. M2 resolution, including fitted m peak widths.

10. Confidence level distributions for 3. 8 gev/c data/

~11. Events in the m peak region fitted w1th various chamber
. configurations.

12. Normalized pull quantities for various deuteron momenta.

13. Accepted solid at:gle versus dP/PO, for a point source,

" and for a diffuse source displaced .5" vertically.
14. Momentum spectra for 3.8 gev-1l.

- . 15. Same as 14, 3, 8 gev/c-2.
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. 16. Same as 14, 4.5 gev-1

1;7. Same as 14, 4.5 gey-Z

18. Same as 14, 6 3 gev-1

19. Same as 14- 6.3 gev-2.

20. Schematics of upstream~beam optics.
21. Beam optics "chrough the spectrometer.

22. Correlation between horizontal entrance coordinates
and slopes, versus dP/P. ‘ '

23. Correlation between vertical entrance coordinates and
‘slopes, versus dP/P

24. Measured vertical image size at the épectrometer entrance
versus dP/P. ‘

' 25. Measured excess steering in horizontal and vertical |
planes versus dP/P. o

26. Systematic error in the spectromet‘er‘ detection
efficiency versus the calculated weight. These errors depend
on dP/P indirectly through the weight. - '

27. Measured rms. coulomb scattering angles in the front
. scintillators versus momentum. '

28. Spectrometer entrance coordinates plotted against
slope discrepancies.

29, Discrepancies in the observed chamber coordinates
(caused mainly by scattering in C1C2).

30, Horizontal and vertical acceptance plotted against dP/P;
one unit represents the size of the collimator entrance.

31. Beam profiles for typical data.

32. Normalized acceptance coordinates (horizontal) plotted
against observed slope deviations; only dP/P 0 rays are used.
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- 33, Fraction of deuterons éssdéiated with the primary beam
~ halo versus apparent normalization errors in the target

empty cross-sections, for runs from 4.5 gev-2.

34, Average distribution of dP/P for events in and out

- 0f the beam halo, showing the peaklng of halo associated
-.events at dP/P= -, 06.
~35. (a) Correction for Cerenkov r’ejection of deuterons with

normal logic (solid) and with logic of 3.8 and 4.5 gev-1"

) (dashed). (b) Fraction of accidentals that ere not rejected

by the cerenkov veto or by the timing requirement.

36, Typical d1str1but10n of normalized: coll1mator entrance
‘ _coordmates 7 for central momentum rays.

: 37 Target empty rates for 3.8 gev—.l._ |
| 38. Same as 37, 2.8 g;e'v—Z
- 39. Same as 37, 4.5 gj’ev-l
40. Same as 37- 4.5 éev-z
- 41. Same as 37 , 6;3 gev-1 .

42, Same as 37, ( 3 gev-2.

43. Subtracted Laboratory cross-sections, 3 8 gev:-l
' 44. Same as 43, 3.8 gev-2 |
' 45. Same as 43, 4.5 gev-1

46. Same as 43, 4.5 gev-2

47. Same as 43,‘ 6.3 gev-1

48. Same as 43, 6.3 gev-Z.

49. Fitted differences betwéen the laboratory cross-sections
of 3.8 gev -1 and 2 and between 4.5 gev-1 and 2.

50. Superposed c.m. differential cross-sections, 3.8 gev,
1 and 2.

51. Same as 50, 4.5 gev; 1 and 2.



-viii -

52 Same aé’ 50, 6.3 gev, 1, 2.

53' C. M., cross'-.sec‘ti.on’g af 3.8 gevv-..
54 C.M. crc.>ss-_'secti.or'1vs, 4.5 gev
55 C.M. cross-sections, 6.3 gev.

56. C.M. cross-sections at 4. 5 gev with systematic 5%
‘magnification error. ‘

57. C.M. cross-section at 3.8 gév,.fit;ced.
5‘8.v Fitted c. m. 'cross-é’ectibn at 4.5 gev.
59. Fitted c.m. .cvvross-section ‘at v6. 3 gev.
60. Laboratofy cross-sectibns.

61. Differences, averaged over beam energies, of measured
c. m. cross-sections from fits to a linear expression in

~  the laboratory momentum.

62, F1t ch1squares versus 'delta cross section. (a) 3. 8 gev,

(b)- 4. 5 gev, (c) 6. 3 gev.

. 63. Fit chisqtiares versus delta éross_—_ sectio”n‘fo'r various
. widths; (a) 3.8 gev, (b) 4.5 gev, (c) 6.3 gev.

64. Fit chisquare versus delta width for various cross-
sections; (a) 3.8 gev, (b) 4.5 gev, (c) 6.3 gev.

65, Production diagrams for 2w and 3w final states.

' 66. Phase space contributions for various final states,
_ in absolute units as defined in the text.

67. C.M. cross-section, d0/dM measued by Banner et. al.
‘at 3, 8 gev, showing the est1mated contr1but1on from a
broad delta resonance at 975 mev.

68. Cross-sections minus linear background measured
by Kienzle et.al., expressed in standard deviations,
-showing both their 3»aussian fit and a 50 mev wide
Breit Wigner expression.

69. Excitation curves for pion, rho, and delta meson
production plotted against Ppap,.

&




70. Coordinate system used in defining particle orbits

; in the spectrometer.

-ix-



!

Section I- I_nvtroductiOnv

_ vInb this report wepi:esent new experimeﬂtal data on the
non-strange, isospin 1 meson spectrum in the mass region
around 1 gev. We first su‘i'nmarize‘,, the physical and historical
issues that are pertinent to this study; other surveys of
the ekisting experimental information may be fouﬁd in the

M ,(2), (38) |

literature.

~The original observation of a narrow ( I’*5 mev) resonance

at 963 mev produced in the reaction m“P+X~-P: has not been

convincingly confirmed or denied by any subsequent experiment.
The first apparent conﬁrfnation of this result of the CERN
missving-mass spectrometer (MMS) experiment was in the

study of the reaction PP+dX" at 3.8 gev/c incident momentum
at Saclay. (4) With a resolution of 60 mev fwhm. in the mass,
this experiment reported a 5 standard deviation (s. d.) enhance-
meﬁf at 960 mev in the mass. However, a subsequent study
of the same reaction at Saclay by Banner et. ai. (52 at the same
beam energy and with the same technique ( a2 narrow band mag-
netic spectrometer) revealed a smooth, featureless missing

mass spectrum.. No detailed information on the decay products

(3)

of the '8 (963)' is provided by the CERN MMS. experiment, except

that there is a 50% branching ratio into three or more charged

' .>pabrtic1es'. ‘Perhaps it is important to note that the ratio. of

. s 6
st to p * intensities is only 1%. Banner et. al. ( Llso repeated

' the study of m"P+X"P at 1. 8 gev/c incident momentum; although
" no-evidence for the & (963) was found, the upper limit was

" more than 1% of the P cross-section.



: More recently, two experimlént.s report an enhancement
in the N7~ mass spectrum from the rea'ction:, K Py nte™m .
With a mass resolution of 40 mev (fwhm.), Ammar et. al. (7)
report a mass and width of 980+10 mev and 80+30 mev
respectively. With corhparable resolution, Barnes et. al. (8)
find a mass of 970415 mev and width less than 50 mev. In
~ addition, Barnes et. al. give upper limits for the 2w, 3w, and
KK decay modes that are essentially equal to the observed
n. decay rate. Crennelet. al. % )argue that th1s TTn(980)'
enhancement can be attributed to w°%r©° background in the
n signal; pm formation in the resulting 37 system can
produce a peak around 1 gev. However,v Barnes et.v al. and

(38

Ammar et. el. )ﬁnd that this explanation gives a wider
peak displaced from the observed resonance pos1t10n that
cannot account for the effect. This criticism may, nonetheless,
apply to the observed enhancement in the M w~ signal in the
‘reaction K'n+ M m" reported by Miller et. al. (39)
Parenthetically, it is clearly desirable to study the M
system with better resolution and better signal to noise
ratio in the identification; this would require detecting the
2y decay mode.

Two other experiments report production of vn(980) as a decay
product of the D°(1285), with the 7 ,(980) subsequently decay-
ing into mw. Campbell et. al. (1?)studying the reaction
nwtds PP wtm , report a mass aod width of 980410 mev
and 40+15 mev, and a branching ratio. DO+KKOw /DOam 7= 16+, 08.
(31)

.Defoix et. al. obtain similar results from a study of the

reaction PPs 2727 ™ ; they find a mass and width of 975 and 25 mev,

and a branching ratio of . 12+. 04.




The irhportance of the D° branching ratio into KK lies in
_’vthfe possible connection between the Tfn.(980) and the 'm,(1016)";

the latter is seen as a threshold enhancement in the KK system

"decay mechanism may be through the Tfn(1016) channel.

(12)

in a variety of PP annihilation channels. ' Examination

of D? decay (produced in PP) suggests that the dominant

' Thus, if T ,(980) and T_(1016) are manifestations of a single

_enha‘ricemént, then the D® branching ratio measures the -

(12)

“relative rrobability W'neKR/TT n? ™. Astier et. al. ,

1016) , give a lower limit

studying the chanhel PP 2 (

of . 2 for the ratio m,(1016)+KK/ (1016)» M7 ; this is barely

_consistent with the upper limit inferred from D° decay into

ﬁn(980), namely about . 24.
" Before purAsuiAng this identification problem further, we

consider the possible quantum numbers of the isovector

~resonances seen in the major two particle channels; these
‘are summarized as follows:

S FPC gmx ¥k o=t ot 177 pFe 1 7HE 4 pe- pdo 2=+ pt+

o G-1
nm G=- G=-1 v G=-1
(KK) ~ G=-1G=1 | G=-1
KiKo ' G=1

KKl G=-1 G=-1
m G=-1 G=-1G=-1 G=-1G=-1
T Gel | | G=1G=1 G=1G=1 |

Empty entries in the table are victims of extended Bose

statistics or C and P conservation, etc. The columns

nia-rked with an asterisk are incompatible with the quark-



o (13) v
antiquark model of meson spectroscopy . thys, the triplet
4 ’

1

’

q-; states have C= -1]"+ P=C, while the singlet states

 have C= 13, P=-C, so that possibilities like J5 = 17"

are ruled out. However, a more fundamental consideration

applies to some of these channels, namely the fact that the coup-

lings are forbidden by SU(3) invariance. - Without working out
the Clebsch-Gordon coefficients, this canbe seen as follows:
_: C invariance in the decay into two pseudoscalar mesons
requires pure D or F type coupling, depending on whether

C is even or odd; extended Bose statistics, implied by

ordinary Bose statistics plus SU(3) invariance, then constrains

the symmetry of the spatial wave function of the decay mesons.

- Thus, if the ..T]TI’ ‘enhancement were 1-+ (C. musf be even
fi'ofn G parity conservation), the wn(986) wave fu'nctiohI
w.'ould be antisymmetric (P wave) even though the SU(3)
wave function must be symmevtricto give positive C parity.
Note that it is not possible to observe this type of SU(3)
violation by studying wrm interactions, which are constrained
‘by isotopic spin invariance. To study violations of the

 quark model classification scheme that do 'not break SU(3)
symmetry, one must examine p m and wm channels, where
Bose statistics do not apply.

The experimental data have not yielded a definite spin
assignment for the m,(980). However, the apparent absen ce
of the p m decay mode favors the ot assignment. In
general, there is no evidence for 2w or 3w decay m_odés;
reports of enhancements in the 3m spectrum in this region
are statistically wezkand do not coincide in mass._(l‘l)’v (15)

ln the case of the m,(1016), the observation of the K K, mode
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)

rules out the odd spin assignments, and the low q value

- of the decay then makes the ot aSsignmeht most probable.

Thus, a common 0++. assignment for 'm,(980) and w (1016)

‘would be consistent with present data.

Several interpretations of the KK spectrum give satisfactory

(12)

fits to the data, according to Astier et.al. = ": (1) a positive

- or a negative complex scattering length, with Im(Ag)/Re(Ag)’
less than . 25; (2) a resonance in KK at 1016 mev with width

: 25. mev. The negative scattering 1ehgth solution requires a

| Kf{ bound state at 975 m‘ev; this can produce a 'virtual bound
's-tate'resonance' in the Amw channél (see Dalitz, (16)).

‘ ‘Br’ieﬂy, the width of the virtual resonance is governed by

the coupling between the N7 and KK systems, which allows

'virtual transitions from 7 to the KK bound state; the

'bwidth is given approximétely by

e _' 2 )
| I Im(As)/Re(As) . 8 kr N v 1-1
where k_ is the (magnitude of the KK C.M . momentum

at 980 mev, so that I is less than 15 mev. The narrow width

.' implies a small coupling to the M= channel, and a production

‘ratio nw /KK given approximately by

2 gds 90T /(5-8.)2 2

g4 . /(s sr)+(M1")“_”1

2 _ 2
gk fds IR / (s-sy) 1.2

where the effective couplings, deduced from the elastic

‘scattering amplitudes, are

g2 . = 2Im(Ag)/Re(Ag) - (4My"-s,)/ay,

2 oM. 2 ap/ayl/2
g KK—S(MkV-sr_/.fl)

In any case, these consequences of the bound state solution



do not agree well with the m,(980) data summarized above.
- An alternate possibilify is a resonance below KK threshold
- which decays into KK and nw '; the branching ratio depends
on the width and relative vertex stréngths. Specifically,
the symmetric SU(3) coupling for 0t+3070" predicts a
‘ratio of 2/3 for g2 / g% — . Assuming; factorizable
n KK _
residues, the width is constrained by extended unitarity

to be proportional to q g2 ~ below KK threshold and to -
nwom :

TT'
—g2 —) above threshold. Then the ratio

(485 o+ Ik £ KR 2 LLhenth
of the decay rates KK/n 7 is approximately 16% if the width
is greater than 40 mev, consistent with the estimates derived
from m,(1016) decay and from D® decay.. |

In the present experiment we find evidenéé for an isospin
one object produced in the reaction PP+dX’ with mass 975 mev
and width 60 mev. Since our mass resolﬁtion is 12 mev (fwhm.),
we can rule out the possibility that this is .really the narrow
's (963)', a problem that is not entirely resolved for the
other experiments. The production ratio of 'F' to P in our
éxper_iment is about 20%, not 1% as in the CERN MMS. results.
- Indeed, even if these objects are ideritical; -we might.expect
to see a large suppreésion of '8 ' relative to p production in
the MMS. reaction w P3X-P. The logical exchange mech-
_‘anisms that can produce the m,(980) in'this reaction are the
n and D° trajectories ( and possibly the B trajectory,
although the decay B-}ﬂn(980)w has not be;en observed). In
the case of the 1 trajectory, the me asured F/D ratio for
the coupling BBP implies that the PPn vertex is 10 times

. — (17)
weaker (absolute square) then the PPr?2 vertex. The

ratio of & to P production should be alpproximately .08. (18)
By contrast, we expect the reaction PP.dX" to be dominated

by exchange of isospin 1/2 nucleon trajectories, so that




O

: Tr-'r-l(980) signal.

, with Qo.stens et. al.

the ratio of £ production to p production is given by
: 2 2 _ (18) -
1/3 % BN/ 8 BN ,
do not depend on the F/D ratio.

Note that the isovector couplings

' Other missing mass studies involving fermion exchange,

specifically in the reaction w"P+PX~, fail to show any

(19)

However, this reaction forbids ispin 1/2

. exchange in the 'u' channel, wheras in PP2dX" this is the

only allowed exchange. Thus, the meson spectrum in the
two reactions need not be comparable.
Finally we note that our experiment is in disagreement

(4)

who report evidence for a narrow '6';

- their mass spectrum at 3.8 gev/c is considerably more

"structured than ours. At this energy, our conclusions are

(5)

consistent with Banner et. al. who observe no fine structure

m the '¢#' region in the same reaction. As we discuss below
the,fapid variation of the baékground phase space in the

'® mass region at 3. 8 gev/c makes broad resonance structure
virtually undetectable.

The real importance of meson spectroscopy and missing

‘mass experiments will probably not be evident until more

" conclusive experimental results are obtained. At least in

(13) PC ++

the simple quark-antiquark model of Dalitz aJ =0

iject is needed to fill the P wave, levels. Thus, assigning
the isovector mesons A2(1300), B(1200), and Al(1080) to

v 3 1 3 - ’ . . .
the P, PlL, and "pj qq states respectively, a spin-orbit
mass splitting mechanism .(M2= J-J+1 - L. L41 - S- S+1)

3p0 level at 950 mev. Accomodation of two

predicts a
such levels nearby in mass, namely the 7 (980) and the
vh(lOlé) would require new fine structure mechanisms.

Clearly, from this phenomenological point of view, it is

~desirable to clarify this part of the meson spectrum.



General Experimental Considerations:

In this experiment we measure thé missing mass in the
reaction PP+ d MM at incident momenta of 3.8, 4.5, and 6.3
gev/c. The deuterons are produced at 180° in the center of mass
system and are detected at 0° in the laboratory with momenta
between 1 and 2 gev/c. There is no kinematic overlap between
deuterons produced forward and backwafd in the center of mass
system in this range of laboratory momenta. ~The .separation
of deuteron events from a much larger background of charged
secondaries is acco.mplished with a water cerenkov detectoi'
and time of flight me'as_urement_. No attempt is méde to detect
other particles pfbduced with the deuteron.

The topics covered in this report are as follcws: in section II
v_vé discuss event selection and other on-line aspects of the
experiment; section IIl treats the momeﬁtunﬁ analysis and
resolution, comparing the precision of our spectrometér with
comparable experiments basea on the 'Jacobean Peak' method;
analysis of acceptance and detection efficiency is taken up in
section IV; section V explains normalization procedures |
and systematic corrections to the cross-sections; the internal
consistency of the data is studied in VI; the statistical signif-
icance of the. fitted results is discussed in VIL

Before.discussing these detailed aspects of the experiment,
we review the principal considefations that affect the validity
ofthe results. Kinematically, the missing mass depends only
on the deuteron momentum in this reaction; the momentum is
measured in a magnetic spectrometer with six wire spark

chambers employing magnetostrictive readout. Our mass

!
i
i
]
!
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resolution (f. w.h.m.), at a missing mass of 1 gev, is 8, 13,
and 23 mev respectively at the incident momenta 3. 8, 4.5, and
6.3 gev/c. The entire beam .system, including a 3" liquid
hyvdro_g'en target, two additional bending magnets, and a. quad-
rupole doublet, is illustrated in figure 1. - »

In order to achieve the desired momentum resolution, it -

is necessary to distribute the spark chambers over 20' lever

armlé, tuning the spectrometer magnet to a 15° bend. Since the
chambers are only 10"X10", this limits the momentum acéep- :
tance of the spectrometer; for the entire beam transport
s_y-stemthev full base acceptanée is 25%, and only the central
13% band is useful for final analysis. "I-‘hus,. to cover the mom-
entum region from 1100 to 2000 mev/é, the data must be taken
in overlapping spectra, and éround the 'delta' region these
distributions have useful mass widths of 130, 180, and 330 mev
respe'c_tively at the three incident beam momenta. The solid
angle acceptance varies by 50% over the range of each distrib-
ution, and additional detection effiéiency corrections vary by
up to 15%. As a result, to detect a phyéical effect as wide

as the Rho meson, great care must be taken in unfolding the
distributions, and the mutual consistency of differént spectra
must be examined. On the other hand, the high resolution
makes it straightforward to detect narrow enhancements-
these should appear iﬁ the individual spectra before unfolding.
Ultimately, to determine the acceptance a nd detection effic-
iency with sufficient preciston, it is necessary to impose
severe fiducial cuts on the datav- these accept 35 to 50% of the
évents. In spite of this, 450,000 target full events and 170, 000

.térget empty events are available for the final analysis;
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the relevant statistics for the expérime nt are listed in table L.

Signal to noise ratio is another critical consideration. Ref-
erring again to figure 1, deuterons are produced'in a 3" long
cylindrical hydrogen target '(3,”.in diameter) -in the external:
proton beam at the Bevatron. The target is small so that
random energy loss in the hydrogen is negligible. The amount
of non-hydrogen rﬁaterial_exposed to the beam must be minimized,
since deuterons are produced more copiously per gram of
rﬁaterial off of heavier nuclei §20) mylar and kapton windows
in the target and beam pipes (. 05'" total) represent the mass
equivalent of 1" of liquid hydrogen. The target full to empty
ratio varies from 5 to 1, and is largest at high deuteron mom-
enta and low incident energy. The data is taken in runs consist-
ing 15, 000 to 40,.000 target full events followed by 5, 000 to
15, 000 targef empty events. | '

The incident beam flux is typically 3- 1010 protons-over a
200 to 500 msec. flattop. Beam intensity is monitored by
the counters M1-M2 in figure 1, which detect secondaries
produced at 80° to the beam line. The absolute normalization
é,ccuracy about +12% for the final cross-sections.

As indicated in table 1, the data is organized into six indép—
endent experiments, two at each beam energy. Systematic
differences exist between the results of these ‘experiments
due to changeé in the experimental logic, as discussed below.
In the final analysis we require consistency between the exper-
iments and the runs within the experiments, and these require-
ments in turn lead td a clearer understanding of the systematic

errors. We now turn to the experimental details.

i
i
i



Section II- Hardware, Logic, and Event ‘Selection
Data Acquisition:

The data retrievalzsystem is discussed in Ref. 21, and

figt_ire 22 shows a block diégram of the system and also of the

timing sequence involved in processing an event. The fast

19gic ide’ntif__ies;a deuteron event by suitable time of flight

and Cerenkov radiation criteria, and triggers the spark
chambers évery 10 msec., depending oﬁ the deuteron flux.
The spark chamber coordinates, twelve in all, are located bf
maghetgstrictive readout; each chamber provides two coérdin-
ates sandwiched between pa‘irs éf fiduc‘ials, and the relative
time lapse between these signals is digitized by scalers

fhat are connected to a 10 MHz quartz clock. The output from
this chamber logic is stored in the PDP-5 computér memory,
together with the digitized time of flight bsupplied by the fast
iogic. At the end of each Bevatron burst, this data (up to

50 deuteron events) is written onto magnetic tape. Each tape

record also contains the readings of eight TSI scalers, which

monitor various counting rates, and the output froma digital

voltmeter, which monitors the magnet currents. Under
reasonably good running conditions 20, 000 events can be
recorded per hour. Some on-line analysis is done to improve
the data quality; spéciﬁcaily, fhe PDP-5 monitors the spark

chamber efficiencies, and a pulse height analyzer stores the

time of flight distributions, providihg a handle on the deuteron

separation and on the momentum acceptance characteristics.

11



Chamber Operation:

The chambers are convstructed of two 10"X10" planes of
..007'4' copper wires 6riented at 90° to oné another; the wire
spacing is 1 mm. ‘and the gap is 1 cm. Neon-helium. gas |
(90:% Ne, 10% He) is circulated through the chambers
(30 ¢m3/min. ). In order to reduce multiple scattering in
the spectrometer, which is a severe problem in detecting
1 to 2 gev/c deuterons, helium bags are placed between the
chafnbers; to contain this helium and the chamber gas, an
additional . 01" thickness of mylar is needed for each
chamber v |

.The triggering 1og1c is outlined in figure 4. The spark
gap trlgger amplifier supplies a 10 KV pulse to break down
the main spark gap; this process is catalyzed by ultraviolet
radiation from the corona 1amp. The rise t1me for the cham-
ber voltage, given by the product of the gap resistance and
the chamber capacitance, is about 3 nsec. The chamber's
stray capacitance is kept smé.ll by the use of lucite instead
of metal bars to support the magnetostrictive wand. The

- 1800 Pf. condensor holds the chamber voltage for 400 nsec. ,
and the lifetime for a spark avalanche is about 30 nsec.
Two fiducial wires in each plane are pulsed when the chamber
'voltage is dr~opped; jitter in'the spark timing as compared with
the fiducial timing has negligible effect on the chamber coordin-
ates- a 10 nsec. jitter in the timing of the electrical pulse |
would cause a . 05 mm. variation in the position of the acoustic
wave. After a discharge occurs, it takes 10 msec. for the
power supply, which is in parallel with large storage conden-

gors, to restore the 5 KV bias on the main gap.

12
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‘A 90 volt clearing field is kept on the high voltage plane
to erase old tracks. Chamber. efficiency is limited mainly by
reignitions, which appear in the data as a ._{Eiduc,ial. followed
.by two coordinates instead of by a coordinate and a fiducial
( any spark produces an acoustic pulse' which prec;edes the
last fiducial signal). It was learned that increasing the clear-
‘in‘g: field over a wide range did little to cut down on the
reignitions; however, substantial reduction in the number of
spurious discharges is achieved by passing the chamber gas over |
~alcohol (at 0°); the alcohol vapor picked up the ultraviolet radiation
produced by the spark avalanche. The number of missed
sparks is negligible. On the average, 80 to 85% of the events
ha_vé ‘single output coordinates in the horizontal plane.in ali
six chambers, and fewer than 1% of the events have double sparks
in wore than two chambers. Detéribration.of the magneto-
strictive wand reduces the quality of the outpﬁt_ signals; in
particular, the wand next to the high vbltagé plane oxidizes
rapidly until the acoustic pulses become unaccéptable.

The use of magnetostrictive readout is discussed in Ref. 22,
and details pertaining to the magnetostricti\}e properties of
materials can be found in Ref. 23. Briefly, the time varying
magnetic field associated with a current pulse in a wire
generates a longitudinal stress in the Fe-Co wand; this wave
is detected by a small coil around the end of the wand, where
the acoustic pulse generates a time varying mégnetic flux. The

output voltage pulse from this coil, about 1 microsec. long, is

' amplified and differentiated to locate the center of the pulse.

These pulses are clocked by the scalers with a least count of

.5 mm. ( this least count is determined by the speed of sound,

5 10° c¢m. /sec. , and the time intervals supplied by the quartz
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clock; 10-7 sec.). ‘The true _spatial resolution of the spark
chambérs, .75 mm., is deduced from the .'straightness' of the

fitted tracks, as discussed in section IIL.

Fast Logic

Figure 3 shows a block diagram of the fast logic, which con-
sists of 50 and 100 MC Chronetics and E. Gi &Ci components. '
During the Bevatroﬁ spill, 20 to 100'deuterons are selected
f‘rc.im a background of 20,000 pions and protons by means of
a water cerenkoc detector (C) and time of flight requirement.
Referring again to figure 3, a trigger is defined by the coincidence
c1 -CZ—C3-C4—C5-’E All triggers are counted on one scaler
to determme the cross-section normalization; the spark
charnbers are fired only when (1) no chamber trigger has occur-
red_ in the previous 10 msec., and (2) .no C1-C2 coincidence
has occurred in the previous 2 microsec. (to avoid double
track_s), The cerenkov s'igr'lal vetoes the C3—C4;C5 coincidence

for 50 nsec., causing a total dead time of about 1 msec.

’
out of the spill. The event coincidence allows a total time

spréad of 7 nsec. on either side of the nominal time of flight,
which is determined by the momentum tuning for each run.

Fo-r subsequent analysis the time to amplitude converter measures
the time of flight for each recorded event.

All counter coincidences are gated by a signal which measures
fhe bBe'vatron ring's magnetic field; the time derivative of the
field, measured by a coil in the ring, is integrated, and a gate
signal is generated when this integrated voltage lies within
preset limits.

The following coincidences are recorded by the scalers for
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subsequent analysis: the counts from MI- M’ monitoring
pr1mary beam intensity; the comc1dence rate between Ml and

M2 _when the l_atter is.arbitrarily del_ayed-( to estimate acc-

idental rates); G3-C4-C5 and C3-C4-C5-C where the cerenkov

s1gna1 is delayed 30 nsec. (to determine dead time losses);

‘also the spark chamber trigger rate and the total rate as

stated above.

- From measured time of flight speetra; we conclude that
the cerenkov antico-i:ncvidence eliminates at iea_st 98% of the
s,ecehdarie.s that have: v/c greater than . 75 ( the threshold

v/c for cerenkov light; the correspondi ng proton momaentum.

-is";‘:1070 mev/c). The time-of-flight separation leaves a

‘ﬁeg_ligible backgound of non-deuterons. By comparing measured

time of flight with the tirhe deduced from the momentum det-

~ ermination, we conclude that the time resolution of the

sc»int_illators is at least 3 nsec. f.w.h.m.; this re‘solution'

‘is achieved by using two photomultiplier tubes with each

counter to minimize variations in the light transit time.

This resloution is to be compared with the flight time difference
Betw_een protons and deuterons over the 44' path from Cl1-C2

to C3-C4-C5; this ranges from 29 nsec. at 1100 mev/c to 15 nsec.

at 1900 mev/c. Thus the 14 nsec. gate 'requirement imposed on

‘tAhe C1-C2-C3-C4-C5 coincidence is by itself sufficient to reject
‘any protons that survive the cerenkov veto. In any case, further

_refinement of the deuteron sample is accomplished by eliminating

events in which the momentum is inconsistent'with the time
of flight.

Figure 5 shows the linear correlation between measured

_times of flight and the times deduced from " morﬁentum determin-
ation. In the 6.3 gev/c data, which is representatwe of four

-of the six exper1ments performed three distinct bands of

S



evevnts are evident, corresponding to protons, deuterons,

and pions- these events have all survived the cerenkov and
coincidence gate requirements. It is probable that the
non-deuteron events are in fact associated with a failure of the
gate on the time to amplitude converter, which is supposed

to ensure that a time of flight id measured only when a
déuteron trigger occurs. The momentum distributions of

the 'non-deuteron' events show the narrow ﬁeak associated
with the reaction PP» drt. Thus, the net effect of the
appé.rent non-deuteron contamination in figure 5 is to intro-
dlice a 2-3% normalization uncertainty; the momentum distrib—
utions are correct, since only the !Czuteron' events are accepted
for analysis.

- The second plot in figure 5 is répresent_ative of the first
experiments at 3.8 and 4.5 gev/c. A significant cluster of
events with measured time of flight greater than 73 nsec.
is evi‘'ent, events that are apparently not deuterons. The fast
logic for this data differs from the diagram in figure 3 in
_that the cerenkov veto is applied to the.C1-C2 coincidence
rather than to the C3-C4-C5.coincidence. The anomalous
events in figure 5 are accidentals; a proton can trigger the

" €1-C2 scintillators and miss the last counters and the cerenkov
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‘detector. If this is followed within 20 to 30 nsec. by a second part-

icle, then the timing between the first C1-C2 count and the
second C3-C4-C5 signal simulates a deuteron evert. The
cerenkov signal from the second proton vetoes the second

C1-C2 coincidence but not the first. The accidentals in figure

5 have measured times of flight greater than 73 nsec. The reason

for this is that the cerenkov signal arrives at the C1-C2

-

>
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>cc.>in.lcbidence unit ie time to anti a non-deuteron event- one
w.ith »t-irne of flight betwe_eh 23 and 73 nsec. . |

With the improved logic of figure 3, aecidentals are
exti'emely unlikely; only secenderies that fail to trigger the
c'erenkov‘ counter after passing through C3-C4-C.5-C can
contribute to this contamination. H-owever, ‘there is consid-
eral'akle loss of flux between the first and the last sets of-
counters (as much as 30%), so that large accidental rates
ex"'e possible with the setup described above. It may seem
pai‘edoxiaal that the accidental raf_es are as large as implied
by figure 5. Even with a dﬁty factor of 10, we expect an
v 'averege sepafation of 1000 nsec. be'tween protons.  However,
the proton flus is 1000 times greater than the deuteron s1gna1
if only . 1% of the protons are followed by a second part1cle

within 30 nsec., which is consistent with the 1000 nsec. aver-

age time separation, then 10 accidentals are expected per spill.

_'E'fficvient rejection of accidentals is possible for momenta
.glj'eater than 1660 mev/c ( then the time of flight in figure 5
i“_s,_less than 68 nsec.). However, because of the finite time
resolution aﬁd the jitter in the arrival of the cerenkov veto
( about 2 nsec.), the region below 1660 me&/e is characterized
by overlapping distributions of deuterons and accidentals;
half of the accidentals can be removed by rejectin_g events in
'Which the measured time of flight exceeds the calculated
~value by more than 3 nsec. Depending on momentum, the
remaining contamination is 8% or less. These residual acc-
identals are protons or pions and are expected to contribute
a smooth background to the momentum distribution that falls
to a negligible level above 1650 mev/c; this background cannot

produce fine structure in the momentum spectrum.

17



The number of events with dou‘ble tvracks.. in the first three
chambers in this early data constitutes 8% of the total; after chan-
gihg the logic, the double track rate fells to 1/2%. Conseq-
uently, we reject these events in the-‘early data, ‘attributing
them to aceidentals, and normali ze the spectra accordingly.
Additional pvurification‘of the sample is achieved by rejecting
events with any doubles in thefiret three chambers; the upper
limit of 8% accidental contamination given above applies after
these corrections have been made.

- Besides accidentals, the early data suffers from the following
defe_i't: deutérons can produce a cerenkox} signal by exeiting
fast electrons in the Water,. so thaf deuterons afe rejected
by the cerenkov veto at a predictable momenfum dependent
rate. The problem is that the deuterohs in the early data
are -I;ejected by the cerenkov signal only if their time of flight
-is less than 73 nsec. Thus, if the time resolution of the
scintillators and cerenROV detector were perfect, we would -
observe a sudden drop in the deuteron'cross-sectioﬁ above
1550 mev/c (about 20%). Becaise of fhe time resolution
and the smallness of the derivative dT/dP, there is instead
a transition region between 1450 and 1650 mev/c in which the
cross section is gradually depleted by the cerenkov veto. .
This effect, like the accidentals preblem, cannot produce
fine structure in the spectrum; the net effect is that we must
normalize the early data to the later cross?sections gotten
 with the improved fast logic. We defer the mathematical
details of tﬁese corrections to section V, where all systematic
normalization errors are analyzed.

We conclude this section by noting that the 14 nsee. gate imposed
~on coincidences is wider than the momentum acceptance of

the beam at all momenta; for example, at 1550 mev/c

18

AU




'('_fh_e délta region), only a 5 nsec. bite in the center of this

gate is used in cross-section analysis.
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Section III- Resolution and Track Analysis

Kinematic Considerations

In a ' missing mass' study of the reaction atb» c+X,
the differential cross-section dZO/-dPCdQc is measured along:
a contour in phase 'space, i. e, 'Pcz Pc(cosé‘-c), Pa:'Pa(cosOC);

a Jacobear  transformation gives the C=M= differential cross-.

v A 2
section 'dZO'/dMXZdOX along a corresporling path cos0y= cos@(M, ).

The choice of phase space contour determines the mass resolution and also _

the relation between the missing mass and the C -M production
ahgle, cos0y; if the latter varies significantly over the desired
mass’ range, then it is necessary to vary the incident beam
energy also, since otherwise one cannot distinguish between the
mass dependence of the amplitude (i.e., resonance formation)
and the angular dependence (diffraction minima, for example).
Two ted.w.nique-s prove to be pravctical. " In the present exper-

iment the laboratory production angle 0. is fixed at 00, the beam

)
enei'gy P, is varied in discrete steps, and MX2 depends only on

Pc’ sirice dMy /d@e =0 at %20. An alternate method is to use th¢
Jacobean peak, where dMy/dP.=0, and My depends only on 0_;

here the recoil energy E. id chosen for a particular value of M,,

and the cross-section variation with angle is studied for fixed P..
Note that in this technique, the C° M . production angle must vary
with My as one sweeps the desired mass range; in the 0° experiment,
the C .M - angle is fixed at 0° or 180°. One practical consequence

of fixiﬁg 8. is that it is easier to piece together spectra taken at

different mass settings, since the phase space contours for each

spectrum are part of a continuous contour- namely 9c=0-

20
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Specializing to the reaction PP3 dX¥, we show in figure 7
the derivatives of M, 2 with respect to P and P}, for the 0°
e-xpétifne nt, and also the derivatives with respect to 8¢ and Py,
in the . Jacobean peak region (Pp is the beam momentum). It
can be vs:een that the mé.ss resolution for a Jacobean peak exper-
iment with a l mr. standard error is ‘equivaleﬁt to that for the -
00 experiment with 3 mev/c momentum resolution. In fig;lre 7

the missing mass is fixed at'1 gev; as the missing mass and

‘beam momenta are increased, the resolution of the 0° experiment

improv'es relative to the Jacobean peak experiment. Moreover, it
can be seen from figure 7 ‘that the beam energy resolution is
critical in the Jacobean peak region but not at 0°,

‘Other considerations ére, first, that triggeririg is easier for
:che_ O.O_e-xpei‘iment, since the deuteron momentum ranges from
1400, to 1800 mev‘/c in the mass region around 1 gev; the correspond-
ing._momentum in the Jacobean peak region is from 2300 to 3000
mev/'c_, de-pending on beam mornentun’:l.” (Deuteron identification
depends on the sthallness of v/c.) Interms of acceptance,
both téchniques are comparable. Thus, at 4.. 5 gev/c incident
morﬁentum, a 13% momentum bite in the 0° eﬁcperiment gives
a 20.0' mev mass range around 1 gev; the Jacobean peak method
requirés a 4° a-ngular acceptance to achieve this. Concretely,
one could éerform the Jacobean peak expei‘iment with two 10"
wire chambers spaced 8' apart, one being next to the target; if
the scattering in the target holder limits the angular resolution
to 2 mr., then this would be equivalent in resolution to a 0°
experiment with dP/P = +.5%. A disadvantage of the Jacobean
peak technique is that the large transverse momentum of the
deuteron (400 to 600 mev/c here), should be accompanied by a

rate reduction of 50 to 80%; this means that target empty background



22

must be virtually ecliminated.

Spectrometer Resolution: .

We optimize the accuracy of the momentum determination
by using a mathematical rep‘res*c\ntation'of the rhagnetié field
which is discussed in appendix 1. The measured coordinates
are ﬁtt‘ed‘,to anélytic expressions for the trajectories in both
horizontal and vertical planes. The variation of the field with
the transverse coordiﬁates x and z is treated with a perturb-
ative correétion to the orbit parameters; these perturbations
~on the line integral vary by 1ess than 2% over the aperture
in the magnet which is accessible tothe tracks. At any fixed
spectrometer setting, the inclusion of field inhomogeneities
improves the momentum resolution by only . 2%. The reason
for worrying about thié detail is that the inhomogeneities vary
systematically over the momentum spectru_m; this is because
of the strong correlation between momentum and position at
the magnet entrance, caused by the upstrearh beam optics.
Whebn Wé piece together spectra téken at different spectrometer
settirigs, the ultimate resoclution depends on correctly calculating
the inhomogeneities, since otherwise real physical fine structure
will appear to occur at different momenta in different spectra.

The resolution is limited by multiple scattering in the chambers,
digitization accuracy, and random energy 1osvs in the hydrogen
target. There are two experimental measures of the resolution:
(1) the r.m. s. scatter of the chamber coordinates from the
fitted trajectories, and (2) the width of the =T peak from the
monoenergetic reaction PP+dnt. The pion energy is affected
by the momentum spread in the primary beam (+.4%), but this

contributes only 5% to the width.

v



We ’elstimate the various sources of error as follows:
(1) lS_/PV x . 025 is the rms. multiple scattering in the . 01" of
mylar around each chamber.

/Pv x . is the rms. in the . copper wires in the
(2) 15/Pv x . 098 is th he . 006" copp h

-chambers; these are spaced 1 mm., so the probability of traversing

one wire is 23%, while the probability of going through both
horiz.or_ltal and vertical wires is 1. 5%.

(3) 15/Pv x . 0622 is‘ the rms. scattering per inch of helium
in the ,gas between the chambers (total path.v length is 500").

(4) .59 / (v/c)?’ mev /c is the rms. momentum loss in the 3"

‘hydrogen target, corresponding to a random energy loss of up

to . 92/(v/c)? mev.
(5) .03" and . 04" ére the estimated digitization uncertainties in
the horizontal and vertical planes respectively. The vertical
sensor wire tends to oxidize because of the high voltage and gives
poorer spatial resblution. | | |

Becaﬁse the deuterons have v/c .75, multiple scattering
overshadows the digitization uncertainty, which we take to be
momentum independent iin fact, there is presumably some
de?endence o‘n'the number of ions and delta rays produced in the
chambers and hence on v/c). Nuclear scattering in the chambers
can be neglected. The most serious problem is multiple scattering

in the wires; the distribution of multiple scatféring angles in a single

_ chamber is expected to be the sum of two gaussians- one having

a total probability of 77% and a width of .4 mr. (at 1500 mev/c),
the other having a probability of 23 % and width of 1. 6 mr.,

‘caused by wire scattering. Thus, the physical errors are not

gaessian, although in a practical fitting program for 2, 000, 000

events we must approximate them as gaussian.
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Scattering in either the first or last chambers does not affect
the resolution. In the central four chambers the distribution
of single wire scatters is:

0 chambers- 35%
I chamber- 42%
2 chambers-19%
3 chambers- 4%
4 chambers- 0%

In addition, there is a 6% probability of at least one double wire
scatter. Thus, a practical goal is to eliminate events with more
than two wire scatters, and this can be done in an average sense
by increasing the estimated multiple scattering in the mylar

in each chamber to Pv x .035 mr. Monte Carlo simulations
show that by retaining only events with satisfactory confidence
levels, we achieve a fnomentum resolution consistent with

the revised estimate of multiple scattering. Obviously, we

can improve the resolution even fgrther at the expense of
statistice by lowering the séattering angle parameter.

Knowing the multiple scattering angles, we deduce the digit-
ization accuracy of the chambers by using the constraints
inﬁpl’ied by the orbit parametrization. Five parameters define
an orbit- the momentum, P, the initial coordinates, Xg, Zg, and
the initial slopes, dXg/dy, dZg/dy; we fit these to their values
at the spectrometer entrance, befofe multiple scattering occurs,
although they can be equally well fitted at ény point along the
trajectory by redefining the error matrix. Thus, with six
chambers there are three horizontal and four vertical constraint
equations, and corresponding 'pull' quantities. Except for tiny
fringe field effects, thepull quantities are simply the deviation
- from straightness of a line connecting the first three chamber
coordinates, the corresponding deviation for the last three, and

the difference between the extrapolated meeting point of these two
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lines in the center of the magnet. The matﬁematical details
are analyzed in appendix 2; it is shown that a s1mp1e linear
transformation exists between the correlatlon matrix of the
pull quantities and the 6X6 coordinate error matrix dm;
knowing the coulomb scattering contrvibut‘ion_ to the latter,

we determine the chamber digitization accuracy, dX2, from
the definition of dX,dX  , specifically,

_ax2 462 3Y . 2 (LeL
j = aX? 4 02 YH;2(3Ly5-Ly)/6 + 8Cp2hd  (Ly-Ly) (Lj-Lio)

L dX;dX;

where ézhe and G%h are the rms. scattering angles per inch

of helium and in each cha%nber, re spectiveiy.

Figure 12 shows pull quantity distributions, ekpressed in
staﬁdard deviations, corxjéqundihg to digitization uncertainties
of . 03:' hovrizon'tally and vertically; the latter is underestimated,
as dlscussed above, and the vertical pulls have a broader d1str1b- _
ution as a result. The momentum resolutlon is plotted in
figure 8 (half-width), together with the resolution in the parameters
Xo and dXo/dy, we include in the momentum resolution the
uncertainty due to energy loss in the target The fitted momentum
half-width of the pion peak at 3.8 gev/c is 9 mev/c; this compares
rgasdnably well with the predicted value of 8.5 mev/c. The method
of fitting the tracks and calculating resolutions is explained in
appendix 2.

Figure 10 shows the cbnfidence level distributions for events
in which 4,5, and 6 chambers were used in the fits. The salient
feature of these distributions is the tail of e\}ents with confidence
less than 5%. Part of the tail is expécted to be due to scattering
in the chamber wires as discussed above. A‘pproximately 25%

of the low confidence events are deuterons that go around the



middle chambers and suffer severe coulomb scattering in the
-helium bags and in the chamber frarhes. We check that the
rest of the events are not associated with steep entrance angles
in the chambers or with particular momenta ( byc;ompérihg their
time of flight distributions). | .

Some events are expected to have low confidence levels because
of scattering in chambers 2 and 5 ( recall that scattering in
chambers 1 or 6 has no effect on the fits). These tracks fail

to be collinear in the appropriate three chambers, and conseq-

uently, we throw away the outermost chamber coordinate whenever

the corresponding pull quantity exceeds two standard deviatiéns.

Then a kinematic fit can be made using the remaining coordinates.

Thus, the events that fail because of poor confidence level are
mainly those that scatter widely in chambers 3 or 4; in this case
there is no way to isolate the anomalous scattering and determine
the momentum reliably. In practiée, after fiducial cuts are
made. on the chamber coordinates, the failure rate is about 5%.
In the vertical plane, which is unimportant for the momentum
analysis, we require only that the fitted orbit lie within . 2" of
the measured coordinates, on the average.
We use events in which fewer than six chamber coordinates are
availéble- either because a pull quantity is anomalously layrge,
as discussed above, or because of misses or reignitions or
doubié tracks. Some doubles are recovered by employing the
collinearity constraint, but this clearly cannot improve our
knoWledge of a track significantly, since collinearity must be
assumed a priori. oFhus, it is important to show that our
fitting procedure is relia.ble for fewer than six coordinates.
To test this we fit the 3.8 gev/c w peak events using only selected

configurations of coordinates, and compare the resulting
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spectra with the fits obtained using all six chambers. Examples
are shown in figure 11 (the ""3C" fits are obtained by the method

already described- the resolution is optimized by rejecting

_ coordi'riates associated with anomalous pull quantities). The

low cor1f1dence level fits are also plotted. Our conclusion is
that the resolution would be adequate if only three chambers
(closest to the magnet) were used in the experlment. The use
of s_i:ﬁi chambers enables us to weed out bad fits and to increase
the recovery rate. Thus, 80% of the events have six good
chamber coordinatesin the horizontal plane, 18% have five or
four, 'a_ndv 1% have only 3; the total regovery rate is 99%,.
bef'o_re‘ everts are rejected on the basis of confidence level.

The primary beam ene‘fgy resolution, as indicated in figure 7,
is _l.ess‘ important than the spectrometer resolution- the mom-
entum resolution of +7 mev/c in the 'delta’ region is equivalent
to a spread of +30 mev/c in the protoh moinentum. As discussed
above, the event triggering is gated according fb the magnetic
field in the Bevatron. ring; the circulating "l.aéal_'n momentum is -
required to lie in a +. 4% band about the presef level. The
spread in the éjected beam energy, for a fixed Bevatron mag-
netic field, is expecf;ed to be smaller than the above limit;
this intrinsic spread is governed by the range of betatron .
os¢i11ation amplitudes at the energy loss target. Assuming
a 1" spread in i:hese amplitudes, the corresponding momentum
spread at extraction is '\1"/600”vX2, or .1%. Thus, we take the
beam resolutlon to be + . 4% (24), (25) l

The expected resolution in MZ2 (half-width) is shown in f1gure
9, together with the fitted mass-squared widths of the m peaks

at each beam energy. In the 'delta' region, the mass resolution

is 14, ié, and +12 mev at 3. 8, 4.5, and 6.3 gev/c respectively.
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Spectrometer Calibration:

The pull quantities that determine the resolution also
meésure the accuracy of the chamber alignment. Originally,
each chamber is located in the horizontal an.d vertical planes
using t;;vo targets mount=d on either side of the frame above the
beam line. These are sighted to align with an axis connecting
fixed telescopes on either end of the spectrométer with a
rotating mirror mounted on the center of the spectrdmeter
magnet. A mirror can also be mounted on each chamber
to detect tilts about the axes transverse to the beam line by
autocollimation. The misalignments that mﬁst affect
the momentum determination are horizontal diéplacements
of the chambers from the beam line. _ o

There are intrinsically three undetermined errors: (1} an
overall displacement of all six chambers from the béam line,
(2) a rotation of the entire spectrometer about the vertical

axis through the magnet center, and (3) a change in the bending

angle between the axes defining each triplet of chambers. Only the

latter can affect the momentum determination and will appear
as an overall calibration error in dP/P.

Three errors can be determined; these can be taken to be
the non-collinearity of each triplet of chambers, and also the
displacement of one set of chambers relative to thé other. As
discussed in appendix 2, these errors cause the average values
of the pull quantities to deviate from zero. We can correct the
chamber locations in an unbiased way by adjusting thém' until
the pulls average tozero, at the same time minimizihg the
average magnitude of these corrections. The required

corrections are empirically less than . 01'"; after correcting the
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ali'gnfrﬁenf, we measure the apparent jitter in‘chambe.r alignment
from run to run. The jifter» in-apparent chamber l-oc‘atic.m
for diff_erent runs is less than. 0.03"‘; there is no evidence
for time dependence iAn these Ibcati_on errors that might be
caused by distant earthqué;kes or experimenters jarring the
chamber stands. Thus, the momentum errors céused by
chamber alignment jitter éan be ignored; after 'reéligning'
the chambers as described above, we are left with a
singvlé uncertainty in dP/P.c'ommon to all.track_s which depends
on the error in the estiméted bending angle. On the basié of
the .observed magnitude of the alighrhent d'iscrepancies,' v&e
take the overall calibration uncertainty to be +.2%.

Additional calibraﬁon uncertainty due to inéccuraéy in
magnetic field mea}suxl'ements fxas been minifriized; the spectrom- |
eter magnet is monAitoredbw’ith the same digital voltmeter used
in the measurements, and the measurements thems‘elxvres
were repeated many times witﬁ the ”Rapid_Mépper, ?'('26)
and with various calibration coils. |

The calibration of the incident beam momentum is accomplished
by meésuring the correspor ‘lence _bétween the beam energy gate
setting and the Bevatron timing. The value of the Bevatron |
field is a known function of the time at discrete points in the
tiﬂ;ing ('I-P=I= P. ' times). Knowing the radius of the energy
loss target, and subtracting the energy loss, we determine the
beam momenta to be 3855, 4515, and 6290 mev/c respectively.

The fitted masses of the « peaks are given in table 1.

The 'differences‘ Mz'rr - . 0196 gev2 can be compared with equivi-
alent errors: in either the spectrometer calibration or in the |
beam energy calibration; in turn, we can predict systematic
mass errors intthe 'delta’ 'ﬂreg'ion,' attributing the pion mass

error alternately to the spectrometer and to the beam calibration.
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The projected delta maés errors are less thén 4 mev in all
cases. Thus, assuming no fortuitous cancellation occurs between
aAlarge spectrometer setting error and a 1arge beam momentum
error, we conclude that the mass calibration in the 'delta’

region is within + 4 mev.

|
!
|
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Section IV- Acceptance, Detection Efficiency, and Beam
: Contamination

- As discussed above, this experiment is well suited for
studying fine structure in the mass specfrum, structure with
characteristic width less than 25 mev/éz.' For this pdrpos’e,

it is almost sufficient to look for narrow peaks in the f'aw
target full momentum distributions. The spectra that overiap
the 'delta' and 'rho' regions ai'e shown ia figures 14 through 19;
nd striking features are evident (with the possible exception

of figvure 18), aside from occasional statistical wiggles. The
full width momentum resolution spans three to fou‘r.bins‘ in

these plots. However; strong interaction effects with mass

, w{i(v:lth greater than 40 mev would have to be produced copiously

to show up in these individual spectra. In generall, such effects

are expected to produce shoulders or elevate the central peaks
that are alréady preseAnt. For example the rho meson cannot
be 'seen' in any of the plots (té avoid confusion, the peaks

to the left of some of the spectra are not s'truvcture but back-
ground contamination. ) .

. The common trapezoidal shape of all the distributions

is a reflection of the accepténee characteristics of the system,
which depend strongly on the 'relative mdmeﬁtum'; we define
this by‘thé quantity dP= (P-PO)/PO', where Pg is the momentum
for which the magnets are tuned. The .dependence' of the acc-
epted production solid angle on this variable is shown in figure
13; the acceptance is trapezoidal, and falls offv linearly on
eith'ér side of dP=0, Other systematic biases contribute to
the spectral shapes, including (1) losses from scattering in
the spectrometer, (2) deuterons produced outside of the prim-
ary beam spot, (3) angular dependenc.e of the production cross

section, and (4) non-deuteron contamination as discussed in

31



section II. Our ability to unfold the momentum distributions
accurately dete rmines the sigﬁiﬁcance that can be attached
to any 'strong intefaction effects'.

The transmission properties of the beam can be ca‘lcﬁlated
theo'retically only within reasonable limits; there are uncer-
tainties in the magnet caliBrations (about 1%), in the focusing
properties of: the nﬁﬁgnet fringe ﬁeldé, in the relative align-
ment of the beam elements, and in the properties of the prim-
ary beam at the tai;get. A majof advantage in digitizing the
tracks with wire chambers, besides the improvement in mom-
entum resolution, is the fact thét the secondary beam itself
pAfovides a. highly fesolved description of the phase space that
is transmitted by the system. It is important to note that the
sc._.intillators (C1-C2 in figure 1) degrade the direcfional inform-
ation by introducing a 2 to4 mr. coulomb scatter in the tracks.
However, the high statistics availéble.compensate for this.

- Some additional information is available. First, thé ‘beam
spot is monitored once during each run with -a televized scint-
ﬂlator just downstream of the target. The observed position

(. 3" off the beam line)v and size (.‘ 25"X. 25'") remain stable from
run to run, with a few exceptions. Second, the magnet currents
are monitored after each flattop; even though the calibration
and focusing properties of each element are not known precise-
ly, the effect of small field variations on the particle orbits
can be calculated accuratély. - |

'fhe study of the transmission properties can be conveniently
broken into two issues: the first task is to determine the acceptance
of the beam from the target tob the scintillators C1-C2; the

second is to determine the efficiency with which the spectrom-.
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eter.detects this phase space. The latter problem arises
because multiple scattering in the countersi'throws a signif-

icant number of deuterons out of 'the_ wire chambers and

out of the final scintillators C3-4-5. In the absence of mult-

iple scattering, tracks produced by a pointlike source at

the target must exhibit a unique direction at the spectrometer
er_xt_ré_nce, .dépending on their momentum andbposition. To predict
thé; spectrometer efficiency reliably, we must know this ex-
pect'ed direction to within . 3 mr. for all incident morhenta

and cbordinates,_.

ThUS, we have an iterative pro.blem: in drder to pin down
the optical properties of the beam from the incoming tracks,
wé must understand the biases introduced by escape losses in
the spectrometer' but fo calculate these losses, we have to

know the optical propertles very well. Fortunately, it is

' known that some portions of the incoming phase space (1 e.

tracks.in a small spati al and momentum bite) do not incur
signifi‘cént escape losses, and these rays can prox}ide unbiased
correlations with which to study the optical parameters.
We can write the tfansf)ort equations(xt, zt) and slopes
‘(grt,.}\_t)lto the spectrometer entrance &:oo-rdinaiés (xg, zs)
and slopes (&g, M) as follows:
xg= AX i+ vaxt + CXdP ;¢ = a* t+ b* xt + cX¥ dP +d.?
:Azt+ BX zy+ CZdP 5\ g —a® t+1:> z¢ + c? dP +dc z

IV-1
and as a result, ,
gs": aX/AXx + (bX- Bxax/A ) + (c¥ -CXaX/AX) dP + X
- JZ/AZ Z_Z|AZ z z
Ng= a?/A%z + (bé—B aZ?/A%) + (c% -C aZ/AZ)dP + 4% v.>

The termsdcx and dcz represent the coulomb scatter in the

counters. The coefficients are functions of dP, and the terms
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Xbx

s , etc.

a are derivatives of A¥, B¥... with respect to

’
longitudinal distance along the beam. The terms c¥dP and c%dP
describe the horizontal and vertical stee ring introduced by

the magnets; ideally the latter islnegligible; - Second order
bear'n. optics corrections, which arise from the dependence of
the path length on the longitudinal direction in the equations

of motion, are of order (dx/ds)z, (dz/ds).z, ‘and are negligible
owing to the small angular divergence of the beam. Thus, thé
equations IV-2 predict a linear relétion between position and
direction af the spectrometer entrance, which can be broken
only by the presence of higher orde'rA harminics in the quadru-
pole.field, or by negligible secondb'rd;f corrections.:

"We measure the coefficients in IV-2 as functions of dP,
using data from runs at all incident beam momenta; to .avoid
possible non-linearity in the calibration uncertainties, we
rely on data taken from a 400 mev/c momentﬁm band in the
'delta’ region, thereby optimizing the description in the mass
région 6f interest. The detailed parametrization of the coeff-
iCients and the interpretation of the measurements is left to
appendix 3.

The results of this sfudy are that, with a reasonable paramet-
rization of the magnetic fields, we can predict bbs_érved cor-
relations of positions, directions, and momenta in all the ex-
periments with good accuracy. The directidns: of the incoming
rays can be predicted within .3 mr. ; this corresponds to
knowing the target coordinates within . 1", which is a reasonable
iimit of accuracy. Equally impoi‘jtant," the magnification of
the beam from the target to the spéctrometer entrance is known
to within. 5%. Uncertainty in the magﬁification parameters .

leads to systematié magnification errors that are linear in dP,
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ahd co‘nsequent linear errors in our estimate .of the productidn
sohd angle. Spec1f1ca11y, these uncerta1nt1es can be expressed

as +(. 05+ 32 dP). Since the parameter dP is restricted to the
range -. 045 to . 085 in. the final analysxs there is as much as

a 4% uncertainty in the relative magnification of high and low

momentum rays in any given spectrum. However, this uncer-

tainty is common to all the spectra and its effects on the .
unfolded cross-section can be studied systématicaily.

Next we varalyze the acceptance of the beam up to the counters:
Cl-_-Z-. The behaviour of the rays in the upstream beam elem-
‘ents’v‘is displayed in figure 20. We have stfaightened out the
actual beam line so that particle orbits are relative to the
ideal ray of momentum P for which the magnets are tuned.

The secondaries are bent 170 in the flrst magnet M1, and then

pass through a 24" brass collimator, which limits the max-

1

imwm solid angle to 16 msr. Further collimation is accomplished

by the 8" diameter pipe through the quadrupole bore. The
quadrupole doublet focuses the beam in both planes with a focal
length that depends strongly on dP. At the counters Cl-2 |
the 'rnaximﬁm extent of the beam is 4" horizontally by 1. 7"

i

vertically. The momentum dependént angular dispersiOn

caused by the M1 magnet is reversed in the M2 magnet and then

reversed again in the M3 magnet. Depending on the steerlng

and initial targeting, some collimation is done in the flanges

. between the quadrupole and the M2 magnet.

The acceptance function in figure 13, which gives the ratio

of sohd angle to maximum solid angle as a function of dP,

is cnlculated assuming that the beam elements are compatibly

tuned and that the beam is a point source at the target center.

The computation uses the transport equations IV-1; the
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‘ acceptance: 145, an integral over production éngles of a étép

furiction which vanishes wherever one of the limiting apertures
in the beam is exceeded. From this function, which we denote |
by Q we ‘can derive to an excellent approximation the corf- |

)

espbnding acceptance for arbitrary target location,

9 (%, 2t, dP) = (1- 2%/2)@ (0,0, dP-. 04x,)  IV-3
“Thus, changing the horizontal target location is equivalent.
Vto.i::hanging the value of the central momentum Pgy. The
dashed curve in figure 13 shows the averaged éccéptance for
a'1/2'" beam spot not centerzd vertically.

This theoretical description is useful only as a guideline.
However, to know the value of the central momentum, Py,
which gives the center of the acceptance vfunctior_i, we ‘need to
" know the target iocatioh and the magnet calibrations precisely.
Unfortunately, by measuring the average steering of rays
-entering the spectrometer, we cannot distinguish calibration
" errors in Ml from those in M2. If we use an incorrectly
centered acceptance function to unfold the momentum distrib-
utions, we will generate ~adjacent peaks and valleys in the
neighborhood of Py. In addition, as shown in figure 13,
fhe shape of tlie acceptance around P depe nds on the
beam spot distribution, which is not precisely known. Another
problem arises even if the acceptance is 'known exactly;
because of the finite momentum resolution, the peaks in the
momentum distributions near P are underestimated. Con-
sequently, after dividing these spectré. by thebaccept_ance, we
expect to generate dips around Py, ahout 3% in magnitude.

- This problem is analyzed in appendix 4.
The solution to these difficulties is shown in appendix 4

also. We define the acceptance by means of a limiting aperture




at the spectrometer entrance; the coordinates xg, zg are

| restricted to lie in a region inside t_he boundaries of the

transmitted pnase space. The size of this inner r'egiOn is

vdlctated by the momentum resolution and by the expected

s;ze of the pr;mary beam spot. It can be chosen small enough

“so that the number of events lost from the 'aperture due to -

measurement error and targeting uncertalnty is balanced by

the. number gained. The choice of boundaries for the aperture

'is made empirically, eliminating uncertainties due to calib-

ration errors or target vcenteri-ng . Needless to say, this

entire analysis would be completely trivial if the acceptance
" function were not so highy structured near dP=0. The
| -/ - .

" unfortunate dependence on dP arises because the beam is

deflected'in'MlA before it is collimated; in an experiment using

‘a2 non-zero pioduction angle M1 could be eliminated and the

| acceptance made essent1a11y flat.

Turnmg to actual data, we define coordinates related linearly

to the production angles, 'xc, ze', which give the entrance

coordinates at the collimator; they are calculated from the

t ransport equations assuming that the target is centered and

'p01ntl1ke and that the magnet calibrations are correct; for
convenience, we normalize them to the colllmator d1mens10ns

"x MAX g MaxXil g0 as to lie between +. 5. Figure 30 shows

’

xc/x ¥ and z./z™2% plotted against dP. . On the basis of
such plots, examined in detail run by run, we define fiducial

cuts on x. and z. ; these cuts define the production solid

v angle. We note that the X distribution is centered beyond

xC=0; this is co_nsistent with the inference from the horizontal

steering measurements (discussed in appendix 3) that the prim-

;. ~«ry beam is targeted to the left of center ( xt=-.4"). The Zc

distribution is low and narrower than expected (the full w1dth
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Shvould be about 1 unit on the plots). Thie is apparently related
to the fact that the beam enters the spectrometer 5" low and
steered downwards this may be explalned by a combmatmn
. ‘of circumstances- collimator misalignment, high vertical |
targeting, and vertical steering in the beam elements
. Vca‘u‘.sed by misalignment. Any of these effects can reduce

the vertical acceptance by’ the amount indicated in figure 30,
As discussed in appendix 3, it would be inconsistent with
vthe anguler cor.relation measurements ( between zg and )

to attribute _»these effects to magnification error.

“ Next we consider the spectrometer detection efficiency.
Typicaily 40 to 60% of the events survive the phase space
: 'cuts described above; the remainder are subjected to
restrictions on the chamber coordinates- the radial distavnce'
from the beam line to the spérk must beiless than 4. 5",

which is the radius of the helium bags between the chambers.
The rear scintillation counters are large enough (9''X9")
to detect all rays that survive this cut. ‘Figure 21 shows the
_ 7 passage of high and low momentum rays through the spectrom-
eter, with the coulomb scatterihg in Cl-2 turned off. At the
'entrance the incident beam has an angular dispersion of 18 mr.
over a 10% momentum bite (given by the coefficient of dP
in IV-2). Although this dispersion rs canceled by M3, the
images of the high and low rﬁomentum components are sep-
arated by 4' horizontally at the last spark chamber. The
scattering in Cl-2 causes these images to have a 3" to 5"
spatial extent, so that off momentum components suffer
.escape losses in the last three chambers. These losses are

especially sensitive to the M2 magnet tuning- a 1% tuning




érrqr displaces the beam by 1" in chamber 6.

V"The resulting detection efficiency is defined as an integral
_over coulomb scattering angles: |

W_l(dP) =ffdxsdzs 'dz,é F(5 o 2) El D(Rmax~Ri(6,xs, zg)

~ ) c

ffdxsdzs o IV -4
"Here D(x)=1for x ¢, 0 forx 0; R ;. =4.5"; F(86 2)
- is the coulomb scattering distribution with r. m.s scattering
~angle 8.2 .

S‘ysten.natic errors in the efficiency fanction are caused by
.e_.l_‘rors, in 6c , and by incorrect calculation of the expected.
chamber radial coordinates R;, which depénd on the predidad
' cofrelation of track direction with entrance coordinates and dP.
Aé stated above, .these directions are calculabie within .3 mr.
THe differences between measured chamber coordinates and
predicted coordiﬁatw.are plotted in figure 29. These dist-
- ributions are centered within . 1" aﬁd their width is governed
By the multiple scattering in Cl-2.

We méaéure the r. m. s multiple scattering angle as a
function of momentum using central rays (dP~0) from all
the experimental data. The raw results, which fall as 1/Py,
are plotted in figure %27. Taking into account the finite
:momentum resoluti on (which introduces érror in the predicted
’track directions through IV-2) and also. the angular acceptance
éf the spectrometer, we find that the data follows the curve
‘2. 50/Pv to within .1 mr. accuracy. This measurement
' is within .1 mr. éf tﬁe value calculate& using the known H/C
(37 '

ratio and mass of the scintillator

In figure 26 we plot the systematic error in the weight, W,

39
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as a function of the weight; the curves are calculated for
different errors in the expected tvrack direc::tions and in

b sz, expressed in units of 6C. Since W-1is essentially the
integral of a gaussian (the multiple scattering distribution),
its error depends on the linear sum of the errors in central
position and width (+.1 and + .03 standard deviations of the
scattering distribution respectively). Thus, according

to figure 25, if we eliminate data with éalcuiated weight
greater than 1. 20, the maximum systematic error is betwleen
+8% and -6% ( the upper and lower curves in figure 26

are for parameter errors that cause an underestimate

or an over:stimate of the weight, respectively). Using

the error curves, we can compute the effect on the averaged

cross section caused by a systernatic weighting error in each

run.

In addition to the fiducial cuts made on the chambe_r coordinates

at the spectrometer en-trance>and in the spark chambers;,
we eliminate from the spectr.a events in the tail of the confidence
level distribution, about 6% of the remaining sample. We
‘tést that these events do not have any momentum bias by studs--
ying their time of flight distribution.

The acceptance and efficiency calculati ons described so far
make sense so long as the beam spot is. less than . 5"X. 51
- in size. The laxiger the beam spot, the more the overall solid
angle acceptance is reduced; the phase space plots in figure 30
become increasingly depleted at the edges, and stricter fiducial
' ~cuts are necessary on the accepta.nce aperture in X, z. space.
In practice there are sources of deuterons that cannot be

"associated with a small beam spot and must be eliminated
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from the déta.
“Referring again to the 'raw momentum spectra of figures

i-'1'4"'_th‘rough 19, we notice“a(‘:o_nspicuous peak of low momentum
events in each distribution. Initial studiéé of the secondary
beam show'ed thaf this low momentum tail dominates‘ the
| distributions when the hydrogeh target is cprhpletely |
rémoved from the beam. Fursthermore, these rays enter

‘.t‘h.e spectrometer With'ano'rn.alously positive slopes- typically
15 mr. greater fhan expected. Looking upstream at the target,
-.th'ese secondaries appear to originate 5' to the left of thé
- primary beam ( in the direction of the top of the drawing in
figure 1). They are apparently as sociated with interactions

of _the primary proton beam in the materials near the collim-
afor, pr-obably in the adjé'lcent'shielding and in the uranium
backstop. The primary beam is too énergetic to be deflected
_directly into the collimator m;a’terial. In any case, these’
eventé are easily femoved by requiring that the incoming
direction not exceed the expected directioﬁ by more than 3 times
the r.m. s multiple scattering angle.

'.Figure 31 shows the profile of the beam emerging from the

quadrupole and from the M2 magnet enfrance and exit.

The relevance of these plots is that the beam is confined
- withih the metal flanges at each of these ports ( 8'' diameter

é;t the quad, 4'' vertically at M2), and any contamination of

the beam must originate upstream of the quadrupole.

. Figure 32 shows plots of the horizontal slope deviation
versus the collimator entrance parameter x./xc™2%. We

emphasize that xc is calculated as a unique function of dP and
xg by taking the target coordinat¢ x, to be zero. If the target
coordinate shifts, then x. does not correspond to the true

. collimator entrance coordinate; similarly, the expected entrance

angle shifts by -3 mr. for a 1" shift in %. Ignoring the



spread in slope deviation caused by multiple scattering,

it happens that the events which lie on al45° axis in figure 32
have actually passed through the collimator center, having
originated in a different target location.

| The plots .show threé distinct clusters of e‘vents. The
‘group in the center of each plot corresponds to acceptable events-
‘rav-ys that originate at the target center and have a ‘slope
distribution centered on the expected value. Near the top

of each plot is the group of low momentum events discusséd
above; being far from the 45° axis, they cannot have i)assed
through the collimator center. A third cluster of points

has an average slope deviation of -7 mr. and abnormally

négativex The target origin is apparently displaced 1.5"

c*
to the right for these events. We conjecture that these rays
are associated with a halo in the primary beam that interacts
' in the hydrogen and in the target walls- these anomalous events
afe, in fact, relatively more abundant in target empty runs.
The effect is almost absent in the bower plot. (4.5 gev/c -1);
the upper plot, from 4.5 gev/ch, repfesents data taken while
part of the external proton beam was used by the 25" bubble
chamber. During this running, beam loss from the second
to the third E P 'B. foci was repox;tedly severe, and also,
in some runé, the beam spot as'observed in the target scint- -
illator was as large as 1/2". In the second half of these
4.5 gev/c runs, the primary beam tuning was improved; this
resulted in a marked reduction in the number of anomalous
rays.

This contamination represents a serious problem. We
know from equation 1V3 that if the target coordinate is

, the acceptance function peaks at dP=-. 06

shifted by 1.5"
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‘rather than at dP=0. The maximum value of the acceptance
d'ep_e'nds on the vertical target distribution, which is probably
fa'.i.l.'ly diffuse for rays produced in the beém halo | fhe

vé rtical slbpe. deviation distribution for thes;é rays is, in fact,
anomalously broed). In any case, these rays are expected
to add a peak to each momentum distribufio.n at dP= -. 06.

In figure 34, to confirm thés prediction, we show the dP
distributions for both the 'normal' and the 'anomalous'

_rays in this 4.5 gev/c data. These look eséentially like the
'a(V:cept'a'nce» fﬁnctions of figure 13, with the an'omalouvs data
_shifted to dP=-. 06 as expected. |

Most of this contamination can be removed by imposing

cuts on the horizontal slope deviation ( not less than -2‘5C),

'a_nd on the collimator coordinate x. ( greater than -. 25 x Max),

b-vTh_'e latter cut is ,dictéted by the féct that rays from the target
- wall (x; 4.5") have non-vanishi.ngv acceptance in the band
-1, 25 [x AR - 25. Another way to visualize this
procedure is as follows: the acceptance pérallelogram (dP
versus xc) of figure 30 is tied to the 45° axis and drops by
. 5 units for each inch of target displacement; the cut on x
ma kes the parallelogram for the 'normal’ rays disjoint
from that for the 'anomalous' rays. The cut in slope deviation
is designed to eliminate to so.rne extent rays that have re-
scattered in tranSit, 'a_nd also to reduce the overlap of events
not produced at the target center ( the beam halo may also.
create deuterons in the hydrogen).

It would be incorrect to rely on the subtraction of target
~ empty cross sections to eliminate deuterons produced iﬁ the
target walls. In the first place, ‘the . characteristics of fhe

beam are not sufficiently stable from run to run to permit
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a-comparison of target full and target empty contamination.

Secondly, errors in the subtraction procedure would produce

' enhancements in the low momentum part of each éubtracted :

spectrum. In fact, it was preéisely the‘.‘ observation of éuch
an effect that led to this analysis. The reason for expecting
 subtraction errors is that the production of secondaries
»_bybthe halo also perturbs the normalization of each riin;

" the “eam monitor counters do not differentiate 'good' sec-
oﬁdaries from halo- initiated secondaries. However, we
expect that the ratio of the number of 'rn(‘)rmal' to 'anomalous'
'deﬁterons is proportional to the ratio of protons in the beam
halo to protoﬁs in the central beam spof; the proportionality

‘constant is given by the maximum solid angle acceptance
.for’ 'anomalous' rays.

These considerations are confifmed by studying the
unfolded target empty cross-sections in experiment 4.5-2,
where the halo effects are worst. Depending on fhe number
of ahomalous deuterons rejected, we observe systematic
reductions in the target empty normalizations; the size of these
fe'ductions can be inferred from continuity. In figure 33

"we plot the relative number of 'anomalous’ deuterons versus the

normalization errors. The data points are expected to follow

a line
true cross section R | 'anomalous deuterons'
measured cross-section 'normal' deuterons

and k, the ma ximum acceptance for 'anomalous' deuterons

turns out to be . 5. Similar, though smaller, errors are

- observed in the target full cross-sections, adn these are

corrected by requiring continuity. The target full corrections

are small becsuse the beam monitor rates appear to depend




@inly on the ri-umb;e_r of hydrégen interactions, judging by

' the increase in the Ml-;Z counting rates when the target is
full. | |

' -.T:hus,' a consistent picture bof the secondary beam contam-
iﬁ'atioh can be drawn, which accounts for observed anomalies
~ both in the rates and :m tﬁe.-spectral shapes. For the bulk
of the data, the 'anomalous' deuteron rate is less than 10%;

' in a few runs where this rate fluctuates excessively, the
normalizations are observed to be inconsistent, and the data
‘is rejected. We may expect a systematic 10% uncertainty
"in'the overall target empty normalizat-ion from this effect;
however, this cannot -affect the fine structure in the sub-
tracted spectré..

One systematic correction to the individual spectra remains
.tovbe analyzed, namely the physical dependence of the cross
'-,s.ection on production angle; assuming an e-PL/A behaviour,

’ wé estimate that the production rates vary lineariy with dP
‘oxvfter the accepted momentum range by as much as 10% (taking
A= 300 mev/c)(34). The productioh angle is approximately

Q prod = 13.5 xc/x M3* + 116 dP + 5 (mr.)

Of course, cross section variations over this range of
production angles (-3 to + 19 mr. in the accepted dP range)
‘are not known. Figure 36 shows a distribution of x¢/xc™3¥
for rays with dP~0; over the corresponding angular range
of‘—l to +12 mr; the number dewsity falls by 2 to 5%. Since the
‘effects of this correction are numerically indistinguisha®le

from the linear magnificati on uncertainty discussed above,

in the actual analysis we ignore the correction.
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Section V- Normalization

The beam flux is monitored w.ith the sciAnitil'.l'a‘tors MI1-M2
shown in figure 1; these record typically 300 secondaries per
1010 protons with target full, and 60 with target empty. To obtain
the relative calibration between target f\ili and empty, the |
prl:o'toh beam was focused on a 3' diameter secondary emission
monitor 8' downstream from the target; cou.nting rates with .
target full and target empty were compared with the S. E. M.
voltage. To check the calibration .of the S. E. M., which is
27)

known to within 15% (, or equivalently, the exact calibration
of the targef full monitor, the monitor counts were compared
with a polyethylene foil activation. The proton beam v&as
fdéﬁsed on a thin (4 fng. /cmz) foil and the calibration was
cl

, which has a known

accomplished with the reaction C12(p, pn)
cross-section. The G beta decays to B in 20.5 minutes, and
the foil activity thus measures the incorh’ing beam intensity.
This measurement agrees within 10% with the nominal S. E. M.
calibration; the priucipal source -of.errOr seems to lie in the
dependence of the Mi-2 counting rates onthe beam focusing,

as discussed above. The systematic normalization error

is estimated at +10% ( rhainly from uncertainties in the

nuclear reaction cross-section).

The differential cross-section can now be defined as

2 - 42 . . .
d“0/dP4 = d"N/dPyd . N¢/Ng * 1/1Py - 1/Np - F V.1

where d2N/dP4dQ is the differential deuteron production rate v
including detection efficiency cdrrections, measured by unfolding
each spectrum; Ni/Ng is the ratio of the number of deuterons

detected to the number of spark éhamber triggers; I/Lﬁ’}’1




is theg ‘reciprocal of the number of target protons per unit
areé,- or 3.1 barns per target proton (L=3",pp= .07 gm. /cm3.
6 l023 :atoms/mole); Np is the number of beam protons as
detei‘mined by the monitor counters; finally F denotes all
additibnal corrections to the normalization.

‘Thé'following effects are lumped in F:
(1) Att;en’uation, of the primary and secondafy beams (3%)
(2) Dead time corrections caused by the 50 nsec. cerenkov
gate (1-5%)
(3) Production of deuferons by secondaries in Ci‘—CZ (negligible).

(4) "Rejection' of deuterons by formation of knock-on electrons
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in.l_thé' cerenkov.water ( from 2% at 1100 mev/c¢ to 40% at 2000 mev/c).

This correction must take account of the logic used in experiments

3.8 gev-1land 4.5 gev-1, where the cerenkov veto is correlated
with the time of flight, as diécussed in section II, and also
w'her_.e wave éhifter is used in the cerenkov water to improve
the light collection efficiency. |

(5) Accidentals in experiments 3.8 gev-1 and 4.5 gev-1 that
are'_rllot removed by.vthe time of flight requirement (5-10%).

The last two corrections are momenturﬁ dependent, besides

- being large_ in magnitude. The first three affect only the absol-
ute cross-section célibration. We stress that none of these

effects can introduce fine structure into the cross-sections.
Attenuation of the Primary and Secondary Beams:

The éverége proton flux at the center of the target is reduced
from the upstream inferisity by a factor
1-N(center)/N(upstream) = O'pp-N_- (Lt/2py + LWpWAW'1/3)

where opp is the total PP cross section (40 mb.),



vN='I6- 1023, L and L are the thicknesses of the hydrogen (3")
and the target walls (. 017"), py and p_ are the corresponding
deﬁsities,‘ and A, is the mean atomic number of the wall mater-
ial (12).  Numerically the felative beam loss is 1. 6%. Since
the beam monitors were calibrated by determining the beam
flux in polyethylene foil placed upstrearﬁ from the target, we
must correct this normalization by the factor above. For target
empty situations, the attenuation is . 4%. |

The secondary beam is itself attenuated by nuclear interactions
in the hydrogen and in the target walls, in the thin windows
which hold vacuum in the beam system, and in the counters C1-C2
and in the spectrometer as far as the cente‘r -of thé analyzer
magnet. We anticipate that most of the nuclear losses result
in stripping of the deuterons; if stripping occurs after the
spectrometer magnet, the resulting proton will be detected
as a deuteron, since it will have the correct velocity.
Stripping upstream of this magnet will 'prbduce protons that are
too low in momentum to lie in the accepted portion of the
momentum spectrum. Taking the total deuteron scattering
cross section to be 60 mb. per target nucleon, we estimate

an attenuation of 3.1%, most of which occurs in the counters

Cl-C2.
Dead Time Corrections:

The incident flux at counters C1-C2 is 30, 000 particles over
a 200-500 msec. spill, or one particle every 10 microsec. on the
average (ignoring the Bevatron duty factor). Since the cerenkov

veto gates the electronics for 50 nsec., we expect a dead time
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correction on the order of 1%, depending on the duty factor.
To obtain an empirical estimate, we compare the following
coincidence rates: (1) C3C4C5 and (2) C3C4C5C, where C
is‘.dvelaye'd by more than half the gate width. This neasures '
the probablity that a C3C4C5 coincidence will be vetoed by a
pré%ri‘c:)vus' cefenkov signal. The deiay is chosen to be 30 nsec.,

small enough so that structure associated with the 300 nsec.

'Bevatron period of revolution does.not give rise to systematic

error. Dead time corrections for the scintillation counters

can also be ignored; if two pafticles, a proton and a deuteroh,
arrive at C3C4 simultaneously (Within‘a few riséc.) the éerenkov
veto_ will eliminate the event whether or not the photomultiplier
Oufpuf pulses are distinct. Accidentals involving simultaneous

deuteron events can be neglected because of the low flux.
Production of Deuterons by Secondaries:

'.We estimated above that 1. 6% of the incident beam is involved
in _colliSiOns in thé upstream target wall»a‘nd in the first 1. 5" of
}a.'y(irogeh; secondaries produced in these reactions can them-
selves create deuterons in the remaining hydrogen and in the

downstream target wall. - Thus, the attenuation calculated above

‘is an ove restimate; elastic PP collisions will not attenuate the

beam available fbr deuteron production; inela'stic PP collisions
that create a péir of slow nucleons will in general enhance the
'prvcl>bab'1vlity of creating a déuferon ( as compared with the chances
fh‘at the origiﬁal fast proton would havé made a deuteron). In any
casé, the normalization correctioﬁs involved are smalle r than

the systematic calibration uncerfainfy. " The momentum distribution



of these tertiary deuterons is governed by the acceptance function
and cannot introduce spurious"finev structuré. -

Deuterons can be created in C1-C2 by secondary pr.otons, but
the flux is too low to produce an appreciable’e'ffect. We expect

. . . +
the dominant mechanism to be the reaction P Nad n where

2
N is any nucleon in the scintillator; at incident proton momenta

of 1200 mev/c, the differential cross-section for this reaction

(29)

, 20-50 times larger than the cross-

is 500 microbarns/ sr.
sections at the primary proton energies under study. Moreover,
the solid angle acceptance for'deﬁterons produced in the scint-
illators is larger than the maximum solid angle for production at
the target. It turns out that the morentum distribution of these -
deuterons places them outside of the time of flight gate, except
for a 5-10% tail caused by the 'Fermi moméntum of the target

nucleons. As a result, about 1l in 104 deuterons is expec.ted

to. be produced in the scintillators by this process.
Rejection of Deuterons by the Cerenkov Detector.

The rejection of deuterons by formation of knock-on elec-
trons in the cerenkov wéter is analyzed in appendix 5. 'The
rate can be calculated analytically as a function of momentum
and depends only on the overall light collection efficiency of
: fhe detector; specifically, if N photons are produced in the water,

then the number of photoelectrons, Ng, created in the six

>
N -E.
tubes in the detector is distributed as P(Ng)=(E- N)" €. e }\INe.'
where E is the éfficiency. The. rejection probabilities for
different efficiencies are plotted as functions of momentum

in figure 6, together with the corresponding rejection proB-

abilities for protons. The deuteron losses are determined
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empiricalljr by comparing time of flight spectra in which a
cerenkov count is required with spectra in whlch all secondaries
are recorded the measurements are shown in figure 6.

In experlm_ents 3.8 gevA—l and 4. 5 gev-1, wave shifter was
osed'in the cerenkov water to improve the light collection
efficiency (this converts the high frequency radiation to the
v131b1e region, around 4000 a®, where the R C A- 8575 tubes
are most sensitive. '} - This was removed when 1t became
apparent that 45% of the high momentum deuterons (above 1900
mev/c) were being rejected. At first it was ‘guessed that the
waveshifter was acting as a sciotillator' however, the observed
.re‘]ectlon rate increased rapidly with momentum rather than
falling as 1/v2. To account for this observed loss of h1gh
momentum deuterons, the cerenkov eff1e1ency for this data
rﬁ_ust,be around 2. é%, ackcording to figure 6. The effect is
" dramatized by the unfortunate logic used in this data; as
d'}scussed in section II, the cerenkov veto does not become
fulI? effective until the deuteron momentum exceeds 1660 mev/c.
(Recall that the gate reaches Cl—CZ in time to reject protons
and pions bit too late to reject slow deuterons.) We let
C.(Pd,.E) denote the probability that a deuteron will not trigger
the cerenkov coonter; then for this early data with the veto
applied to C1-C2, the deuteron flux roust be corrected by the

function

W(Pg,E) = 1/(F + C(Pg, E)* (I-F)), where V-2
. 2/5..2

t o ={t-t 2 1/2 .

F= jood dt e (t-te)®/ ‘Y / (27) /y is the probability

that the deuteron time of flight,. tg, will precede the onset of the

~cerenkov veto, tc; vy is the combined jitter in the cerenkov and
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" scintillation timing'.(from 1.5 to 2.5 nsec. )., For later data
taken W1th the cerenkov veto apphed to C3C4C5 the appropriate

', '

we1ght1ng correction is _]ust
wW! (Pd’El) - 1/ C(Pd,E') .

The function 1/W(Pgy, E) is plotted in figure 35-a, assuming
E=2.25%, y= 2.4 nsec. |

'Wevemphasize that the resulting corrections are smooth
functions of momentum that cannot introduce fine structure
" in the mass spectrum. Inev1tab1y, there are uncertainties
in the normalization and overall shape of the first experlmenté
at 3.8 and 4.5 'gev/c, since the parameters tc, E, and y are
not precisely known, but must be determined by compariéo_n

with later data.
Accidentals in the early Data:

- As discussed in section 1I; deuteron events must not only
lie in the 14 nsec. timing gate but must also exhibit the correct
correlation of time of flight with momentum ( within +4 nsec.).

f
Accidentals with momentum greater than 1660 mev/c are well

separated from the deuterons because the cerenkov veto completely

6ver_laps the deuteron band, as shown in figure 5; accidentals
must exhibit a long time of flight that lies outside the cerenkov
anticoincidence gate. Below 1660 mev/c some accidentals can

lie inside the deuteron band; denoting the accidental flux by

R(P)- a function proportional to the total secondary flux (essentially

a constant in P after unfolding the acceptance)- the number
-of accidentals, N_(P) that survive the time of flight criteria

is given by
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) ' td-j—!—} . t! " 27/ 2 .

Ny (P)= [ a J a ot te) fay * R(P)

Taltin (2m)I72y |
tg-4 - . : _ V-3

Here, tg is the deuteron fime associated with momentum P, t.

is the arrival time of the cerenkov veto, and y is the timing

‘jitte_r,‘ as above.. N, (P) is a smooth fﬁncﬁonof momentum

and is plotted: in 'figﬁ~re 35b, again assuming fhat y= 2.4 nsec.,

The above expression simply counts the numbe.r of event:s in

the allowed tirﬁe interval (flight time = tg+4 nsec.) that

miss the cerénkov veto, which arrives at t;; the range of tgq

is limited by the momentum acceptahce’, and as a re sult, the

b_and ty+4 nsec. always lies inside the original 14 nsec. gate.
'v__’_I‘he_ _functioﬁs V-2 and Vi_3 can be well approximated by

quadratic and cubic finctions of the momentum respectively

over ,fhe range 1470 to 1800 mev/c, .proVi_ded that y is greater

thari_l. 5 nsec., which is in fact the observed time resolution’

of the scintillatorsr; If v were very small, we would observe

a discontinuity in the cross-section at the deuteron momentum

c-c.irrespon:‘ing toltc- beyond this momentum accidentals would be

wéil separated from deuterons, and the deuteron flux would

suddenly drop because of the rejection caﬁséd by knock-on electrons .

in the cerenkov counter. Empirically, there is no discontinuity

in these momentum distributions. _Conseqﬁently, after applying

COfrection V-2 for the ceremkov rej"ection, 'using the above

vé.lues of E, y, and t., we subtract a fitted cubic in the momentum

from this data.to achieve agi‘e'ement with the later data; this

procedure is discussed in section VI



Section VI- Final Data Averaging '

.. The next problem is to determine the average hydrogen
cross-sections without introducing' spurious discontinuities
due to the discrete cﬁaracter of the data runs. To subtract
the non-hydrogen background, we fit the target empty data
to a quadratic in the deuteron momentum s0 as to eliminate
neédless additional étatistical Verrorvs. ,Phy_sically,'. we expect
the non-hydrogen cross-sections to be structureiess; deuterons
p'rodubed in reactions like (P, Clz).;(dCll) lie outside vof our
mome ntum range, and deuterons formed by meson production
collisions Wifh single nucleons havé a wide rﬁomentum spread
from the félérmi_motion. The résults for the six expe riments
are shown in figures 37-42, where we plot the corresponding )
center of mass background differential cross-sections dzngZdQ
to facilitate comparisoh_ with fhév hydrogen cross-sections; as
a function of mbmehtum, the -la.bor.atdrfbackground differential
cross-section dZO/deQ is essentially flat.

An overlap chisquare is defined for the subtracted data to
test the mutual agreement of the runs in each experiment:

Y (O(P)-0;1)?

2
X¢é =
Yn (Pl) ’

_ where Y, is the statistical
runs Pi ’

errof and O'i' are the free parameters that define the average
é.fos s-section iﬁ momenturh bin "i'. There can bé overall
normalization errors in each run; these normalizations are
‘statistically accurate within 1-2%, but systematic errors may

arise in the dead time corrections or in the beam normalizations,

for example. 'Rather than introduce discontinuities in the
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cros s'—sec.tion wherever a run begins‘ or erid_s, ‘we renormalize
each run so as to minirnizeb the overlap X? The calculated
corrections are generally 1-3% in magnitude, and do not alter
| the structural details of the c.r.oss-Sectidnls' significantly.
Also, to reduce the eff-ecfs of other systematic errors that
could lead to slight discontinuities from run to run, we
overestlmate the errors near the edges of the runs; specifically,
the error bars are systematmally increased by a factor
(l+'exp(dP-dP'/. 015) + exp(dP—dP+/. 015)), where dP~ ,_dP+
define the momentum range of ea_ch spectrum and are taken
to be -. 045 and . 085 respectively to give a 13% momentum
bite The resulting error Bars in the average' cross-section
are not significantly: mcreased -the purpose is to ensure
smoothness in the tranS1t10n from one run to the next by
damping the stat1st1ca1vwe1ghts of the outermost data points.
Thev overlap X2's for the six experirrrents are listed in table 9,
and vare within statistical eicpec‘tati’Ons | .
As a further test to see whether :hsagreements between
~runs are random or systematlc we' measure for each run
: the point to point deviation from the average values obtained
from all the neighboring runs. Thus, tables 3a-8a show
the differences, expressed in units of .1s.d., between each
sihgle run and its neighbors; the comparison’ is brokeh into
10 mev'/ ¢ momentum bins, and each colurnn corresponds to
a single run. No gross systematic structure is d1scern1ble s
| in these residuals. In addition, in tables 3b-8b, we list the
C. M. differential cross-sections together with mean square
‘deviations of the individual runs from their averages, for each

10 mev/c momentum bin. Confidence levels are given for




eAac_}.l "point. The contribu-tions to the overlap X2 do not
cluster in any particular momentum regiOu.v o
-Figuz;es 43-48 show the laboratory dc‘roes-sections for each
experiment; the individual run cross—sectiOns are superposed
using different symbols to illustrate the ove rall run to run
c_ionvsilfstency. _
| Because of the uncer‘t'a‘inties i accidental rates and in
cerenkov efficiency and tlmlng, we expect to see systematic
d1fferences between the early data at 3.8 and 4,5 gev/c and
: the later data. Since these differences are 'smooth' as discussed
in section V, we can fit the expemmental differences satisfact-
orily with a cubic function of momentum over the range 1470
to’1800 vmevl/c. These functions are plotted in figure 49;
‘they are too smooth to alter the fine structure in the early data
and in magmtude they are typically 4-8% of the original cross-
sections.. At 6.3 gev/c there is some systematic 11fference
b‘etw“e‘en the two experiments; most of this discrepancy can
be associated with the target empty cross-sections, which are
higher in 6.3 gev-1 (see figures 41, 42). - Unfortunately, the
hydrogen cross—sectiori is only 30—50% of the background
rate in the mass region below 1 gev, so that small errors
"in target empty normalizations have a serious effect on the
subtracted cross-sections. We use the same procedure for
- this 6.3 ‘gevv/c. data as for the other energies: we assume that
‘the target empty data of 6.3 gev-2 which is very limited
statistically ( one' run in the low mass region) is somehow
‘incorrectly normalized. Again, the fitted difference between
these experiments is smooth in momentum. Figures 50-52
show the C.M. differential cross-sections for the three pairs

“of experlments superposed (after the systematic correction

55



has been made),

'ASysternbatic errors in the magnification and detection
efficiency calculations have been discussed above. To test
their effects, we analyze the daté using the upper and lower
bquﬁds on the magnification parameters, by introducing
_th_é_ systematic linear correction factor +(.05+.32dP) to

_ eac_:h spectrum., No difference in either the fine structure or
in the overlap X2 can be introduced ir .this way; this can be
seen by comparing figure 56 with figure 54- these show the
differential cross-sections at 4.5 gev/c with and without the
systematia correction. Similar resulfs are obtained from
varying the detection efficiency calculation by systematically
fs_‘hifting the average incident direction of the secondaries
(ags a function of dP and X) and the r.m. s. Ascattefing
angle. The averaged effect on the differential cross-section
is 5:to 10 times smaller than the statistical uncertainties
(assuming 20% uncertainties in the directions and rms. scat-
tering angles); this is partly because the eri‘ors tend to cancel
when the overlapping runs are'avelv'agevd, and partly because

the systematic errors are small to begin with- especially
siﬁce the portions of the spectra with the largest detection
efficiency corrections are weighted least heavily due to the

systematic increase in the. error bars described above.
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Section VII- Fitted Cross-Sections

The averaged C.-M. differential cross-sections for each
eil'erg.y are shown in figures 53-55. The data is initially organized in
5 mev/c momentum bins, | and the figures display both coarse
and fine binning. Figures 57-59 present the same Siaectra
w‘ith fitted curves; the bin v.vidthS are 20 mev/c (in momentum)
at 3 8 gev/c 10 mev/c at 4. 5 gev/c (M2¢<1. 3 gev?), and
10 mev/c at 6.3 gev/c (M%l1. 6 gev ) In the '8 ' region, the
correspondmg mass bins are 10 mev at 3.8 and 4.5 gev/c,
and 18 mev at 6.3 gev/c. Figure 60 shows the laboratory
crbss—sections Noting that the laboratory differential
cross-section dZO/deQ is roughly linear beyond the p meson
reglon we display differences between the actual data and a lin-
ear fit in figure 61; the fit is confined to the M2 region between
.,'.'.7‘5_,and 1. 25 gevZ, and to maximize the statistics, we average
the results from the three energies. If structure in the
cross-section is uncorrelated wifh the missing mass
“(i.e., if it is due to statistical or syst.:efnatic effects), we
would expect it to wash out in this averaging process; instead, we,
vsee a peak at . 95 gev2 on top of a flat background.

" The most prominent feature at each energy is the reaction
'PP;dn"'. Production of the p * meson is evident at 3. 8 and
4.5 gev/c; the signal at 6.3 gev/c suffers from the large
’targ‘e_vt empty cross-section (3 times the hydrogen rate at M 2),
" and also from the paucity of data in this region (1 run). The '
unfavorable target empty rates made it advisable to concent-

_rate on the ma ss region of greatest interest at 6.3 gev/c.
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Neither the Al (1. 14 gevz) nor the A2 (l. 6-1.7 gevz) are prom-
inent; kinematically, the A2 should be visible at 6.3 gev/c,
and the Al at 4.5 and 6.3 gev/c. At 4. 5‘ ap& 6.3 gev/c there
is evidence for structure in the 'é¢ ' region; 3.8 gev/c is ess-
entiélly featureless here. |

+

+ o+
,p,and§

We fit the data to an incoherent sum of w
production superposed on a smodth background; the exact

expression used is the following:

Lo . _‘_ N 2 4 .
. q20/aMiyq- e (875w) feyn® | P yp(s) + Os vs
: T > IT2Yy e w24y 2 2 2
(2m)tey, o ml(s-g)ety,S) ml(s-s5) 4y %)
7 -
+Z‘1 As” b : VII-1
\ﬁhere

Yols) = (als)/alg N’ 2a2(®)- v/ (a2(s)+a?(s)))

The ‘fit is done iteratively; the resulting cﬁrve and also the

background pélynomial aré drawn in‘ figures 57-59. The fi.t

: pé.rameters and errors are listed in table 10. The errors on

the P.+ cross-section come princ‘ipally from the uhcertainty

in the polynomial background. The errors on the £ + cross-section

anci width are strongly correlated with the background shape.
Before analyzing these errors, we note that conventioﬁéliy

thé_ background would be fitted to a phase space expression,

given by a sum over two and three partiéle channels, i.e.

a20/am2da= 1/4s qg/a, - 2 1Ty1% - I dop/2Ey

i=channels k VII-2

where the phase space factors include the recoiling meson system

with fixed MZ; for two and three-particle systems these are:
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2

1 a3pi/2Ey = aiM?) dg /4M
I &py/2Eg = qpp 12,3 My, &, d2yp 5/ 8M

The cocfficients reléting the lTilzv matrix elements to
dzO/dMZdQ-d are plotted as'fun_ctions of M2 in fig-ure 66.
The non-resonant backgroimd given by the 'polyﬁomial fit
‘ carinbt be successfully represented by a sum of phase épace
férnﬁs; the fit X%'s are twice the numbAér of degrees of free-
ddm in every case. Including only the 2m and 37 contributions,
we find that the corresiaond_ing matrix elements 1T,1 both fall
with energy as (s)-l‘ 4, approximately. The corresponding
“matrix elemént for single pion production falls aé s_1 (3). (29)
a.pp'roxirnately ( the C. M. cross-section dOﬁ/dﬂn falls as s-.-Z. 6)‘. ’
| ‘Since we are forced to use a polynomial in M2 to describe the
background adequately, there is systematic unc;artainty in
f‘itting‘the § parameters. Since the signal is clearest at
4.5 .gev/c, we determine the resonance mass (M2=. 952+. 012
gevz).from this data. Then, fitting to a Breit-Wigner express-
“ion plus background polynomial over the range . 75«M2<1. 4 gevz,
we study the variation of X2 with O, and Yo In general,
if we fit an expression by fixing oné parameter and varying
the 're_st, then the difference XZ'an'lin is distributed accord-
ing to oﬁe degree of freedom as the fixed parameter is set
to different values. It is obvious that with mofe v.afiable
~parameters in the fit] X2 must rise more slowly away from' »
_ Xi in ; the number of variable parameters is therefore dic-
t ated by seeing whether additional terms improve th"n'in by
_more than one unit.
In figure 62 a-c, we plo’ch2 as a function of 06 ; here Yﬁ
" and the backgmround polynomials are véried, and it can be ‘
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seen that the degree of the polynomial needed for a good
fit is -saturated at 4, 3, and'l 'terrhs respectively at 3. 8,
4 5 and 6 3 gev/c. The difference XZ;XZmin increases
to 9.5, 18.6, and 15. 0 respectively at O'&z 0. The X2
distributions are asymmetric,: and conséquently so are the
error bars in table 10. The significance ofithe & in the fit
is determined not by the error bars but by the poorness of
the fit when Og =0.

Figures 63 a-c and 64 a-c show the likelihood contours
as functions of O'f and Vg in 63 we show XZ2 as a function
of OF for various yg, and in 64 we plot X2 versus y . for
various Og. The errors on either variable are gotten from
the envelope of the appropriate family of likelihood contours;
thus, the curves in 62 a-c are just envelopes of the X2
contours in 63. The errors in Og and yg in table 10 reflect
both the uncertainty in the background and the uncertainty
in yg and O, respectively.

The 4 5 and 6.3 gev/c data agree in minimizing X * at -

\ PR 06 gevz, within errors, and in determining the values
- of Og , we use this value of the width as a constraint. It is
clear from 62a that the X at 3.8 gev/c falls monotonically
with increasing O"S an‘dAyﬁ; to estimate Oy we fix yg in
63a, and this only gives a lower bound on Oy . The upper
.bound is gotten by constraining the range of y from the

fits at 4.5 and 6.3 gev/c. The problem at 3.8 gev/c can
be understood from inspection of the mass plot in figure 57.
The resonahce is essentially as wAide as the rapidly varying

background arocund 1 ev2 and the presence or absence
g g ’ P

of a broad enhancement cannot be inferred directly from the
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3.8 gev/c data, The 37 phase space contribution shown
in figure 66 peaks rather sharply at 1 gev in the mass-
th1s difficulty is absent at higher beam energles.

’ Another problem at 3.8 gev/c is the relation betweenv
momentum acceptance and resonance width., Comparmg

the full width w1t_h a corresponding 10% momentum band, we

find: |
Energy Momentum Width of 6§ 10% Acceptance
3.8 gev '~ 92 mev/c ' | 167 mev/c
4.5 gev %2 mev/c - 159 mev/c
6.3 gev 27 mev/c 148 mev/c

Thus, at 3.8 Agev/c the resonance at full base is wikier
- than the acceptance and may be affected by normalization
verrorsin the individual runs. Even if the expected phase
space at 3.8 gev/c were flatter, identification of such a
broad effect would be problematical. At 4.5 and 6.3 gev/c,
however,' the resonance spans less than a 3% momentum bite.
We also ﬁt the cross-sectionsv with a gaussian (width given

by the resolution) repreéenting the narrow '6 (963)' reported

(3)

3

(4)

in m~P6 P by Kienzle et. al. and detected in PP+dé *

at 3.8 gev/c by Oostens et. al. Upper limits are given
in table lOf. ‘The peak reported by Oostens et. al. corresponds
toa C.M. cross-section of . 2 microbarns/sr., which is
- six standard deviations larger than our measurement at
3.8 gev/c ( .043+. 023 microbarns/sr.). Thus in our exper1ment
with signiﬁcantly better resolution, the '6 (963)' cross-section
_ is inconsistent with Oostens et. 51. A

Our data at 3.8 gev/c agrees with Banner et.al. (S)in not.
seeing a narrow & ; neither experiment shows evidence for

structure in the § ‘region, but, as stated above, the mass plots

. are not inconsistent with a 60 mev wide resonance. In figure 67
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we reproduce Banner's data; the dashed curve under the
"measurements shows the effect of subtracting out the resonance
contribution as determined from our experiment. It

'is clear that the & cannot produce a detectable signal in ' .
,t'his data. The cross-section from Banner et.al. is in |
‘units of dO/dM, not d0/dM? as in 57; when the latter units
are compared there are systematic differences between -

the experiments, but these do not alter the coﬁclusions._ .

In figure 68 we return to the data from the CERN MMS,
eXperimentB); the data is plotted in units of standard
deviations from a linear background. One bin at 960 mev
is 4.5 standard deviations removed frbm the background,
contiributing 20 to the X2 for a linear fit. - The same point
_is 1.3 s.d. above a gaussian fit with width 10 mev; our
dashed curve, which repre serﬁ:s a 50 mev wide Breit-Wigner,
lies 2.3 s.d. below this peak. Since the.VX2 ‘changes by 2 in
A__going from the gaussian to the Breit-Wigner, the width of
the '6 (963)' is 2 staxt;dard dex}iations removed from 50 mev. If
the latter experimenta}l width were accepted, then fhe finite
mass resolution of the MMS. (26 mev fwhm. )would no longer
féré_e the concluéion that v<5 mev, Note that the quoted
'méss resolution of the MMS, is wider than the fitted
v'i.’uvll width of the gaussian (20 mev). Of course, this is
not necessarily the solution to the contradictory experimental
results; Kienzle et.al. show evidence for narrow peaks at

four beam énergies. However, the effect has not been

confirmed by any subsequent studies of w~P interactions
and thezefore merits further stydy.

It is possible that the & (963) is unrelated to the enhancement
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in PPad$ + which we will henceforth refer to as 6 (975);

’
the identification of either of these. objects with m,(980)
a_or 'n':n(1016) cannot be rnadeI conclusively since the decay.
products of the §'s are completely unce‘rfainf However,
7 the physical mass and widfh of the & (975) are consistent
_-"W.ith the parameters repor'ted for w,(980), aithough the
poorer mass resolution of the m,(980) expe‘rime‘nts makes
the comparison ambiguous. If this identification is made and
" if 7,(980) is accordingly assigned a 60 mev width, then

as argued in section I, SU(3) symmetric couplings predict
" a-branching ratio y(KK)/y(n‘n'_): .17, a result which is
compatible with the upper limits of references 8,10, and
'f-31 and with the lower limit found by Astier et. al. (i2)
© In appendix 6 we consider the possibility that the & (975)}

effect in our experiment is a kinematical reflection of ’
- 'c.o'mplicated production proces ses involving intermediate"v
state baryon .resona,nces.‘ Briefly, if the w's in the recoiling
meson system resonate with the nucleons in the deuteron,
then enhancements rnay be expected at certain points in
g the M% spectrum. However, it is shoWn th at the expected widths
are more than . 7 gevZ, or five times the observed § width,
+ p'+

Excitation curves for w and 671 production are shown

(2 9), Pellett(7);

’

in figure 69, w1th data from Anderson et. al.

(32) (33)

-Dekkers et. al. , and Turkot et. al The 'rr+ Cross+~

sections from the present experiment exceed those of
Anderson et.al. by 60%; however, the latter are measured

at 5, where P is .11 gev, and according to the high energy

34) -4,6Py
, namely e -

]

angular dependence found by Allaby et, al. (
a suppression of 1/1. 6 is expected. At 21 gev/c Allaby et.al.
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find equality between the production rates for the isovector
mesons w1, p +,v AT 2ad A2t and no evidence for &+,

The smooth curve in figure 69 gives the energy depend-
ence for m production found by Barger ‘a,'nd Michae1(35);
it represents an appréximatel‘y degenerate exchange of
N, and N, trajectories and can be crudely paramétriiéd by -

2a{u)-1

H

N

dO,/dQ = f(u) s where u is the momentum

transfer, and the effective trajectory, a(u), is

- afu)= -.8 +..6u, and

flu)= " - VII-3

It is seen that in the region 3 to 4 gev the © cross-section
is considerably enhanced; this is explained by the direct
channel resonances in the w(NP) system, in particular in
the 1920 mev region. (36) As suggested by duality, the fit
by Barger and Michael averages these local enhancements.

It remains to understand the relative magnitudes of
' (51;, G , and Op; at 4.5 gev/c these are in the rafio
-20:4:1, while at 21 gev they become 4:4: 1. The w top

ratios can be understood from the residue function f(u)

in VII-3; if one postulates that m and P are produced by the
same exchange mechanisms,' then if O'rr:of; at 21 gev/c, the
ratio Oy /O, should be about 5 in the low energy region, where
u differs‘ by .3 gev2 (see table 12 for 0° kinema_.tical quanﬁties ‘ |
at all energies.) Note that since the P can be produced in 3

spin states, the cross-section equality between m and p
- at:high energies implies that the effective couplings gz_rrnn
and gzp nn 2re in the ratio 3:1 approximately, if all spin >
states are equally populated. |

In the energy region covered by the present experiment,

‘the excitation curves forpt and 6_+ are not significantly
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different. If we postulate the same pr“eductionl mechanisms

for m and &, and extrapolate from the'-'3-6 gev data using

.VII:—Z, we expect the ratio Og /O, to be about . 2 at 21 gev/c.

' ’This is not in violent contradiction with Allaby et. al. '

,'The empirical fact that the isovector meéons have approx-

. inﬁafely equal production cross-sections at high energies,

_both in PP4+dX* and in 7 "P+PX" (19), does not in itself

'vi\rn'ply degeneracy in the couplings, since different numbers-

'of ;spin states and different values‘ of u are involved in each -
ehannel; consequently,' we do not expect, es a general

dynamical rule, that all isovector mesons will be produced
with equal intensif:y at asymptopia. In the case of PP-odTr+,
b‘the‘ anticipated degeneracy between the contributions of

. the N, and NY trajectories is badly breken in Barger |

and Michaels' fit (they require that the NY residue be

8 times the N residue to fit the data. ) Thus, the observed

cross-section equa11t1es at 21 gev/c may themselves be

'dynan:ncal acc1dents, '

In concluswn we have presented evidence for production

of an ispin 1 resonance in PPads T with mass 975 mev and

width 60 mev. The high mass resolution of this experimentrules

out identification with the & (963) repofted by the MMS, , if
the latter has width less than 5 mev. On the other hand,

‘the statistics in the MMS; experiment do not preclude

the possibility that the width of & (963) is as large as 50 mev.

In any case, if the § (975) observed in the present _
experiment ie identified with the 'rrn(980) enhancement, th-enl
a branching ratio into KK is predicted which ailows _
identification of the m,(980) with the m,(1016). In studying

~the Mm system dicectly, it is iqusSible to get good mass
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resolution and good signai to noise ratio when ther is
identified by its 3w decay mode (especially by the 379 mode);
therefore, 'a logicé.l experimental goal would be to study the
n 7 system in detail, detecting the 2y decéy mode of then ,
It goes without saying that similar studies of the K-I—i, pm,
‘and w channels are needeé_l to pin down the isovector

meson quantum numbers,
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Appendix 1. Orbit Analysis

.'We'calcﬁlate_the coordinates along the pérticle orbits

as fu_.n‘ctions of the trajectory parameters -  P, Xoy Z0,
‘d:i/d’so;_' dz/dsy . The coordinate systemr'-i_s depicted in.
figure 70; 'y' is the longitudinal axis through the magnet -
cet;t_e,_‘r_, ,‘_and 'x' and'z' are the horizontal and vertical tran-
své‘.rse coordinates. The spectrometer arrﬁs are inelined
at .a_..r;gl-es a- 'and a+ with respect to the y-axis (ingoing and
out'goingvends"i'espectiv.ely). To make the orbit analysis
suffici_ently rapid, the folloWing. techniques are utilized:

(lj the 'y coordinate at each chamber is fixed, -even though
_the spai'k‘ occurs at different y values if the inclination angles
at are not zero- this requires extrapolation of the measured
c‘op,rdrnates, X and z, dlscussed below;. (2) the magnet1c
field, is defined analytically so that the effects of field
'1nhomogene1t1es (dependence on x as well as ony and z)
- can be included as perturbative corrections, w1thout
actually 't:écing any rays through the field. In appendix 2
we describe the fitting procedure and the derivation of
sysfemafic-.:errors in the chamber alignment.  Note that

we do not perform the momentum analysis by simply
.measurmg the. change in the slope dx/ds ( —px/p) Wthh
would be appropnate for an x-independent field in which
the'directions can be measured independently on either -
end .of the field; the purpose of calculating the exabct coordinates
_ aloﬁg the trajectorie.s and not simply the change in slepe .
is .to make the technique 'a'pplicable to cases where the slope
is not well measured on one end of the spectrometer (when

2. of the 3 chambers fall to f1re) and also to be able to take



into account the error correlations caused by multiple
scattermg 7.
We summar1ze the formulae derived in reference 39
for descr1b1ng the spatial dependence of the magnetlc
field. Assuming symmetry in 'z', the most general

scalar potential is

$(x,y,2) = 2 }:‘,(iz)z”/ (2n+1)! (d/dx2+’d/dy2) F(x,vy)
o - ' 1-1 .

The function F is adequately described (within a few

" parts in 104) by the sum of three functions, Fy, Fp, and F3:

= By/2i [ Ln (y-st/y-3) + Ln (y+sf/y+s) 3

Fz B2/21 ( 1/ Y—SZ - ]_/Y-sz>:¢ + 1/Y+SZ _ l/y-{-sz* )

B3/2 ( -l/y-s3 -1/y-s3* + 1/y+s3 + 1/y+s3* )
1-2

F

i

F3_

where 51 = y + ig; are complex smgulanty locatmns -
typlcally Yi 1s given by the distance from the magnet center
to the edge in the y direction, and g; is related to the
transverse mag"net dimensions ( half the gap, roughly ).

Asymptopic eonvergence of the trajectories requires
'y3B3 = v181B1 + 828, j 1-3:

- The equations of motion are

p d/dy dx/ds = B_(x,y,2) - dz/dy By (x,y,2) 1-4
pvd/dy dz/ds = dx/dy B (x,‘y, z) - By (x,y, z) 1-5-
- Since B 2(x,y,0) = F; + Fp + F3, we can analytically

integrate B,(0,y, 0) along the y-axis. The x- dependence

of B,, which arises through the x-dependence of the
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parameters Bi and s; in 1-2, is small and is included
as a perturbatioh. Thus to integrate the equation
of mot1on neglecting the x dependence and also BY we

find the exact solutlon.

= x(y) = xov+(dxo/d§° y+ M(y)/p)- ds/dy(y'f)' -fdM(y) 1-6

where x_, dx,/ds, and p are the desired ‘para.tmeters,

. o, . -
The functions M(y) and dM(y) are defined by

o y oy
miy) = fay'f ay E,

' dM(y)— - jdy (dxo/ds* y +M/p)( dxo/ds + M'/p)M”
. (1- dx/ds dz/dsZ)
Cdx/dsly) = dx,/ds + M'/p | 1-7

The expression for dM(y) is essentially a small geometrical

correction to 1-6 to take into account the fact that the

path inside the magnet is curved ; if ds/dy in 1-6 were

a eeristant which chaﬁged abruptly at y=0, then dM would
vanish. dM{(y) can be expanded in a power series in the
parameters dx _/ds, dz /ds, and p-l with known coefficients
given by definite integrals of the quantities MM'M'™ and
yM".'M’n, The de?endence of the field on x can now be

taken into account by adding additional perturbative terms to

1-6 which depend on the orbit parameters. The simplification

arises from the nature of F(x,y) in 1-2; most of the x-dependent

- contributions e,remultiplied by factors Which are localized

in the high gradient region, namely the functions 1/(y-s;)".
The"highervorder derivatives in 1-1 which arise from the

expansion in 'z' give rise to higher order pole functions.
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Thus, the correcti_oné to 1-6 from the inhomogeneities

consist of corrections to M(y) of the type

aviy) = [l o)/ s |

From the residue theorem, if T(x, z) is slowly varyihg
in y, only terms with n=1 change the outgding slope and
contribute terms like (y-si)° T(si) to the orbit,
ésymptotivélly. Since the functions T(x, z) are known
from the x-dependence of the field parameters and the
coefficients of the expansion 1-1, we can é'xpress the
'coordinate corrections at any fixed y as a2 polyniminl
in the parameters X0 zo; dxMs,dz,/ds; concretely,
we cbmpute the coordinates x and z at Ifhe singularity
.'loc“:a't‘iOns s; ‘using the approximate orbit 1-6, and
eXp'ress the corrections as polynomials in these variables.

.The solution to the vertical orbit e_quation_l-.S is |

" similar to 1-6:

ZXY) =2zq+ (dzo/dy: y + N(y)/p)* ds/dy + dN({y), where
dz/ds(y) = dzo'/ds + N'(y)/p '

N(y)= jdxz(y)dF/dy, given to an adequate approximation by
Nly)= z(-yj;)- Bj- dx/dy(-yj) Phase(y+sy): (y#y)) - ‘ _1-8'

2(y1)s By dx/dyly)): Phasely-sj) (y+y))
Knbwing P, X0, dXo/ds from an approximate fit to
the x-y orbit equationv 1-6, we determine z,,dz/ds,
and simultaneously z(+y]),dz/ds(+y;) by iteratively
fitting 1-8. Expression 1-8 reduces to the usual thin lens
approximation when the width g; in sl= y) + ig; is small;

in that case the phases of y+s; are equal to 0 (y<yy), ™ (yDyy),
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and 7By is just B,(0, 0, 0), neglecting terms F, and Fj
in 1-2. These functions do not contribute directly to
the f_ocusing-. asymptotiéally'for.large y they contribute
a c_onétant to z(y). Finally the geonﬁefricai cbrrection
function dN(y) i_.s analogous to dM(y): '

y v . o
“dN({y) = - j dy'(dzo/dsy + N/p)(dxo/ds+M'/p)M”. (ds/dy)3_

'The“s'e can be redukced to a polyhomial in dxo/dy, p as R
‘above; the final expressmn is linear in dzolds and

| Z&-Yl)dx/dy(in), snd ) | |

" The.contribution of B%(x, y; “z) to the v.erti.cal focusing
can be repreéented approximately as a; polynomial in
%o, 4%, /ds, 7, dzy/ds,p " which is added to zly) as

‘a perturbation‘term. To calculate this 'c':‘ontribution,i we

represent By, approximately by the leading term in F, namely
By = dBl/dx?z‘-' ( Ln(y-sy*/y-s7) + Ln(y+51*/y+sl) )

Thus, all perturbation te rms can be g:orriputed as polynom-
iais in the orbit parameters'; the coefficients depend on the
field function and on y, the chamber location, so that the
rele\fangr expansion coefficients can be célculated.onc':e,
for' each chamber. - The importance of fixing the y coord.inate
‘of each measurement is noiw evident. | |

'To define the measurements in each chamber at f1xed Yv
we must swim each messarement in the horizontal plane. '
Referring to flgure 70, if x' is the chamber coord1nate,

the fixed y cartesian coordinate x is given by:
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- 2 . : .
x(y;) = x'; (cosa + sina. dx/ds. (1+dx/ds /VZ)) + y;tanat x¢ 1-9

where a is the inclination angle of the spectrometer arm,
and x. is the displacement of the beam line at the magnet
center as in figure 70. -

Finally, we have the following expression for the

orbit coordinates in the x-y plane:.

-1
;= X, +Mip +dx /ds- y; # (x'j cosa tyjtana +xc)
+aM, pl + (ds/dy-1)(Mjp~l dxo/dse yp)-
(1+{dx/ds?d/ 2(x; sinadx/ds) | 1-10

'In this expression d® are random errors on the me asured
coordinates to be minimiged; we have broken the expression

A ihto a leading term linear in the parametefs, and correction |
terms beginning with dM/p. In the latter we include

the perturbation terms due to the field inhomogeneity.
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Appendix 2. Fitting the Orbit Parameters.

" The general prociedtire for least squares fitting to a

linear problem is given in reference 40, and we restate

the results here ~with some important observations.
I:f chlsquare ('XZ') is deflned as o

.'X?— de - G"1 - d., where d¢ is a'vector of random errors
on' thevr'nea'sured coordinates 'xy,', and if these coordinates

must satisfy the linearrelations

d

'F19a=xm- o

then X2 is minimized by the choice

a-=Feo Xy, Where
- -1 - -1
FCZH _Fllo G , and
~H= Fy G . F1 = do dqj .is 'the parameter error

correlatlon matrix.

Equation 1lc-3, whrch relates the true orbit coordinates to
the parameters a (xg,dx/dsg, and p"l) is approximately
linear in the parameters; the linearity is broken by the

perturbation terms, lumped together in ‘d.Mi(a). Thus,

‘Fj above is given from the linear part of 1=}0::

-F1(j, m) is M for m=1, y; for m=2, and 1 for m=3 with

the index 'j' refernng to the j'th chamber coordinate.

'The fit is done 1terat1ve1y, for each stage of iteration the .
'correctlon terms dM (a) are calculated from the current

‘values of 'a', and the res1dua1 discrepancy between measured

’

‘and calculated coordinates , 'dc'is used to calculate corrections -

to a, via the relatlon :

“da=F - dc =F, - (xp - x(a)fi
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Conventionally one redefines the gradient,v Fi= dx/da,

at each stage of iteration, in this case including the

terms d(dM;j)/da; also, the error matrix G should be
recalculated and inverted at each stage since it depends

on 'p' through the multiple scattering terms. In

practice, to save computer time, F_ and G'a.tre

calculated only once for each run of events. |

It can be demonstrated that if the solution for a converges

(in the sense that the residual corrections, da, goto zero),
then no systematic error is introduced by failing to redefine
either Fj or G at each stage. Errors in these quantities

do worsen the resolution, Tizd_a“, but only to second order in
the errors-in Fj and G. In an expe riment in which a

wider range in parameter space is available, G would

be approximated as a function of p, and inaccuracy in

Fj would require a systematic reduction in the step

size (da) taken at each stage of it‘erz'ition, to assure convergénce.
- 'We now consider the study of systematic .errozi's.‘ We assume
that the measured coordinates have systematic errors that
devpevnd weakly on the orbit parameters. To study these effects
and also to check the validity of the calculated error matrix G,

we define N-3 pull quantities ( N is the number of chamber

coordinates)., Also, we deﬁne a matrix V ( N-3 X N dimension- - '

al) which is orthogonal to the matrix F;, in the sense that -

each of the N-3 rows are orthogonal to the three rows of Fy.

> N ' S‘N .
-~ F \' =0 1id v =
m=1 lam mp > @n ‘m-=1 ‘Vamvmﬁ daB

- Then we define the pulls, P, by

Pa: § v x (.measured) =Z/V @ S+d c)
am m m aom m m



whe're 4° and a"' are systematic and random errors on the
c':"oordinates respéctively Except for these errors, the
coordinates are given by “(x - d® -a = 1' qv , after
subtractmg the perturbation terms dM); thus, the
orthogonality condition on V- 1mp11es that the pulls
depend only on d€ and d°. The following quantities

_a_.ré‘.o'f i}ntere.st:v ' '
@ P = V__ . a_
'.(2..) _PdPB - Vo.m' 'Gmnf‘ Vpn‘

Thé‘-'second relation gigres information on G. - Thus, if

ther>e are three pull quantities (N=6), then there are

's1x independent correlations of pull quantities which can be com-

pared with the R; H. S. of (2) above. For example, if G —g d
then _ . .

,iRelatmn (1) is used to study the sy‘*stematlc errors. We can
_examme the correlation of the pu11 quantities with the orbit
parameters as follows: let

o Pa :Z&Aa’(l) 4>1 , Wwhere ¢1 is some kinematic quantity-
Then “ g 1 '

Aa(l) =Q 'Im - ,Ra(m), where

Q =% 0

Im

R (m= P ¢é - P ¢
a T a m O.m

m g ¢1 ¢m and

To determine the systematic errors d° directly, assuming
v that the paraméter dependence is understood, we need to

impose a constraint equation; it is reasonable to minimize
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| : 8 2 T
the mean square deviation, ors_:lrﬁd m) . Then it is

possible -ea derive a matrix Z which is N X N-3 dimensional

such that. o
| a® =z P

, - n na a T . :
Then all estimated orbit parameters found by the methods described §
above are corrected by the terms ' . | : [
da.=F'ds=F.z-§=F..z-(?A1¢1) |

1 C (o4 a C

To sum up, the arrays V and Z above are deduced directly

from F by orthogonality requiréments. Then, for each

1
bundle of rays in paraméters’éﬁ)ace, we invert the

r-elation between pull quantities and systematic errors,
assgming for simplicity that the estimate_.d errors are to

be minimized in the mean square sense. Finally, parameter

|
: 1
. dependent corrections to a from these errors may be v | -

estimated directly.



Appendix 3: Beam Optics

.pur purpose is to resolve the following_'fliricert_ainties

in the focusing proper.tie.s of the beam elerhents: (1) the
effeétive length of the quadrupole lenses, or equivalently,

the éap between the lenses; (2) the vertical focusing power -

of the M1 and‘MZ magnet fringe fields. An upper limit on the’
strength of a magnet fringe field is gotten by treating the field
as a step function with a delta function for a gradient; the
horizjontal ('x"') field component defocuses the beam vertically
vto:.‘én unknown extent. For example, careful analysis of the
spéctrometer magﬁet M3 (which is similar in dimensions

to MI) shows that the x component completely cancels the
‘vertical focusing of r’ajrs‘ that enter on the positivé side

of the beam line. In the M2 and M3 magﬁets, the x coordinates
of the tracks are correlated with the relative momentum, dP,
so that the defocusing is momentum dependent; in the Ml |
rna'gne.t the beam is sufficiently collimated to make this effect
_.négligible. To arrange a tractable calculation, we introduce
a focusing parameter for the Ml and M2 magnets defined as
the ratio of actual to maximum focal strength. Since the
’vmaximum focusing in the Ml magnet is 5X greater than in
the M2, we simply set the latter parametei‘ to unity. The -
detailed equationsvgo‘verniﬁg the optical elements is given
_,'in table 2, to firvst order in (1-(dy/ds)2)k.
'I_‘he-:mea’surementsvtha,t determine the optical pérémete rs

include: (1) the correlation of position with direction at the
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spectrometer entrance, and the dependence of this correl-
~ation on dP; (2) the extrapolated size of the vertical image
at the collimator entrance. This latter should be close to
the 'size of the collimator evntrahc‘e. HoWever, as disculs'sed
in the texf, thefe is reason to believe that the vertical acc- |
.eptance is not 100%, owing to systematicceffects which
cannot be disentangled- collimator m1sa11gnment hlgh '
‘vertical targeting, and additional vertical steering caused
by M1 and quadrupole misalignment.

We start with equation IV-2:

£ = a¥/AX xg + (bX-BX-a®/AX) x¢ + (c*-CXa*/AX) dP + % J*
N =a%/A% zg + (b2-B%aZ/A%)z, + (cZ-CZa®/A%)AP 4857 IV-2

‘We define the correlation functions o¥= -aX/A%, aZ= -a%/AZ;
also we denote the quadrupole ca11brat1on uncertainty by dQ,
the magnet focusmg powers by Xq, X2, and the effective gap .
_separation in the quadruploe by G. Calculation shows that
tile correlation functions are degenerate in their parameter
‘dependence: a* depends on the linear combination Gyg= G+83dQ;
" a® aepends on the combination G,= G + 4X3 + 25dQ +, 8X,;
also, the magnification of the vertical image from the collimator
enfrance to the spectrometer depends on the combination ‘
G_'= G+6X1+120dQ. | |

By minimizing a suitable likelihood function, we arrive at
the following set of parameters: G=1", X;=, 25, XZ =1 (by assump- K
tion), and dQ=0. The flifferences between measured correl-’
‘ations and the functions calculated with these parameters

are shown in figure 22_( ay) and 23 (ay), together with the
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functions themselves. In each figufe-wé also show the
differences obtained by changing the parameters G, and G,
by j:_Z_."., To see how much we can actually vary the parameters,
.we Tdetermine Gx and Gz from measurementé at dP=0

(Where systematic biases are negligi‘ble);v'then, regarding
Gas the free paré,rheter; we fik dQ and _Xl to preserve
a’grveem'ent at dP=0, as a function of G. 'The correlation

ak is insensitive to variations of G; howé&rer, the vertical .
coirelatidn is upset drastically by an increase of 1" in G-
‘the curve in figure 23 shows the effect of changing the gap
Gto 2" e
) '_‘We note that the measured correlations become weaker
than the predicted values away drom dP=0; the explanation for
this is (1)_ there is an increase in the number of rescattered
rays detected at the spectrometer entrance (these appear

as a halo around the central beam positi on and exhibit little
correlation between po_sitioh and directioh, and (2) escape
. ._ losses in the spectrometer cause dirgctional biases for
rays with large dP,
- Figure 24 shows the measured size of the vertical image
af the spectrometer entrance for different sets of data.
The predicted curve, 'GZ=Z', which assumes that the coll~
imator enfrance'is 100% filled, exceeds the observed _size by
10%. If we increase the gap G as above,'. keeping G"z-.f'i.xe.d ‘

according to the correlation aZ, the variations in Gy’ cause the

b4
predi'c"ted image size to increase also; the reason is that

the gap must be increased at the expense of X1 and dQ in order
to maintain agreement with o*. There is no way to decrease

the predicted image size and still preserve agreement

wifh aX and a?%,
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We nbw consider the systematic errors 1n the maghif-
ication. We h.ave shown that if G, and Gz‘;é.re fixed, the -
femaining parameter G, or equivalently, G, ', is well
determined. Since Gx and Gy are known'fjr'o'nvq_ the measurements
in figures 22 and 23 to within +. 75", the resulting ma gnification
_ uncertainty is 5% at dP=0. As G,'is inéreaéed over the
‘allowed range, the expected image size aecreases and
the dependence on dP increases, i'esulting in a magnif-
ication uncertainty that is linear in dP, given by #.32 d¥.

The remaining terms in the transport equation IV-2
which are uncorrelated with the coordinates xé, Zg 8re
shown in figure 25; specifically, the measurements give the
deviations from the expected slopes calculated by assuming
a target loca.tion of (-.3",0")., There aré small differences
between the horizontal and vertical steering from run to
run that can be attributed to shifts in the primary beam
coordinates. The vertical steering may be attributed to
- high vertical targéting as shown by the ‘smooth curve (z¢=. 4"),

or to additional steering in the beam elements, _.Wh_a.t‘ is imp-
.'ortant *is to obtain a reliable descriptiOnr of this residual
steering in order to calculate tl;e spectfometer detection
efficiency; explaining the steering to further accuracy |
is unnecessary. For each run of data, welmeasu..re f:he_
average residual steering of the central mofnentum rays,
which are almost unbiased, to obtain equivalent avera;'ge' . :
_target coordinate shifts from run to run; the s'tatistics B
alone allow é. measurement accuracy of +.1 mr., for each
ryn. Finally; judging from figures 22-24, the consistency

of the ne asurements over the whole range of experimental

1
;
'
|
1.
|
i
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‘data, and the high statistics available, ‘ivt‘a"pbpears that
" the incoming track directions are p‘redic-table to within at
least 3 mr, | ‘

" One final 1ssue remains: higher harmonics in the
'iquadruploe can perturb the linearity of-the.trans port
equaitions'in-xs, Zg. ToO test'thi_s,' We plot the slope dev-
~iations of central momentum rays aga;instftheir coo-rdin‘ates
Xg, Zg (these are linearly related to the coordmates
‘at the quadrupole ex1t), figure 28 shows no evidence for

.any correlation in either plane.
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Appendix 4. Acceptance -

We summarize here the relevant considerations in the
mathematical treatment of the acceptance problem. The
observed cross~section in a momentum bin of width dP

can be written

‘ 2
do/da = fdP‘dx‘dﬂ' o2 /29"y, D@, x', P10, 2 ")
' zm172 v
4- 1
where W(x) is the target d1str1but1on normahzed to unity,
Q! 'x' ,p',O(p',2') are production angles, coordinates,
momentum and cross-section,

D(Q,', x'-, p') is the step funct1on that defmes the acceptance;

Q(p')= SW(X')D(Q ',x',p')d 'dx' is the average solid
angle available. |
Ignoring the dependence of G(p) on productlon angle,

the simplest estimate of the differential cross-section is

dZOdde -1/2 (p) aC/dp = I/Q(p)gdp e~ (P-P') /ZVp Q( ')o'(p)
emirz
4-2

= O(p) + szlaﬁ(p) @(p)o" + Q' O Tl )

_The error in the estimate due to- the resolution is most .

serious at dP= 0 ~where the contribution from the Q" term

is about -1%. |
Since W(x) is not well known, we redefine the observed_-v: '

cross-section 4-1 above as
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' - 13! llr-(P_p')Z/ZYPZ ’ "y Ut ot Q1 1 1
dO'/dp = | dp'dx'd'e TP w')DE@',x!', p')D @', p') Olp',2 ")
, (2mi’z

_ o 4-3
where the term Dg(Q', pw) is the step function describing
the cut on Q' imposed by the fiducial requirements on the
spe»ctrvdmeter entrance coordinates. This must be defined
so that Dg+ D=Dg everywhere, that W(x) and ‘the géuiséian are

large. Then the observed cross-section is
o INTY. 2 -
dC'/dp =Q"' (p) Sdp' e (p-p') /ZYP O(p'), where
o (2mi72 |
| 5'(P) = gdﬂ 'Dg@’, p)
Thus the cross-section estimate becomes. <

420" /dpas = 1/Q(p) aC/dp = O(p) + YPZ/Z o,

and we avoid the systematic biases implicitﬂ in equé.tion 4-2.



Appendix 5. Cerenkov Effi(_:iency Corrections 3

De.ﬁterons can trigger the cerenkov cdunfer' .'thrOugh the prod-
uction of fast electrons by Wide angle coulomb bjscatteririg in
vth'e water, and this produces a momentum dependent correction
" to the observed momentum spectrum. The phofon production
rate fcr an 1nc1dent particle with v/c ('B') greater than 'n'

the 1ndex of refractmn is given by:

dZN /dx dL = 21/137-1/\ 2. (1-1/ n2p2) |
The total number produced in the 3" path through the counter is:

Y
m

'NY‘; .’357(1-5§nin/;3?—) ST e BV
. max
wh"er“‘e_ E is the overall efficiency for creating photoelectrons
in the R.C.A. 8575 phototubes. Taking the weveleng"chs
between 4000 and 5000 A° -

, we get:

Ny'= 5(4500 AO) . 1750 (1-. 563/[32),_ B>. 75

‘ Thev, rate for the process dtese'+d » y+e'.—'+d, where ‘e’ has_ﬁ?._ 75,

is given by

| , -
d4N, /d\dLedLgdQ, = 2W/137- (1-BTyi,/B, ) Ne+ d0/dQ.
| 2.1/2 | B

Writing y=Q_/m_= 1/(1-8,7): (Q_ is the total electron energ )'v‘ "
e e e ’ e hah gYyl,

we have

40 /dy = 41372 1 /m 2642 (- yo(l-ﬁdz)/z)/(yd{l);

where Yo = y(L 0) is Q /m at the electron's b1rthp1ace
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We have ignored the effects of deuteron spin. To an adequate
approximation, in the region of the electron energy where ﬁé
is greater than . 75, we can write . |
, | 2 I
dy(Le)/dLe =1 /Be” = Loy / yé-1 em
where I5= 2 mev/cm/ . 511 mev, or

dLe= -dy (1-1/y2) / I,
Thus,

: _ 2
dNY/dx =4T/137 . 2M/137. N_ Lg XS maﬁYo (1- Yo( d))

mezﬁdz )\2 Io Ymin .(—“—_52 E
‘ : Yo -~

y0 2 .
ay-1/y20- 8 in/62(5))

'Ymin
The integral over dy is really the integral over electron path

length Le, and the integral over dyo is over the initial energy
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spectrum of the electrons. The 1ntegra1s over photon wave length and

over deuteron path 'length Ly are trivial- the latter is done exphc-
itly. In the above expression the integration boundaries are:
Ymin i6 the minimum electron E/m corresponding to Bg=. 75;
Ymax 18 the maximum value of Yo from the kinematics;

nume rically ypin=1 51, Ypax= (It de)'/ (1~ ﬁdz). " The inner

integral can be done explicitly and gives:

Ymax ‘ 2 2

' 23 . -8 R T
= - —td . - T
_c_lNY/d)\ srrza NeLg - dyo (I- yor %) (Yo Yemin
Me ﬁ'dz)‘z Io Ymin ' Yo' (Y_O;l)z.

The remaining ilnt"eg'ral can be gotten by substituting x= Yo~Ymin

and is:



Ymax Ymin

LD = ax (x/ x. 502 (14l 51 - 1-pa?) )
. 0 2

The final result for the integral is:

1(B)= -- 95 -1 34842 - . 065(1/p2-p2) - In(2E0)( 77+, 5182) +

+2.28 1n 114p%/1-82)

The corresponding photon production, averaged over photon

wave length, is
. S A

min _ ' :
 dNy/dx dx =.029T EMN)/ \- _‘I(_Bd)/ﬁdz,‘ or approximately,.

A max

=146 1(Bg2)/pq2- B

Finally, the probability of producing at least one electron in

the photocathode is given by Poisson statistics:
P(By) = 1- Exp (- E- 146 1(Ba%)/Bg?)

Here we have‘ lumped the photocathode coﬁversion efficiency in
the parameter E. | | | |
' Using pure water in the cerenkov counter., the rate at thch
deuterons were detected was measured by cbmparing the time
of fhght spectra with the cerenkov counter in co1nc1dence w1th
the correspOndmg spectrum with no such trigger requ1reme.nt
The resulting precentages are shown in figure 6 together with

the probability function computed for various values of the

efficiency. The corresponding probability functions for seemg ,

protons in the counter is also calculated. For our final

correction factor to the raw data, we take the efficiency E= 1. 75%,

from figure 6.
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- Appendix 6. Kinematic Reflections

Pion productiOn may proceed through intermediate states
c0nta1n1ng one or two baryomc resonances, as in the diagr?ms

of f1gure 65. However the N* w1dths are too large to produce

structure in the f1na1 state mlssmg mass. Ignorlng the deuteron

bmdmg energy, the momentum 4 vector of any intermediate
state nucleon whlch occurs in a d-P-N vertex can be ident-
ified with Half the deuteron momentum, e ‘P=N=d/2.
_In the case of 'a two pion final state, we eah v}rite:

"(‘.A‘) S m= St + 4fn,,2 - .Z(Sn"1+ s 2), or equiyeleutly, )
' (B) s = -s¢ t 28,

T +2Mn’

w

where st is the total C M energy squared; the first term

is approprlete for a double N# 1ntermed1ate state (65- a) nd

the second to an N*N intermediate state in which N"‘-DN‘TT‘IT (655b).

For 3m final states the appropriate d1agram involves

PP+ N*N*s+ Nww +N1r-o d +3m7 (65-c). Here we find

. +2M_ 2% -2( s +s_ . ).

3w s'“'l"Z

Thus, in the 37 final state, we must constrain not (_)nijr the
resonance masses Snrw and Sy, 'but. also we require a con-
e.traint on the 27 mass, for ‘example, by the dec.ay:’prloceSS

*sNp . The respective widths for kinematic refiectious from.
these processes is the given by:.

- _ 2 2 1/2
(A) _YTTTT 20y nmy Y mrz)
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_-(1_3') Yor = 2V¥nma ,
2 R ) 1/2
2(y n"n'nf+ Y nw oy 1r1r/4)

(C) Y3

vTixe_least favorable intermediate states for these cases
are N(1236)N(1236) for (A) with, yﬁ: .9 gev?; NN#(1520)
for (B) with y, =. 72 gevZ, and N(1236)N*(1520) for (C),
with y__= . 9 gevé. | ' |
‘Thus, the narrowest structure that can be generated in the
 pion mass spectrum is of the order .7 gevz, whereas the observed
'delta’' full width is about .1to .15 gevz. It is amusing to note
that the po.sitiOn of the peak in the 2m mass distribution '
due to (B), with the intea_:médiate state NN*(ISZO), occurs
at-, 95 gev2 at 4.5 gev/c. .Other peak po.si_tions. do nof

coincide with the 'delta' mass region and can be ignored.
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- TABLE 1-Event Tallies

EXP#1 T.Full EXP#1 T.Empty EXP#2 T.Full EXP#2 T.EMPTY
By T e E e e e S e s S

3,8 Gev/c  62,1Th 29,121 106,590 35,673
Lo Gev/e  6ly7h2 - 31,059 125,604 50,208
6.2 Gev/e k2,673 . 15,877 . 55,902 9,929

I EEEIEEEEEENEREHERHEHBEEHESHOREEEHEREEEEREEEHEHEEEEEEOREE

TOTAL NUMBER
OF RAW EVENTS

3,8 Gev/c 308,000 333,000
Lio5 Gev/c '389,000° £38,000
602 Gev/c 207,000 - -~ 257,000
S EEHHME SR EEHEEREHERHEEHRE SRR RREHEHEERHEERHEEE B LS

TOTAL TARGET
FULL EVENTS USED (BOTH EXPERIMENTS)

3,8, Gev/d" 168,674

LeS Gev/e . 190,356
642 Gev/c 98,575

#FW—K—%*%%(—W-)&‘(- IO WWW%W“ JEEEISEE

TOTAL NUMBER OF RAW EVENTS «...... 2,030,000

TOTAL NUMBER OF USEFUL EVENTS s.e.. 629,600

TOTAL USEFUL TARGET FUIL........ 457,695
TOTAL USEFUL TARGET EMPTY...oevcees 171,876

AVERAGE RECOVERY RATEY eovenvevenonneosss 318

1Useful events are events that pass all flducial crlterla,
includlng cuts in spectrometer entrance angles and coordinates,,
cuts in chamber positions, cuts in-confidence lével 6f fit, and
cuts in time-of fTight, as discéussed in the.tedtf, _
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TABLE 2.~ Beam Optios

A. Quadrupole Doublet

o
y

ot
54

.84
ci?t

I~

c2 soy (1 G cqy! s$1'\[%\
. (-—kzzsg 02) 0 -1 k1231' .01‘ ?U

(62' 32')(1 G) ¢y 81 \/2%0
ko?spt cotf\O 1 ( -klzsl 1 ) ),0)
= sinh(wiL)/wi

sin (wiL)/wy

cosh(ws L)

cos (w;L)

ki'(l-dP)"l/z _ |

Field Index (Kg/in)e« .3/2.5L / Po(Mev/c)

Effective gap
Effective length

X0s20
Xf’zf

"B, Bending

(Xf) (305(6}37&8(6 0) Ief'f

A¥e

= incident coordinates,
= exit coordinates

Magnet

R Y -
1+ (41_ _90),‘31,‘( ef?

1

————————
B &
~—————

0 1

AT =(1 , Yef.f)( 25
)f) (0p-0 )2 (1-PYo/1pp 1 20

- Yerr

Qo =

QO

Length of magnet element
entrance angle for §P=0

exit angle for dP=0
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TABLE 9~ Overlap Chisquares -

EXPERIMENT OVERLAP CHISQUARED' ~  DEGREES OF FREEDOM
38 Gev/e #1126 99 (6 Runs)

3.8 Gev/c # S 177 ~~ - 186 (12 Runs)

h;S Gev/c #i - 217 _ 203 (10 Runs)

LeS Gev/e #2109 - 113 (22 Runs)

6.3 Gev/c #1° . 96 (8 Runs)

603 Gev/c #2 81 ‘ 111 (7 Runs)

lrhe overlap chisquared between the runs is calculated over
the momentum range lh00<Pd< 1720 mev/c

%rhe degrees of freedom are counted as the number of 5 mev/c
bins in the overlapping runs minmus the number of S mev/c
bins in the momentum range 1400 to 1720 mev/c. -
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TABLE 10~

104

FIT PARAMETERS

643 Gev | ‘

308 Gev Lie5 Gev ‘
. / vﬁn o
Oy (Mbarns/sr)
(See table 11 for  23e0%e5  9elige3 Leb245
mass and width) .
Op (Koarns/sr) 302445 2,0t.4 e5te5
(p/2 (Gev?) 104,01 104,02 .09 (fixed)
M% (Gev?) 05722.008 o57L#,012 059 (fixed)
39635 Mo=e921, (043,023 ,0194,032  40694,07h
and width fixed
by resolution.
o l\ ' . . . . .
R e
My (Gev?) | o953(fixed) 952 £ 012 o952 (fixed)
Gev?  06(fixed) 0607016 - 055*e016
G4cev®) 06(sixed) 0607 G0 <0551 g
X2, with Oz =0. 147 (¥ Parewj111 (3Param) 65 (i Paran.)
Same, with 1 more “#ijo» - "+ +.103 65
BeGo Parameter
X2, best fit to Oy 1375 924l 51,8
Same, with 1 more 135.5 92,2 51,0
B.G, Parameter '
12 Difference‘(zl‘) 9¢5 18,6 - 1560
Same, with 1 more Le5 10,8 14.8
BoGe Parameter : : “
Number of bins in £it 127 78 38 o

-1 9he cross section fits are based on a )y parameter BG. at
3.8 Gev, 3 parameters at L.5 Gev, and I at 6.3 Gev.

"2 ;The X2 differences should be distributed as for 1l degree of
freedom, since the fits differ in the fixed parameter chosen for 0d.

Al
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" TABLE 11~ PION MASSES AND WIDTHS

3641 3882 LSl SR 631 6.2

w2 0193t L0183+ .02USx L0177t .0271r 02561

: .000i  .000L 0012 0007 .0020 «0039
Fh' s 0235+ o * . + ® X . : ° +
_ L 4000L .000L ,0011 0006 »002 .00k

Mgf=o0196  =,0003 =.0013 0049  =40019 0075 40060

Spectrometer :
Calibration IEEEHREEERSE 2 Mev/C  $RRHESHE0HIENEHHEEHREHEE
Uncertainty ' ‘

Equivalent - - » : '
Calibration =12  =¢50 1.55 -6l 1.69  1.3L
Error (mev) A : S
wivalent = . , .
Mass =oll. ".5 E 1796 '-a'é . 3.h 2@7
Error (mev) . ' .

EQiJivalent

Beam Momentum 2 9 =36 1k 75 58

Error (mev)

Equivalent : o - o
: Mass 103 103 ‘ ’303 103 ‘30h “’207'

Error (mev)

B ’I'he Yequivalent® calibration errors a.nd beam momentum er}'ors ‘ _

are defined to correspond to the pion mass;2 deviation frgm-'otv)1‘9.6’gév2 H
these deviations ai'é"lafrger than the"errox.'s on the fitted va.lilés'i |
of M. The "equivalent" mass errors for & + ’afe the 6orféséonding"

errors at 1 Gev in the missing masss



TABLE 12-KINEMATICS
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pp(crev)l}:-xs(GevZ)b;-M2 (Gevz)lspd(Mevj%dM2/dpd-xﬁdM2/dpp,W wif wﬁﬁ,s-
Gev

3,8 9.13 202 1153 [2.52.1073] -1.47-2070 § 27 [ .31 | 3.25

A v 059 1422 1.73010-3 9.63.10-5 =02} = i5 3.54

.95 1675 11.13-1073] 2,89.10=L | -.32}=.60 ] 3.72

ks fo.50 | .02 1290 |3.12 10-3] -1.33 1074 ] .23 | -.33 | 3.9k

o59 1397 f2.h3 2073|506 1077 | w01 J'“M 122

95 1561 1.96 10=3] 1.80 107 | ~.18] =.53 [ Lkl

643  J13.56 .02 1243 Jbel3 1073 -2:08 10k} .18 | -o35 | 5,47

- o59 1381 [3.85 1073 1.18 10-3} .03 | -.k3 | 5.75

95 179 }3.47 107} 9,06 1 10-5 -0 -el8 | 5.93

21.0 fhle3 .02 1355 111.5 10=3 -3.81 20-5{ .08 | -cLo f19.33

- 59 1391 {15.8 1073} -9.0L 1070} .02 | =.L3 [19.62

095 Wl f15.6 1077 9.38 10-6|-.01] ~.Lk [19.80

n{" means the invariant momentum transfer squared.to a single nucieonv

“in the deuteron.

"4? means the moméntum transfer to the deuteron.

M? is the missing masse

S is the total invariant square masse.

ngt® jg the invariant square mass of the recoil;ng meson system plus o

one mucleon in the deuteron,

. Thus, denoting V= d'Pl, the scalar product of the deuteron momentum )
li=vector with the incoming proton,

Cu o= M2 - 2(V-2M,2)

to= (u—MnQ)/2

st = (5 + M 3% ?)/2

é A



c1,2
Hmd.tnr

. =%
—\’%" T

16X36 HP 'H' Magnet
\\/ "187 (15°)

51,5 Counters
- Water Carenkuv Counter

FIGURE 1

XBL 701-22

107




108

Particie in -

Particle in Coincidence
. 8 and Sz\ Sy and Sq performed Spark
Particle
detection L] voitage placed on chambers
"SOns%FIZSnsﬁL 400ns -1
. ) .
Spork . .
Event_digitizi l l | ANAARARAMARAARNMARIAR.
and recording ot
I8us, ' ¥
reset "

Computer reoading (20014
Scaleu counting | or writing magnetic

Event digitizing (100us) Qape {2.4ms)

o
Spark
Next event ma
I 5 r be accepted
Chamb
recharging Chombers recharging |95 Dead time of
. event gate
3t010ms- -
1o

Fige 2=A Event timing sequence, showing particle detection
(nanosecond scale), event digitizing and recording

(micro-second scale), and chamber recharging
(millisecond scale) separately.

Spcrk chombers —

) W, w
v, 2 V3
S S2 I5° .
Particle
beam from ... .
Bevatron :
Chamber
: a0 scolers ond
Time-to- | togic
converter A
. Control
" logle : .
Magnet
monitors I . Trigger
Beom ,
monitor PDP-5
e
Oscilloscope
'——1 display
18M 7330
tape unit

Fig.2-B Block Diagram of the Experimental Layout
FIGURE 2

' XBL 701-23




' m' g8

RcA 359S's
€3 ol ¥ ¢
™ | |10 s1] [
1014 {20
\ . 0/MS.

?$'s
I cl c2
DUAL FAN IN
FTD -['rp | DIFFERENTIAL
OIN o1N| DISCRIMINATOR
PILE-UP
GATE

-
A

TO SCALERS

,T0 CHAMBER INTERFACE

109

UPDATING
DISCRIMINATOR

01| 101 | DISCRIMINATOR

XBL 701-24



20 KV REYNOLDS BOCPF
CONN. 1800F!
=l "5 KV_ 1y S
L I . L) . 1
4".50 M.
> 1800PF
100FF 100, J( 1
s > A b2
CaRONA SPARK GAP
AAL M
56
50 M 220 &
P
CLEARING
0 v FIELD 120K
CIEARING (11 s ]
FIELD AN 1S
SUPPLY
FIGURE 4

GROUND PLANE

v e

CURRENT
FLOW
s6n &
FIDUCIAL
TERMINAT:

XBL 701-25

110



-111-

- ©
™~
!
49
Q) @
,k : >
_, B {.
, nm - ©
SR 0n
! o )
N ‘ p 1
O : o
: - 6 L.«‘ p \u - < |
“ .
]
. b
) S ssdesssssslasssssssiosssssssslossssmsnlaissinsibitmssimsdios o Samsssssaibases sabare il ©
‘O ® 8 ¢ & o o o ¢ o~ on o o « N © 9 W a  on.
o { o L ~ ~ ,7. [ 0 o © ) L [ o] >, { o ~ » @ ] @2 [ ] U’

.
*

(

SN ) WOINTWOW WO¥d IHOTId J0 TWIL

MEASURED TIME OF FLIGHT ( NS. )

XBB 6911-7522

Fig. 5



EFFICIENCY

1.00 =
+02

PROTON REJECTION EFFICIENCY

01 = Collection Efficiency

o715
FRACTION OF DEUTERONS
‘ REJECTED Ob
«50 L 4
.03
&)
$02 .L
25 |
#)
; .01
& - R . . . . ) ) .
1200 1400 1600 1800 2000

DEUTERON MOMENTUM ( MEV / C )

- XBL 6911-6614 -

FIGURE 6

112



2006

» ) .00).‘

«002

a2/dPy, (Gev2/10 Mev) JACOBEAN PEAK

au2/dPy, (Gev?/10 Mev) 0°

<7 (Gev?/Mev)

a/ag, (Gev®/1/3 mr)]

Py, BEAM MOMENTUM

FIGURE 7

(GEV/C)

XBL 701-26.

113



" 114

1.5 b R
~————————— ANGULAR RESOLUTION ( MR. )

~ : — — — — INITIAL COORDINATE ol
S~ . RESOLUTION (.2") . :

1.0

5 |

‘.

010

dap/P

“TOTAL RESOLUTION ¥

TARGET - ENERGY LOSS

§ ’ ‘e e — . RESOLUTION WITHOUT
UNCERTAINTY

4005

. \ L B B :
1100 1300 1500 1700 1900
DEUTERON MOMENTUM ( MEV/C )

FIGURE 8 R
' -XBL 701-27




MASS SQUARED RESOIUTION ( GEVZ/C2 )

<03 L

<02 |

01 » g

ok b

TOTAL RESOLUTION INCLUDING
BEAM ENERGY UNCERTAINTY

= <oe oo« ==’ SPECTROMETER RESOLUTION

ALONE .
§ FITTED PION MASSZ WIDTHS

~
L I 2 r I 1 L
oh : 0'8> . 1.2 1.6

MISSING MASS SQUARED ( GEVZ/c2.)

FIGURE 9 S
XBL 701-28

115



PER .05

EVENTS

120

eor

sor

40

eor

4000

ssoof

so000f

000}

1800 )

to00p

BOOF

1C Fits
(300 events) -

2 C Fits
(1300 events)

ha-3

" 3 C Fits
(16 X events)

CONFIDENCE  LEVEL

XBL 6911-6611

FIGURE 10

116




K3

: 2,5:  MEV/C

PER

'EVENTS

117

700} Che 3,’-‘,5’6 soof Ch, 132’5’.6
(1¢) (10) '
coo} Boof
BOO |
400
400F
f 300}
so0
200}
200
100 E 100
o i ’ * : " N "
1000 1o8o 1100 1180 1200 reso %00 1080 1100 1180 1200 128¢,
600
0ot Che 2,3,k Ch. 1,2,6
(0 ¢) (oc) .
s00f . soof :
s00 ool
400
300
soo :
200}
200)
100} 100
° . N N ° . . R R
1000 1080 1100 1180 1200 1280 1000 1080 1100 1180 t200 1280
soof N Y
3 ¢ Fits Confidence
@oo} e t20) ‘ 2%
700
100
600
eot
B800¢t P
400 60
s00
40F
200}
20}
100
o " i ° .
1000 1180 1200 1280 1000 1080 1100

1080 1100

'DEUTERON ~ MOMENTUM ( MEV / C )

FIGURE 11

L1180 1200 1280

XBL-6911-6612.



2

PER

EVENTS

Ax-123 4 z-123
1150 Mev/C 1150 Mev/C
ax
aoob 1150 Mev/C
A x123
1550 Mev/C
. 8 2-123
o0 A x_123 LTL) - g
» 1850 Mev/c 1850 Mev/C

NUMPER OF STANDARD DEVIATIONS

FIGURE 12

XBL 6911-6621

118.




| o 6.2/1
i o 308#2

SOLID ANGLE ACCEPTANCE

2 : A A

& ,-1.5#2 .

=410

=e06

“002 302 .06
dP (RELATIVE MOMENTUM)

FIGURE 13

olo

119

XBL 701-29



PER 5 MEV/C

EVENTS

120

tooof soo} . : ,
32 X events 35 K events
eoo}
sae 700}
soof
600
sool
soo}
400
s00
200 200}
100}
‘o . L s . . o . . . . . . "
1500 teo00 1800 teo0 1700 teoo 1300 1400 1800 1600 1700 1800
T T T T - T ot T T
2m0 1200}
9 K events L8 K events
oo 1000t
200
eoo}
180
600
100
400
‘80
200
0 B h 0 . . " .
1300 1400 1800 . 1600 1700 1800 1500 1400 1800 1600 t700 . 1800

DEUTERON MOMENTUM ( MEV / C )

(3.8 Gev/c, EXPERIMENT # 1 ) oL 6911-6615

FIGURE 1k



at

PR 5 MEV/C

~ EVENTS

18 KX events

1400

1800 t600 1700

1800

sot

18 K events

1400

1800 1600 1700

ra00

2l K events

1400

1500 1600 1700 .

1800

DEUTERON ~~ MOMENTUM

(3.8 Gev/c, EXPERIMENT #2

FIGURE

15

«woft 17 K events

sol

1500 1400

1800

1600 t700 1800

8o}

“eor 16 K events

1300 1400

1800

1600 1700 1800

. 26 K events

0
tso00 1400

(Mev /C)

1800

)

1600 1700 18900

XBL 6911-6615"

121



PER © 5 MEV/C

_EVENTS

50

.16 K events

1400 1800 1800 1700

1800 ts00 1400 1300 18600 1700 1400

80

15 K events

° 0
1500 1400 1800 1600 t700 1000 1500 1400 1800 1600 1700 teoo
i oo}
sse} 15 K events 17 K events
sso|
seo}
soo} 1
eso}
20}
200 2oo}
180} 180}
100} 100} 1
sof 8 so} 1
0 b4 y
«s00 1400 1800 1800 1700 1800 1500 1400 1800 1600 1700 1800

DEUTERON  MOMENTUM

(45 Gev/c, EXPERIMENT #1 )

FIGURE

16

( MV /C)

XBL 6911-6616

122

i
H

{2
'
b




5 MEV/C

EVENTS PER

400
480 - N
oo 16 K events 18 K events ol 15 K events
: 400 :
s80 300
aso
300 206 280
s
es0 280 200’,
200 200 X
° 1m0}
80 1so}
{ oo}
100 100 .
i (133
oo} } sof
0
0 h -
I moo . 1300 1400 iBoo o 1e0s o i7oe eco
s Teoo 1500 Y e00 1200 1800 1300 1400 1800 1600 00 .
800 Bo0
18 X events 2l K events sso}l 15 K events
‘70 400 a0
*B0
300 800
Qo0
200 200 ™
100
100 { oo
sof
° > 1700 IIOID
1300 1400 1800 1600 1700 1800 ts00 1400 tsoo 1800 1300 1400 1800 1600 1700 1800
<00
sn6 15 K events 16 K events 15 X events
280 80 X
soo0 500
280 200
0o 200
‘8o ‘00
100 too}
BO po}
o 0 .
1300 1400 1800 1800 1700 1800 1200 1400 1800 1600 1700 1600 tann 1aon tnno re00 1700 1600
00
«sor 19 K events 17 X events
580
oo -
soo
sm0
500 B0
b 200
zoo}
-
50
too
toe
sof. 5 . Bo
e ° o
e e T Tee  eco  t3eo  tecs  isoe  reoo . 1760 1800 1300

DEUTERON MOMENTUM ( MEV/C)

(Le5 Gev/c, EXPERIMENT

FIGURE 17

1400 1800 1600 1700 1900

# ) XBL 6911-6620

v

123



"PER 5 MEV/C

EVENTS

124

280

9 K events

4 o
1300 1400 1800 1600 t7200 1800 1500 t400 1800 1600 1700 16800

S K events

.

a0t o 6 K events

80
€0
a0

20

1500 1400 1800 1600 1700 1800 1500 1400 1800 . teoo 1700 1800

8 K events

P 4

1300 1400 1800 1600 1700 taoo0

DEUTERON MOMENTUM ( MEV/C) o
(6¢3 Gev/c, EXPERIMENT #1 )  XBL 6911-6617

'FIGURE 18



EVENTS

PER 5 MEV/C

1 K events = 1
ss0 3
; ‘ 17 K events
. 400} -
300
8o}
280
sool 4
200 asof
200}
180
. 18O}
100
100}
80
80 F
° - : 0
1300 1400 1800 1800 1700 1800 1500 PP P o oo
480
asol 17 K events '
- w00k 17 K events
400}
ssol
soof 1
280}
200}
180}
1001
50 1
o I '] "
1300 1400 1800 1600 t760 - 1800 1300 1400 1800 1600 1700 1800
480 y
18 X events
acol ;
ssof
soot
aso}
200}
10
100k
" é
o .
1300 1400 1800 1600 1700 teoo

’ DEUTERON MOMENTUM ( MEV / C )

FIGURE 19

" (6e2 Gev/c, EXPERIMENT #2 ) .

'XBL 6911-6618

125



X (INCHES)

2 (INCHES)

126

Hp TARGET M

==

OOLLIMATOR

C12

S

u Z Bl A
2 ] L 4 !
100 200 300 koo
DISTANCE FROM TARGE? ( IN, )

FIGURE 20

XBL 701-30



"

Z (INCHES)

-2

-
$6 ¢3,4 C C5

DISTANCE FROM C1-C2

FIQURE 21

:(.:;,2" s 82 3 si s;
I T 1.
-5 V - e 5 .J-.J
————— HIGH MOMENTUM
3 LOW MOMENTUM
w7 T T T Tl
e >
b
L_.._‘J.. L 1 1 1 1
0 190 200 300 Loo 500

XBL 701-31

127



- 128

- «l0

A om/mv)

® 6,242
Q 602#1

& h.5#
x Lh.SHL

@ 3.842

 FIGURE 22

XBL 701-32



./

GAP=17, X, =,25

 an

P1.0

-1.0

// GAP= +2"

| AOK, (/1)

ATI VE MOMENTUM)

@ 6242
06.2 1

QL5

¢ 3.8¢2

FIGURE 23

©XBL 701-33 .

129



1130

_ VERTICAL IMAGE SIZE

o

2404

R ] . | ] | | i

-206 =e02 02 «06
dP (RELATIVE MOMENTUM )

FIGURE 24 ‘
o o XBL 701-34




:\Q\r J “tmh

' ‘VERTICAL STEERING

'(3‘7\(5:» (OR.) R

*{{_

06

TR

' dP (RELATIVE MOMENTUM)

?-S(G.) 0R.)

HORIZONTAL STEERING

*A*_

_ e

O

‘ it —+ +
oz S W06 Jo }:

—— &
—
- *.

. FIGURE 2S5

131



ERROR IN WEIGHT

el

-3

132

e

i
B
!

FIGURE 26

XBL 701-36

i




3.8/1
| @ 3.8f2
N ' : L. e beZfi2

AN . 2.5/

o . (INDIVIDUAL
L . _ ERROR BARS
, SUPPRESSED
o : : o _EXCEPT FOR
. L TYPICAL
: \ : o ONES SHOWN)
30 |~ |

MULTIPLE SCATTERING ( MR, )

R.M.S.

1.0

s 2 e : i

1200 ‘ 11400 : 1600 ' 1800 ﬁ
DEUTERON MOMENTUM ( MEV/C ) '

"\1 }
FIGURE 27 -
S ~ XBL' 701-37

133



-3

20

18

10

Deviation (mr.)

i

Hor. Slope

Las

=3 -2 =1 =0

X, (inches)

18

10

-10

-8

'-20

Vert. Slope Deviation (mr.)

~-25

Tt s o e e = e i
Y o e  naaes  asaaa ¥ T

eSS Gev/c
dPeeO -

Zs (inches)

Fig. 28

XBB 6911-7524



1455 Gev/e cool LSS Gev/e
500 Ch. 3 Gho' 3 B
%00 ' ‘:
. “sool i
s00F
- ?00- ‘zaa 3
b , , N
* .ciS 4 -5 - s 4 -] -5 -4 -3 -2 -:I o 1 2 R 4 5
& X « X (inches) 2= 2 (inches)
[y . .
L . !
. N . " ' ’ ' ) .
= LS5 Gev/c 4,55 Gev/c
E i 200}k Ch. 6 =seor Ch. 6
200
50 so
.0—’5 -4 -‘5 —.2 —Ii :7 1 2 ,5 s s o—s a -;s -2 -1 o 1 2 5. 4 'Ls
X% (inches)‘ Z2-7 (inches)
~ XBL 6911-6619
\J

- FIGURE 29

135



-136-

-0.8}¢

~0.

16

~0.10

-0. 08

0.

s
0.10 o.1t® -0.1% -0.10 -0.05 0.00 0.0% 0.10 0.18

LSS Gev/e
- Bl

s -1.8 i 5 i N i

-0, 08 0.00 0.08 0.10 0.158

-0.95

-t.5
-¢

3.8 Gev/c

s

~¢.1¢

-0 03

‘o

(k-]

t5 ~-0,1¢ ~0.05 0.00 ¢ e5 0.10 0.1

dP (RELATIVE MOMENTUM)
XBB 6911-7523

Fig. 30

-~



( INCHES )

Z COORDINATE

a}b ,-1055 Gev/c
M2 Entrance

4t }4055 GGV/O 4
M2 Bxdit
s p
ok 4
X COORDINATE

-437-

L Le55 Gev/e
Chamber 3

»

eSS Gevfe

‘t  Chamber 6
2F
o}

( INCHES )

Fig. 31

XBB 6911-7521



-138-

@ r
Y Y Y T Y Y T opee 3 Dm ——— Y T Y T ' T v ™
o~ i .
3
- . - . '.A -4
. . ‘ ,
L. C :
L. N I ;
o
3. . 3
o
o) 3
¥ W 1 3 * E
! . .§o
o N i° 1
| ¥\ ¢ , f
- A N R
- ° - .
A dassssissnl 5 sk Lo L uL i " . E o Aasnossand b 1 1 1 Lo
®w " o 0 © 0 [ o o 0 o nN L] o 0 [~ o 0 o o o 0
—Mc; o - - [ - - N N N N - - ' - - ~ Y
— — ccamema— B N ' 1 1 t ) i ' 1

(*¥{) NOIIVIAZQ 9dOIS TVINOZIMOH

o]

2.

XBB 6911-7520

Fig. 32



v

2,0

-
&

[
®
[+

o]
o
&

NORMALIZATION ERROR

[
-
o

1.9

FIGURE 33

——
| +o+
\ezvm RUNS , ,
4 . Il - - | d Y
.10 «20 C W30 ko
E FRACTION OF DEUTERONS IN HALO

XBL 701-38

139



o0

PER

EVENTS

6K

5K

L X

3K

2K

1K

o XC/XCW>"Q35, A’) "hoo mro
+ X /X" -.35 4€< 1.5 nr,

dP - (RELATIVE MOMENTUM)

FIGURE 3L

o -LeS5 Gev/e
) EXPERIMENT #2 .
e
®
°
°
0 .
| °
- °
) 'S
= 'S
i °
[
o
o 3 +
+ + .
° ‘ ,* R o
+ o
. ) : o ¢ .
e - - ] ] | | I W A 2
. "008 -.Oh . 00 00)4 08

" XBL 701-39

140




» - (A)
1,50 "
1.25‘-. '
1,00} N

CORRECTION FOR CERENKOV
'REJECTION AIONE
(E=.0228)

.’ /
/ A' 2.4 nsec,
l

CERENKOV CORRECTION WITH
/Y VETO AT C1-C2 °

/6; 1 nsecs -

(8)

1.0 r—"‘ —

:-&”‘"" l-' 1? ' "

PERCENT OF ACCIDENTALS WHICH
MISS THE CERENKOV VETO AT T,
AND LIE IN THE 8 NSEC., BAND
T ABOUT THE REQUIRED TIME, T(Py).

\\ Sa 1 nsec,

;" 2.4 nseE\\
\
N\
05 P : \\ .
Pa(Tc+2.h)  Pd(Te) PalPeedolid < T—o
Y A A 2 2 | Y - -x
1200 1400 1600 1800
DEUTERON MOMENTUM (MEV/C)
FIGURE 385
XBL 701-40

\J

141



142

Xo/ xMX

260

200
AR-1 2 d
100F
50

+°0 ¥MAd SINZAZ 40 HIVHRNN

FIGURE 36




143

73,8 GEV/C #1
. C.M. TARGET EMPTY
. CROSS=3ECTION

_4.C).
_" ' :é ot

L0l

107

MICROBARNS/SR-GEUXx?

R NSRPU RS

o - .30 .60 .90 1.20
MASS SR. (LEUxXx2) |

" FIGURE 37
: XBL 701-41



MICROBARNS/SR-GEUxx?

S0
3.8 oEvv/c'#z
: C.M. TARGET EMPTY
4 O 1 CROSS=SECTION ;
';3,C) _
20t
10}
0 1 . . 1 . 1 -_ \ |
o .30 .60 .90
MASS SQR. (GEUxx2)
FIGURE 38

XBL 701-42

144



S
- 324

MICROBARNS/SR-GEUXX2

145

16

L8 GEV/e #1
. TARGET EMPTY
" CROSS<SECTION
» ]

~.10 .20 .50 .B0 1.10 1.40 1.70
MASS SQ. (GEUXx2)

FIGURE 39
XBL 701-43



MICROBRRNS/SR-GEUxx2

40
32t
24|

16}

. 146

iy LS GEV/C #2
4
4 : . C.,M. TARGET EMPTY
'\ \‘, CROSS~SECTION
y ) .
n\;;,
3 ENES:
¢ N |4
&
1}
» (]
" F S
A 4
r 3
48
L
B O
LR QQ ‘
11 3 \*’u‘n ,
O_I- 9

peit
1l i 2

M%s

O Fi
!t

.10 .20 .50 .B0 1.10 1.40 1.70

MASS SQR. (GEUxx2)

FIGURE LO ‘
XBL 701-44



NIC.RDBQRNS/SR—GEU*X2

: ' 63 cﬁv/ch

: | C.M. TARGET EMPTY
39 i d CROSS=SECTION -
 _16 :
R A

- =,10 .50 1.10 1.70

MASS SQR. (GEUxXx%2)
FIGURE L1

XBL 701-45

147



MICROBARNS/SR-GEUXx?2

40

148

6e2 <GEV/C,‘_ .
"CoM. TARGET EMPTY
CROSS=SECTION
32t
24t

O A B

~.10 .50  1.10

1.70  2.30

MASS S@. (GEUXX2)

N»FIGURE L2

XBL 701-46



MICROBARNS/SR-MEUV

100

BO}

20 ¢t

149

60

" 3.8 GEV/C £
LABORATORY CROSS=SECTION

| 1500
LAB MOMENTUM [(MEU)

FIGURE L3

- 1800

XBL 701-47



MICROBARNS/SR-MEUV

.1.0'0 .,
ol
0|
40 |

20}

150

3.8 GEV/C #2
'LABORATORY CROSS=SECTION

A | -
1500
LAB MOMENTUM (MEU)
FIGURE Lk ,

1800

XBL 701-48



MICROBARNS/SR-MEU

60
| LoS G‘EV/C‘#J. »
LABORATORY CROSS=SECTION
48 | 4
B ¥
' . é v
: 3 6 1 S C _ $ - t l4
o o $ | 8
24} o et
} + }fsa 0% 3
ottt t¢
V 1.:2 1 f ' f A
' 0 l | i |

1500
LAB MOMENTUM (MEU)

FIGURE LS

1800

XBL 701-49

151



MICROBARNSSR-MEU

60

48t
24t

12¢

152

- heS5 GEV/C #2

LABORATORY CROSS=SECTION

L | 1 . |
1500 |
LAB MOMENTUM (MEU)
FIGURE 46

1800

XBL 701-50



MICROBARNS/SR-MEU

30 ,
24t
- fL =N

12

-

603 GEV/C #1

LABORATORY CROSS-SECTION

| 1500
LAB MOMEN

TUM (MEU)

FIGURE 47

1800

XBL 701-51 .

153



24 |

187G

- 12

MICROBARNS/SR-MEU

30 — — S

6.3 GEV/C #2

'LABORATORY CROSS-SECTION

~

0 } | ] 1
| 1500
LAB MOMENTUM (MEU)
FIGURE Lv -

1800

154

. XBL 701-52



~ MICROBARNS/SR.=MEV/c

l

Fitted Difference (Exper.#l-Exper.#2)

of Lab, Differential Cross=-Section _

h.S GG‘V/C
3.8 Gev/c

LS Gev/c 3.8 Gev/c \
O = -
| W2 4952405 = 95 2,05,
2 L '
1500 1600 . 1700

DEUTERON MOMENTUM (MEV/C)

FIGURE L9

XBL 701-53

155



MICROBARNS/ SR.=GEV2

40

20

10

—

¢ 3.8 GEV/C #1
{7 3.8 GEV/C #2

C.M., CROSS~SECTION

1 A

.70 . 1.00

MISSING MASS SQ.

FIGURE 50

1.30

XBL 701-54

156



157

Qg s GEv/c#’z" | H v
il

40 —
b Q L3 _GE"/_C #L .M, CROSS-SECTION - J

N
N
]

MICROBARNS/ SR.-GEV2 .

. . AN <1<' . 4
o)) - .
' .

o L 70 - 1.00 o 1.30 0
MISSING MASS Q. (Giv2/chy '

FIGURE 51 . -~ = =
' - XBL 701-55



16

k12
£ B

20

0 6.3 GEV/C #1
0 6.3 GEV/C #2

C.M. CROSS~SECTION

1.00

. MISSING- MASS SQ. (GEV2/cH)

FIGURE 52

XBL 701-56

158



- v" 4,[] g .-

wmoacnami/ SRe=GEVE

o 4s5y
35}

40|
35
30
25 ¢

20 ¢

. 3.0 GEV/C C.M, CROSS=GECTION -

1.25

159

XBL 701-57



351
25t

- 20t

MICROBARNS/ SR.= GE&V°

40

111111111111111

1 I i i L l "t

N , . .
.55 .B5  1.15 1.45 1.75

MISSING MASS SQ. (GEV2/CH)
' FIGURE Sk

160

XBL 701-58



20 S U ——"




MICROBARNS/ SR.~GEVC

162

40 e

LeS GEV/C C.M. CROSS-SECTION Jﬂf

#

35 WITH 5% MAGNIFICATION ERROR # J{ Hr U’

Ww jm . {
sy

30

O N T R e R
.25 .55 .BY 1.1% 1.4%5 1.75

MISSING MASS SQ. (GEV2/cl)

FIGURE 56 »
XBL 701-60



Microbarns/Sr.-Gev2

Microbarns/Sr. -Mev

. Combined Deviations
4} -from Linear Fits in %
3
il i
1 R %+++ + +
0 L+ ** + _ ++ +++ + +%%
-1 %%. ’ + + .
L +_
_.3 .
-4 ’ ;
_5 » 1 1
: S .95 1.25
MM2 (Gev2)
Figure 61
e R ——
N g%ﬂ ' Gev
9 tap9fg '©éd.5 Gev
. Gev
.8t
e #
123
'S ¢
4
®
®
s K ¢¢
T
4 b * o
o LA
3 o’ﬁ"'wmmm
00 o
2 ] ‘° ]
N '.‘ mmmmmmm
1!, e e S
} @ 080" oy A“AAAAA‘AA‘A“
|+ agaasstts L
1200 1500 1800
Py (Mev)
Figure 60

400

320

- 240

Microbarns/Sr.-Gev2

160

80

200
160

120

an]
o

FN
o

100

80

-.05 .25 .55 .B5 1.15 1.45 1.°75
gzg 6.3 Gev
dMedn,

16

i 1

.85 1.45 2.05 2.65

mv2 (Gev2)
: ’ XBL 6912-6710

Figures 57,58,59 (Top to Bottom)

163



CHISQUARE

142
3.8 Gev/c

I Parameter B.G.

137
5 Parameter B.G.

132 § s A 1 : I ]

2 “Oh . . 06
O3 Mbarns/ sr.)

FIGURE 62-A

XBL 701-61

164



165

CHISQUARE

100 »
th .GGV/C
95 =
\¢3 Parameter B.G.
Parameter B.G.
90 4 | } 4 .4 q 4

% (ubarns/. ST )

Figure 62=B
: XBL 701-62



55

CHISQUARE

50

- —s .-.r»...‘...w_ et s it o P e ) !

643 Gev/c

et At

Parameter B.G.

+.70

0=°-36 "'012

<

ZParameter B.G.

O ( barns/sr.)

FIGURE 62-C
XBL 701-63

166



CHISQUARE

152

1142. 1

132

| T=c0l

30,8 GEV (4 Parameter

BoGe)

nE

o
' % (8harns/sr.)

FIGURE 63-a

XBL 701-64

167



 CHISQUARE

110 f§

100

90 -

«2 GEV (3 Parameter B.G.)

02

J“ '6 . 08
Oy (Mbarns/sr,.)

FIGURE 63=h .
XBL 701-65

168



70

CHISQUARE

50

. 643 GEV (1 Paramcter B.G.)

T™~=.06

™~,08

_ o= °35f:%8'(1'fixed,at 06)
1 ' 1 A
o2 oL b “ o8

or 3 hbams/sr. )

FIGURE 63-c

XBL 701-66

169



CHISQUARE

152

12

132

3.8.Gev/C'

(4 Parameter B.G.)

S VRN SIS NN SIS S
.08 «10 12

| N
02 ,0h .06

HALF WIDTH (GEV2)

FIGURE 6lj=A

XBL 701-67

170



110

§§ -

CHTSQUARE =

e N

oS Gev/e
(3 Parametgr B.G.)

06 .10
HAIF WIDTH (GEVZ)

FIGURE 6l=B
XBL 701-68

171



172

i g

CHISQUARE

‘ 603 GGV/C

(2 Parameter BG.)

_ O=,1 |

'"03
07
0=,5
i RN IR N i i

02 W06 10
HALF WIDTH (GEV®)
FIGURE 6kL=C
XBL 701-69



e S e 4

FIGUREZ 65

~ XBL 701-70

173



‘ —_—Tr
o3k PHASE SPACE FOR _ _ __a____; 73"7”,"10
: M2 DISTRIBUTIONS g D ¥
63 BEAM ENERGIES AS INDICATED
02 |
L1l
1 )
[¢] .5 ' 190 1.5 o 200 265

M.M.2  (GEv2/cly

FIGURE 66

_XBL 701-71

174



UNITS

v

ARBIT

DATA FROM BAMNER ET.AL. AT 3.8 Gev

The dashed curve shows the background

after subtracting out a 63 mev wide
resonance at 975 mev, assuming the

mass resolution to be #}3 mev, corresponding
to dP/P= 11,5% as reporteds we take -

o5

MISSING MASS (GEV)

FIGURE 67

®
do/dl‘?.SIbarnS/sr- : . /
_ /
/
o/
: "I
v
7/
L]
L J
e °.
°
[ ]
[ ]
®
'y
®
°
A P } 2 )
of . o7 8 o9 1.0

XBL 701-72

175



NGMBER OF STANDARD DEVIATIONS

CERN MMS. EXPERIMENT (B.G. SUBTRACTED) 20 BINS

Data points represent # S.de from a linear B.G.
‘ . (Seeo Ref. 13)

FWHM of Gaussian Fit
(28 mev)

S0 Mev Wide B.W,

FIGURE 68

XBL 701-73

176



4]

d0/dR;, MICROBARNS/ SR.

10

L

Anderson et.al. (5%
Dekkers et.al, (50)
Turkot et.al. (0°)

This Exp'te (0°)
This Exp'te. . '

Pellet (15°)
Turkot et.al,

This Exp't.

0'lrn.Z_t.O’l at 21 gew.
%) " (Allaby cteal.)

_ + |
- The ratic,of Gydffc®
: from e~ ~61,’g =146
(Allaby et.als)
- . -2
% ~P oy €
. ") -
1!
b - -
R +
=N
- &
| [ ] 1 §
2 6 10
P1aB (Ge’v)
FIGURE 69
' ~ . XBL 701-74

177



4’--‘\\
\N
v X- Axis
réZbit _ * P!, Measured chamber coordinatg

P, Extrapolated coordinate at y=yi

o FIGURE 70
XBL 701-75

178



I

179
References:

(1)‘N. P. Samios, ' Status of 'and '8' Bosons', Conference
on Me son Spectroscopy at the University of Pennsylvania 1968.

(2) B. French Rapporteur's Talk, 14'th Int'l. Conference on
ngh Energy Phlsms Vienna, 1968

(3)W.vK1enzle B.C. Magllc B. Levrat, F. Lefebvres, D. Freytag,
H. R. Blieden, Physics Letters 19; 438, 1965; M. N. Focacci,

W. Kienzle, B. Levrat, B. C. Maglic, M. Martin, Phys. Rev.
Letters, 17, 890, 1966. R

(4) J. Oostens, R.Chavanon, M. Crozon, J. Tocquev111e
Physms Letters 22, 708, 1966

(5) M Banner, M. L. Fayoux, J.L.Hamel, J. Zsembery,
J. Cheze J. Te1ger Physlcs Letters 25B 569/, 1967.

‘(6)M Banner M. L. Fayoux J. L. Hamel, J. Zsembery,

J. Cheze, J. Te1ger 300, 1967..

(7)R.Arnrnar, R. Davis, W.Kropac, J. Mott, D.Slate, B. Werner,
M. Derrick, T.Fields, and F.Schweingruber, Phys. Rev. Letters
21, 1832, 1968. ' ' :

(8) V. E. Barnes, S. U..Chung, R. L. Eisner, E. Flaminio,
P. Guidoni, J.B. Kinson, N. P.Samios, D. Bassano, M. Goldberg,
and K. Jaeger, Phys. Rev. Letters 23, 610, 1969.

(9) D. J. Crennel, U.Karshon, K. W. Lai, J. S. O, Neall,
J.M. Scarr, P.Baumel, R. M. Lea, T.G.Scumann, and
E. M. Urwater, Phys. Rev. Letters 221398, 1969

(I'Q)I;J. H. Campbell, S. Lichtman, F.J. Loeffler, D.H. Miller,
R. J. Miller, W.J. Miller, R. B. Willman, Phys. Rev. Letters
22, 1204, 1969.

(11)Ch. D'Andlau, - A. Astier, M Della-Negra, L. Dobrzynski,
S. Wojcicki, J. Barlow, T.Jacobson, L. Montanet, L.. Tallone-
Lombardi, M. Tomas, A. M. Adamson, M. Baubillier,

J. Duboc, M. Goldberg, E. Lew, D.Edwards, J.E. A. Lys,

Physics Letters, 17, 347, 1965,



(12) A. Astier, J. Cohen-Ganouna, M. Della-Negra, B. Marechal,
L. Montanet, M. Tomas, M. Baubillier, J. Duboc, Physics
Letters 25B, 294, 1967. : ,

' (13)R; Dalitz, 'Méso_nic Resonance States', Philadelphia
Conference, 1968. '

(14)J. E. Juhala, R.A. Leacbok, J.I. Rhode, J.B. Kopelman,
L. Marshall-Libby, E.Urvater, Physics Letters 27B, 257,1968.

(15) W. Allison, A.Cruz, W.Schrankel, M. M. Haque, S.K. Tuli,
P.J.Finney, C.M. Fisher, J.D. Gordon, R. M. Turnbull,

R. Erskine, K. Sisterson, K.Paler, P.Chaudhuri, A.Eskreys,
S. J. Goldsack, Physics Letters 25B, 519, 1967.

(16) R. Dalitz, Ann.Rev. Nuc. Science 13, 339, 1963.

(17) J. K. Kim, Phys. Rev. Letters 19, 1079, 1987; also

W. Willis, H. Filthuth, P. Franzini, A. Minguzzi-Ranzi,

A. Segar, R. Englemann, V.Hepp, E.Kluge, R. A. Burnstein,
T.B. Day, R.G. Glasser, A.J.Herz, B.Kehoe, B. Sechi-Zorn,
N.Seeman, G.A.Snow, Phys.Rev. Letters 13, 291,1969.

We take FF/F+D= . 4l

(18) Ignoring kinematic factors, the cross-section avefaged
over spins for resonance production is proportional to
Mryr/qr' Crz NM ? where r is the resonance produced and
'M' is the ex'clzianged meson. In the case of baryon exchange,
we include a factor of 3 in the Rho production cross-section
from the sum over final spin states (only one rho spin state
is populated by spin zero exchange).

(19)E. W. Andersorg E.J.Bleser, H.R. Blieden, G.B. Collins,
D. Garelick, J. Menes, F. Turkot, D. Birnbaum, R. Edelstein,

N, C. Hien, T.J.Mcmahon, J. Mucci, J. Russ, Phys, Rev. Letters

22, 1390, 1969.

(20) P. A. Piroue and A. J. S. Smith, Phys. Rev. 148, 1315, 1966.
(21) R. M. Graven, F.D. Neu, H.H. Stellrecht, M. A. Torrano,
M. A. Abolins, R. L.McCarthy, G.A.Smith, L. H. Smith,

A.B. Wicklund, Nuclear Instruments and Methods 66, 125, 1968.

(22) 1. V. Perez-Mendes, J. M. Pfab, Nucl. Instr. and Methods,
33, 141, 1965. » ’

180



4

O

i

I

(23) R. M. Bozorth, Ferromagnetism, N.Y., Van Nostrand, 1951

(24) W.A. Wenzel, 'Bevatron External Proton Beam', ‘Internat-
ional Conference on High Energy Accelerators, Dubna, 1963.

(25) B"eVatroh Experimenters' Handbook, 1967.

(26) F. Macondray, U.C, R. L. Report 17642.

(27) D. E. Pellett, Thesis, University of Michigan Tech.
Report 26; J. B. Cumming, J.Hudis, A. M. Poskanzer, and
S. Kaufman, Phys. Rev. 128, 2392, 1962.

(28) J. Barale, 'Calib_x_'atioh of Secondary Emission Foils
for Bevatron E. P, B. Measurements, Bevatron Report EET-929.

181

(29) H. L. Anderson, M. Dixit, H.J. Evans, K. A.Klare, D.A. Larson,

‘M. V. Sherbrook, R.L.Martin, K, W. Edwards, D.Kessler,
'D. E.Nagle, H.A. Thiessen, C.K. Hargrove, E. P.Hincks, -

S. Fukui, Phys. Rev. Letters 2l, 853, 1968.

' (30) 7. D. Jackson, 'On the Phenomenological Analysis of Reson-
ances’, Nuovo Cimento 34, 1644,1964; We use eq. A-7 in appendix

A to describe the Rho width; this choice is somewhat arbitrary,
given the large background under the Rho. :

(31) C. Defoix, P.Rivet, J.Siaud, B. Conforto, M. Widgoff,
F.Shively, Physics Letters 28B, 353, 1968. '

(32) D. Dekkers, B. Jordan, R! Mermod, C.C. Ting, G. Weber,
T. R. Willitts, K. Winter, X.DeBouard, M. Vivargent, Physics
Letters 11, 161, 1964, : -

(33) F. Turkot, G.B. Collins, and T. Fujui, Phys.Rev. Letters 11,
474, 1963. - o |

(34) J. V. Allaby, F.Binon, A.N.Diddeas, R. Duteil, A. Klovning,
R. Meunier, J. P, Peigneux, E.J.Sacharidis, K.Schlupmann,
M. Spighel, J. P.Stroot, A. M. Thorndike, and A. M. Wetherell,

Proc. ‘of the XIV'th Int'l. Conf. on High Energy Fhysics, Vienna,
1968. _ , :

(35). V.Barger and C. Michael, Phys. Rev. Letters, 22,1330,1969.

(36) T. Yao, Physical Review 134B, 454, 1964



182

(37) See J. . Jackson, Classical Electrodynamics, Ch.13;
Ashmore, 'Multiple Scattermg of Charged Particles’,

High" Energy and Nuclear Physics Data Handbook, The Nat'l
Institute for Research in Nucl. Sci Rutherf_ord High Energy
Lab.,1963. g '

B

(38) M. Derrick, 'Mesons', Boulder Conference, 1969; ANL/HEP
Report 6921. :

(39) A. B. Wicklund, 'Rapid Spectrometer.A'nalysis', U.C.R. L.
Report 18317. :

(40) F. T.»Solmitz,. 'Analysis of Experiments in Particle Physics',
"Ann. Rev. of Nucl. Science, 14, 1964.



Q

bvg

E B : N .-.';. ’ - - . 183-:

Acknowledgments:

4

I 'vi.iish& to thank Walter D. Hartsough and the Bevatron

staff for their skillful assistance during the run.” I ack-

| _ribifz{ledge the efforts of my coller:,giles' who participated in the

planning and execution of this experiméri_t- Bob Graven, Hans

Stellrecht, Fred Kreiss, Glenn Arrh'strong,-_ Mike Torrano,
Bob Gilmer, Frank Neu, and Buck Buckingham, and
Drs. Maris Abolins, Larry Smith, David Pellett, Richard

Lander, and Bob McCarthy. Specia-l thanks are due to

Professor G:'erald Smith for guidance thrdughout my graduate

_career. I thank my fellow graduate students and members
of group A for nahy helpful discussions. Finally, I wish
~ to acknowledge the support and encouragement of Professor

‘Luis Alvarez during my graduate years. The funds for

thié_ work were glfanted by the U.S. Atc)r_n_i'c.: Enevr.gy Commission,



LEGAL NOTICE

This report was prepared as an account of Government sponsored work.
Neither the United States, nor the Commission, nor any person acting on-
behalf of the Commission: : o

A. Makes any warranty or representation, expressed or implied, with

respect to the accuracy, completeness, or usefulness of the informa-
tion contained in this report, or that the use of any information,
apparatus, method, or process disclosed in this report may not in-
fringe privately owned rights; or

B. Assumes any liabilities with respect to the use of, or for damages

resulting from the use of any information, apparatus, method, or
- process disclosed in this report.

As used in the above, "'person acting on behalf of the Commission”
includes any employee or contractor of the Commission, or employee of
such contractor, to the extent that such employee or contractor of the
Commission, or employee of such contractor prepares, disseminates, or pro-
vides access to, any information pursuant to his employment or contract
with the Commission, or his employment with such contractor.




o, Y

TECHNICAL INFORMATION DIVISION
LAWRENCE RADIATION LABORATORY
UNIVERSITY OF CALIFORNIA

- BERKELEY, CALIFORNIA 94720

-y





