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EDITORIAL

Artificial Intelligence for Breast Cancer Imaging: The New

Frontier?

Christoph I. Lee, Joann G. Elmore
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There is great excitement around artificial intelligence (AI), the
use of computers to mimic human cognitive functions, and its
promise of automating time-consuming and repetitive tasks in
medicine. One prime target for AI is the analyses of visual input
data. For example, high-powered computers using AI algo-
rithms already rival ophthalmologists in identifying diabetic
retinopathy on fundus screening images (1). Now, screening
mammography is taking center stage as an obvious target
where 40 million women in the United States alone undergo the
exam annually, and radiologists have traditionally been less
than perfect in their interpretive performance (2, 3). Implied in
these efforts is the provocative notion that certain tasks that
are currently performed by highly specialized physicians can be
completely replaced by super computers that run AI systems.

In this issue of the Journal of the National Cancer Institute,
Rodriguez-Ruiz and colleagues (4) efficiently used existing im-
aging datasets from nine prior studies to compare the interpre-
tations of their commercial AI system with interpretations of
radiologists. In all, the study team compared the performance
of their AI system to radiologists’ performance on 2652 digital
mammography screening exams. Their AI system generated a
probability of malignancy score between 1 and 10, whereas radi-
ologists provided an assessment based on the Breast Imaging
and Reporting Data System (BI-RADS) assessment scale that
ranges from 0 to 6. The area under the receiver operating char-
acteristic curve (AUC) for the AI system was 0.840 compared
with an AUC of 0.814 for the radiologists. Based on these find-
ings, the authors conclude that the AI system was as accurate
in screening mammography interpretation as the radiologist.

This study is a promising example of the emerging era of AI-
based interpretation of medical image data. Rodriguez-Ruiz and
colleagues (4) reported that their AI algorithm was previously
trained and tested using 9000 true positive and 180 000 true neg-
ative mammograms not used in the current study for vali-
dation. In this analysis, the authors use a diverse set of

screening digital mammograms obtained from seven countries
and multiple imaging equipment vendors, with ground truth for
the presence of cancer based on histopathologic data and clini-
cal follow-up. While these results are compelling, multiple addi-
tional steps need to be taken prior to widespread adoption of
commercial AI systems for automated mammography screen-
ing in routine practice.

First, Rodriguez-Ruiz and colleagues (4) used existing imag-
ing sets from prior studies that compared mammography to an-
other imaging technology (eg, digital breast tomosynthesis). To
demonstrate differences in sensitivity and specificity between
two screening technologies, these cohorts were enriched with a
greater proportion of cancer-positive mammograms than seen
in routine screening practice. The enhanced frequency of abnor-
mal findings among these images could trigger greater radiolo-
gist scrutiny (context bias), resulting in higher recall rates of the
radiologists with resultant lower observed accuracy. Indeed, the
AUC of 0.814 among radiologists is considerably lower than the
AUC of more than 0.90 observed in actual U.S. community prac-
tice (5). Thus, to truly demonstrate efficacy of an AI algorithm,
larger validation datasets are needed that are more representa-
tive of a screening population.

Second, incremental improvement in the AUC is not directly
translatable to improved patient outcomes in the clinical set-
ting. In the case of this commercial AI system, the output is an
estimated probability of malignancy on a scale of 1–10.
However, it is unclear what threshold probability of malignancy
value would trigger further diagnostic workup if the AI system
was used in clinical practice. Currently, subjective interpreta-
tion by radiologists using the standardized BI-RADS is catego-
rized as 0–6 in a noncontinuous fashion (with BI-RADS 3, 4, and
5 requiring further diagnostic workup). It is not clear how to
compare a 10-point linear scale from an AI system with our cur-
rent noncontinuous BI-RADS scale. For instance, a radiologist’s
suspicion of more than 2% but less than 95% malignancy is
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given a BI-RADS 4 assessment, whereas a radiologist’s suspicion
of more than 95% malignancy is given a BI-RADS 5 assessment.
It is uncertain what proportion of exams that a commercial AI
system would flag as having more than 2% malignancy, requir-
ing additional diagnostic workup under our current clinical
practice thresholds. If the vast majority of screening exams are
given a probability of a malignancy score of more than 1 on a
10-point scale (suggesting >2% change of malignancy), then the
technology would lead to an excessively large proportion of
women called back for additional imaging (compared to just
10% of women currently), rendering the AI system useless un-
der accepted practice thresholds.

Third, it is uncertain if patients and physicians would accept
medical imaging devoid of any human involvement and inter-
pretation (6). In the absence of a radiologist reviewing these
mammography images, who would take ultimate responsibility
for breast cancers missed by an imperfectly performing AI algo-
rithm? Radiologists will still likely be tasked with reviewing ab-
normalities noted by the commercial AI algorithm on the
screening exams, ordering and interpreting the subsequent di-
agnostic imaging, and then performing any final image-guided
tissue biopsies to confirm malignancy. Exactly where and how
AI algorithms will support the practice of interpreting radiolog-
ists within their current workflow remains unknown. These
nuances will be important because missed breast cancers on
screening mammography remain the most litigious situation
for medical malpractice lawsuits (7).

For now, AI holds incredible promise for rapidly and repro-
ducibly interpreting vast amounts of medical image data.
However, like other emerging technologies, AI systems for auto-
mated breast cancer detection require robust evaluation for
clinical effectiveness before broad adoption. We learned from
the experience of computer-aided detection in mammography
that adopting promising new technologies too quickly could be
a costly mistake; computer-aided detection was accepted and
reimbursed as an adjunct to digital mammography in the early
2000s based on hype but little evidence and later found to lead
to more false positives without improved cancer detection (8).

As we enter this exciting and rapidly evolving new frontier, it
will be important that AI systems for breast cancer screening be
validated on multiple, diverse imaging datasets representative
of screening populations. Moreover, the optimal interface be-
tween radiologists and AI systems must be determined, with as-
certainment of broader stakeholder tolerance for inevitable
missed cancers and false positive workups.
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