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Abstract

Why do the poor have so many economic activities? According to one
theory the poor do not specialize because relying on one income source is
risky. I test the theory by measuring the response of Thai rice farmers to
conditional volatility in the international rice price. Households expecting
a harvest take on 1 extra activity when the volatility rises by 21 percent. I
confirm the decrease in specialization costs households foregone revenue.
I find no evidence to back a second theory in which households under-
specialize because they cannot afford lumpy business investments. (JEL
Codes: D13, O12)
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1 Introduction

To take...the trade of the pin-maker...One man draws out the wire, an-

other straights it, a third cuts it...ten persons, therefore, could make

among them upwards of forty-eight thousand pins in a day...But if

they had all wrought separately and independently...they certainly could

not each of them have made twenty, perhaps not one pin in a day...

-Adam Smith, Wealth of Nations

The idea that specialization is efficient is as old as economics itself. The puz-

zle, then, is to explain why households in poor countries rarely specialize in a

single business or a single job (Banerjee and Duflo, 2007). If entering multiple

economic activities is costly, why would the world’s poorest people fail to spe-

cialize?

This paper tests two well-known but unproven theories for why the poor

have so many economic activities: the theory of risky income and the theory

of lumpy investments. The theory of risky income compares a poor house-

hold choosing economic activities to an investor choosing stocks. Like stocks

the activities of the poor have risky returns, driving households to diversify

their portfolio even though expanding it is costly. Whereas this theory blames

under-specialization on a lack of insurance, the theory of lumpy investments

blames a lack of credit. The theory posits that households must make a large

investment—tailors must buy a sewing machine and bakers must buy an oven—

before expanding any business to its optimal scale. Households that cannot

borrow enough to create one large business must cobble together income from

many small businesses.

From a simple model I derive four tests of the theory of risky income. Each

household has a primary activity and pays a fixed cost to enter any side activity.

The returns to these activities are random and not perfectly correlated. There-

fore the theory’s first test is that a rise in the riskiness of the primary activity

causes a risk-averse household to self-insure by entering more side activities.

But since labor spent on side activities is labor taken from the primary activity, a

rise in the average return to the primary activity raises the cost of self-insurance.

The theory’s second test is that a rise in the return to the primary activity causes
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the household to exit side activities.

The third test, which uses revenue from side activities rather than total rev-

enue to check whether specialization is efficient, is critical for two reasons.

First, my empirical approach rules out any test using total revenue. Second,

the household reallocates labor between activities when it enters new activi-

ties. For both reasons I cannot identify the fixed cost of entering a new activity,

the clearest sign of inefficient under-specialization. I can, however, derive the

optimal allocation of labor as a function of the number of activities, and use

this allocation to find the change in side revenue caused when the household

enters a new activity. I show that if the change is negative then specialization is

inefficient, though the converse need not hold.

To run these tests I study how rice farmers in Thailand respond to volatility

in the international price of rice. Using a monthly panel I identify the house-

holds who expect a rice harvest in the next three months. Higher volatility in

the price of rice raises the riskiness of these farmers’ income. By comparing

their response to the response of farmers who do not expect a harvest I identify

the causal effect of riskier income on specialization. By likewise comparing how

the two groups respond to changes in the expected price I identify the causal ef-

fect of greater returns on specialization. My first two tests confirm the theory of

risky income. Greater risk drives households into more activities while higher

returns tempt households out of activities. After adjusting for how well inter-

national prices predict local prices, my baseline estimates suggest a 21 percent

rise in volatility causes a household to enter 1 extra activity.

Since a household that expects a harvest next month sells no rice this month

the mean and variance of the rice price change the number of activities with-

out directly affecting current revenue. I use this change to instrument for the

number of activities. Households expecting a harvest do not yet have the rev-

enue from their primary activity, ruling out any test of whether additional activ-

ities decrease total revenue. But my third test shows that if additional activities

decrease revenue from side activities then a failure to specialize is inefficient.

Two-stage least squares confirms exactly that. I confirm that these results are

not driven by changes in household labor or composition, by negative shocks

rather than volatility, or a correlation between the price of rice and the price of

other crops.
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Finally, I test the theory of lumpy investments. The theory predicts that

households with easier access to credit can afford the lumpy investments that

let them specialize in one business. I test whether households exit activities af-

ter a government program creates random variation in the availability of credit,

but find no evidence that credit increases specialization.

Existing work links risk to under-specialization but lacks the exogenous vari-

ation needed to show that risk causes under-specialization.1 Morduch (1990)

shows that households more vulnerable to income shocks tend to diversify their

crops, and Bandyopadhyay and Skoufias (2012) find that households in areas

with riskier weather tend to have spouses with different occupations. But since

vulnerability and weather risk are not exogenous, households who endure these

problems may endure other problems unrelated to the riskiness of their in-

come. If these other problems also cause under-specialization then estimates

of the effect of risk will be biased.

More recent work, on the other hand, uses exogenous variation but does not

study the effect of risk on specialization. Karlan et al. (2012b) and Cole et al.

(2013) run field experiments to show that weather insurance causes household

to shift production towards riskier crops, and Emerick et al. (2014) find simi-

lar results in an experiment that distributes drought resistant seeds. But these

studies do not examine the number of economic activities. Adhvaryu et al.

(2013) study whether households expand their number of activities in response

to shocks, but entering activities in response to shocks is not the same as en-

tering activities in anticipation of risk. The first is a way to cope with a bad

outcome whereas the second is a way to insure against that outcome.

Since households face shocks on occasion but face risk every day, using plau-

sibly exogenous variation in ex ante risk is the only way to answer my original

question: why households in poor countries have so many economic activities.

Equally important, I test the theory of lumpy investment alongside the theory

of risky income, as this is the only way to assess which theory has more merit.

1Many more papers study how imperfect insurance drives households to make other ineffi-
cient choices. Those most relevant to this paper whether farmers with riskier profits marry their
daughters to men in different occupations (Rosenzweig and Stark, 1989), choose safer but less
profitable bundles of investments (Rosenzweig and Binswanger, 1993; Bliss and Stern, 1982), or
delay the planting of their crops (Walker and Ryan, 1990, p. 256).
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2 Theory: A Model of Risky Income

2.1 Deriving Tests for the Theory

Each household has one primary economic activity and may enter any number

of side activities. The household pays a fixed cost for each side activity. For sim-

plicity I model this cost as a literal cash payment, but it might be more realistic

to think of it as the opportunity cost of whatever labor is wasted while switching

between activities. The household allocates one unit of labor between all activ-

ities. Labor produces a constant return, and the household does not know the

return to any activity until after it has made its choices.

The household must first choose the number of side activities. Then it chooses

the allocations of labor. Then the returns to the side activities are realized. Fi-

nally, the household learns the return to its primary activity and consumes.

Suppose for simplicity that the household has constant absolute risk-averse

preferences. The household solves

max
M,Lp,{Ls,m}

E[−e−αC ]

subject to

C = Y = wpLp +
∑
m∈M

ws,mLs,m −MF

Lp +
∑
m

Ls,m = 1

where α is the coefficient of absolute risk aversion, M ≥ 0 is the number of

side activities, and Lp and {Ls,m}m∈M are the labor allocated to the primary and

each side activity. The household consumes its revenue, which is the sum of

revenue from primary (p) and side (s) activities minus fixed costs. The primary

and side activities yield returns wp and {ws,m}m∈M , which are independent nor-

mal random variables with wp ∼ N(w̄p, σ
2
p) and ws,m ∼ N(w̄s, σ

2
s) for each m.2

2If the returns to side and primary activities were not independent, the properties of nor-
mal random variables let me write the returns to each side activity as ws,m = ρmwp + ξm for
some correlation coefficient ρm. If I then re-label variables accordingly, all the results should go
through. I only need the returns to be imperfectly correlated.
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Assume the side activities yield weakly lower expected returns: w̄p ≥ w̄s. Also

assume the average premium to the primary activity, w̄+ = w̄p − w̄s, is not too

large: w̄+ < ασ2
p. If this assumption fails the household will specialize despite

the risk. If w̄p = w̄s the household is no better at the primary activity than any

other, but even then it is optimal for the household to specialize.

I make many simplifying assumptions about functional forms, but the im-

portant results rest on four crucial assumptions. First, the household is risk-

averse. Second, the household cannot perfectly smooth its consumption through

insurance or savings. (To sharpen the model’s predictions I assume the house-

hold has no insurance or savings.) Third, the returns to side activities are not

perfectly correlated with returns to the primary activity. Fourth, each activity

has (locally) increasing returns. The first two assumptions force the household

to insure itself against risk without using financial markets. The third assump-

tion makes under-specialization a form of insurance. The fourth assumption

makes under-specialization costly.

To get the intuition of the model, consider the simple case where the house-

hold either specializes (M = 0) or has one side activity (M = 1). The house-

hold chooses between two “bundles” of average consumption C̄ and variance

of consumption V :

M = 0 M = 1

C̄ w̄p w̄p − w̄+(1− Lp)− F
V σ2

p (Lp)
2σ2

p + (1− Lp)2σ2
s

Since Lp < 1, w̄+ > 0 and F > 0 the household can lower the variance of its

consumption by entering a side activity if it accepts a lower expected consump-

tion.

Suppose the household enters a side activity and must now choose how

much labor to shift from the primary activity. Since consumption is a normal

random variable, expected utility is (the negative of) a log normal random vari-

able. The household now solves

max
Lp
−e−αC̄+α2

2
V .

The first-order condition is
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0 = −e−αC̄+α2

2
V ·
(
−α ∂C̄

∂Lp
+
α2

2

∂V

∂Lp

)
⇒ 0 = −w̄+ + αLpσ

2
p − α(1− Lp)σ2

s

⇒ Lp =
ασ2

s + w̄+

α
(
σ2
p + σ2

s

)
To derive predictions about aggregate statistics, suppose the fixed cost of en-

tering the side activity varies across households because some find it easier to

enter activities. For example, two rice farmers might differ only in how closely

they live to a construction site where they can find part-time work. For simplic-

ity suppose F ∼ U [0,F ] for some upper-bound F .

For any amount of risk there is a household whose fixed cost makes it indif-

ferent between zero and one side activity. Call that household’s fixed-cost F̄0.

Let C(M) and V (M) be the mean and variance of consumption as functions of

the number of side activities. Then F̄0 is defined as the fixed cost that makes

this equation hold:

−e−αC̄(0)+α2

2
V (0) = −e−αC̄(1)+α2

2
V (1)

⇒ −αC̄(0) +
α2

2
V (0) = −αC̄(1) +

α2

2
V (1)

⇒ α

2
[V (0)− V (1)] = C̄(0)− C̄(1)

Substitute the expressions from the table above and from the optimal labor

allocation:

F̄0 =

(
ασ2

p − w̄+

)2

2α
(
σ2
p + σ2

s

)
[Figure 1 around here]

Households who pay fixed costs above the threshold F̄0 will specialize while

those below enter a side activity. The threshold rises with the variance of the

primary activity σ2
p, and Figure 1 shows the effect on the number of households

with a side activity. When their primary activity becomes riskier, households are
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willing to pay a bigger fixed cost to make their revenue less risky. The threshold

F̄0 rises, and the mass of households with fixed costs between the old and new

thresholds enter a side activity. The change in the average number of activities

in the sample is

∂EF [M ]

∂σ2
p

=
σp
(
ασ2

p − w̄+

) (
ασ2

s

(
σ2
p + 2σ2

s

)
+ w̄+σ

2
s

)
ασ2

s

(
σ2
p + σ2

s

)
2

· 1

F
> 0.

(Recall that by assumptionασ2
p−w+ > 0). Similarly we can derive the change

in the average number of activities when the average return to the primary ac-

tivity rises. Since a rise in the expected return makes under-specialization more

costly, the threshold will fall and the average number of activities will fall:

∂EF [M ]

∂w̄p
= −

ασ2
p − w̄+

α
(
σ2
p + σ2

s

) · 1

F
< 0

The intuition of the case whereM ∈ {0, 1} holds for any number of activities

M ∈ {0, 1, 2, . . .}, and the simple but tedious proof is left for Appendix A.1.

On average each additional activity will lower total revenue. But the em-

pirical approach of Section 3 studies rice farmers who expect but have not yet

collected a harvest. These farmers do not have their total revenue, ruling out

any test based on total revenue. I must instead derive the model’s predictions

about what under-specialization does to revenue from side activities; that is,

what happens to the rice farmer’s revenue from growing cassava if he starts bak-

ing bread.

Consider the revenue of the household just before it gets the output from

its primary activity. Its revenue at this stage is simply the revenue from its side

activities:

ys =
∑
m∈M

ws,mLs,m −MF

For simplicity treat the number of activities M as continuous.3 Holding a

household’s cost of additional activities fixed, a small increase in the number of

activities changes side revenue on average by

3I could keep the number of activities discrete and compute the average conditional differ-
ence, but given that a regression coefficient is meant to capture an average marginal change the
simplification seems justified.
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EF
[
∂ys
∂M

]
= EF

[
Ewp,{ws,m}

[
∂ys
∂M

| F
]]

= EF
[
∂

∂M
[−MF + (1− Lp)w̄s]

]
= −E[F ] +−w̄s

∂Lp
∂M

The average change in side revenue, which corresponds to the instrumental

variables coefficient estimated in Section 5.1, has two parts: the average fixed

cost of a side activity and the effect on side revenue of shifting labor to the side

activities. Since an all-else-equal increase in the number of activities makes the

portfolio of side activities less risky, the household wants to shift labor away

from its primary activity. Then ∂Lp
∂M

< 0 and the second term is positive. If large

enough it will swamp the cost of under-specialization and make the derivative

(and thus the instrumental variables estimate) positive. To see why, suppose

the household starts with no side activities and thus no revenue from side activ-

ities. If the variance of the primary activity rises sharply and the cost of entering

a side activity is small, then the household will want to enter the side activity.

Then revenue from side activities will have increased, and though the increase

might be small compared to what the household loses from its primary activity,

the coefficient I estimate will be positive. Thus a negative estimate is sufficient

evidence that an additional activity (and thus under-specialization) is costly,

but it is not necessary evidence. This arguement ignores the direct effect that

my instruments, the variance and the average returns, have on the labor alloca-

tion. But as I show in the proof in Appendix A, the direct effect only strengthens

the result.

The model also makes a prediction about the ordinary least squares coeffi-

cient, which estimates the average effect of increasing the number of activities

without holding their cost fixed. That is, it estimates the average total derivative
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E
[
dys(M,F )

dM

]
= E

[
∂ys

∂M
+
∂ys

∂F
· ∂F
∂M

]
= E

[
∂ys

∂M

]
+ E

[
∂ys

∂F
· E
[
∂F

∂M
|M

]]
= E

[
∂ys

∂M

]
+ E

[
∂ys

∂F
· ∂

∂M
E [F |M ]

]
The term ∂ys

∂F
is clearly negative; a higher fixed cost will lower revenue. The

term ∂
∂M

E [F |M ] gives the selection bias. It captures the difference in fixed cost

paid by households who select into many versus few activities. As Figure 2 illus-

trates, it is also negative. Since a household takes up a large number of activities

if it pays a small fixed cost, the number of activities is informative about their

cost.4 This gives the final test of the model:

βOLS = E
[
∂ys

∂M

]
+ E

[
∂ys

∂F
· ∂

∂M
E [F |M ]

]
> E

[
∂ys

∂M

]
= βIV

[Figure 2 around here.]

To summarize, the model gives four tests for the theory of risky income:

Test 1 (Risk) Households enter activities when the returns to their primary ac-

tivity get riskier.

Test 2 (Return) Households exit activities when the (expected) returns to their

primary activity rise.

Test 3 (Cost) The average effect of more activities on revenue is negative only if

under-specialization is costly.

Test 4 (OLS Bias) Compared to the IV estimate, the OLS estimate of the effect of

more activities on side revenue is biased positively.

4Indeed, E [F |M ] is just the demand curve for insurance through under-specialization. Like
any demand curve its slope is negative.



RISKY INCOME OR LUMPY INVESTMENTS? 11

2.2 Modeling and Measuring Expectations about Risk

To run these tests I must model farmers’ expectations about the returns and

volatility of the price of rice. Suppose the household makes its choices at the

beginning of period t. It has not yet observed the price wpt and must form its

expectation w̄pt using only information from the past. Suppose the monthly

price follows the Autoregressive Conditional Heteroskedasticity (ARCH) model

of Engle (1982) with one modification: I assume the level of the price follows a

random walk. The assumption reduces the number of parameters I must esti-

mate and, as I show below, matches the true series well. Then

wpt = wp,t−1 + εt

εt = zt
√
ht, zt ∼ N(0, 1)

ht = τ0 + τ1ε
2
t−1.

At the beginning of period t, the household expects a return of w̄pt = E[wpt] =

wp,t−1. The variance of the return is σ2
pt = V (wpt) = V (εt) = ht = τ0 + τ1εt−1.

I estimate the model using conditional maximum likelihood.5 The predicted

value ĥ is a consistent estimate of the true conditional variance.

In practice I must make several simplifications when I use this measure. I

cannot use the actual expected volatility of the price at harvest because the em-

pirical design in Section 3 compares farmers expecting a harvest to non-farmers

and farmers who do not expect a harvest. Since I cannot define the volatility at

the time of harvest for non-farmers I must use the current volatility. This cre-

ates measurement error and may bias my estimates towards zero. I also mea-

sure volatility using the conditional standard deviation
√
h rather than the con-

ditional variance to make the coefficients on the volatility of the price and the

expected price comparable.

[Figure 8 around here]

Figure 8 plots the actual price of rice, the predicted mean, and the predicted

standard deviation. Simple though it is, the random walk assumption makes

very accurate predictions about the mean. A regression of price on its lag gives

a coefficient of .995. The estimated equation for volatility is ĥt = 53.3 + .39ε2
t−1.

5The true distribution of zt need not be normal; the (quasi) maximum likelihood estimator
based on a normal distribution is still consistent.
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The red lines mark the start and end of the time period covered in the monthly

panel data. The sample spans a time when prices are relatively stable, ending

well before the massive food price spike of 2008. 6

3 Empirical Design: Implementing the Tests

3.1 Estimating Risk Response

Changes in the international price of rice—and the responses they evoke in Thai

rice farmers—provide the exogenous variation in risk I need to test the model.

Between planting and harvest the price can change drastically, and anecdotal

evidence suggests farmers follow it closely in newspapers, radio broadcasts, and

television reports. Since most of my sample grows at least some of the white

rice and jasmine rice that make Thailand the world’s biggest rice exporter, the

international price matters.7 In Column 1 of Table 1 I report the correlation

between the sample-wide average price farmers receive and the international

price. Though not perfect, the correlation is significant and large enough to

make following the international price worth a farmer’s time. If prices become

more volatile the farmers know it and know the value of their harvest has be-

come riskier.

[Table 1 around here]

A response to volatility need not be a response to risky income unless it

comes from a specific group of farmers: those who harvest soon. Simply com-

paring the response of a rice farmer to someone who does not farm rice might

just measure how rice farmers differ in their attitude to risk. By contrast, observ-

ing a household with rice planted but not yet harvested—a farmer expecting a

6The reader may worry if regressions on a regressor generated from a time series model are
consistent. Pagan (1984) confirms that the ARCH predicted value (though not the residual) will
give consistent estimates, and I have confirmed in monte carlo simulations that panel estima-
tors are consistent as well.

7As expected, I find in unreported regressions that farmers harvesting only sticky rice, which
is not exported, have a lower response. The size of the difference is too large to be the all-else-
equal effect of growing rice that will not be exported. As households who grow only sticky rice
are unusual, their response may differ from that of other farmers for reasons beyond the type
of rice.
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harvest in the next three months—isolates the effect of risky income. Farm-

ers harvest rice roughly four months after planting and cannot hasten or delay

the date. Harvesting too soon yields immature grains while harvesting too late

risks losses to pests. The International Rice Research Institute states that “the

ideal harvest time lies between 130 and 136 days after sowing for late” varieties

and gives similarly narrow windows for other varieties (Gummert and Rickman,

2011). Leaving rice on the stalk to wait out low prices is not an option. With a

growing period of 3 to 4 months, it would also be difficult for farmers to strate-

gically plant by predicting the volatility at harvest. My estimates from Section

2.2 suggest a 1 dollar rise in volatility at planting predicts only a 2 to 6 cent rise

at harvest.

Although in principle a farmer might store rice after harvesting, threshing,

and drying, in practice the farmers in my sample sell most of their rice as soon

as they harvest it. Colum 2 of Table 1 reports the correlation between how much

rice a household sells and how much it harvests conditional on harvesting any

during the month. It suggests farmers sell almost every kilogram of rice as soon

as it comes from their fields. Households either cannot arbitrage—perhaps be-

cause millers and other middlemen only buy at certain times—or they need

cash too desperately to wait.

[Figures 7 and 9 around here]

The farmers in my sample are too small to affect the international price and

they cannot delay their harvest. After controlling for the responses of non-rice

farmers and rice farmers not expecting a harvest, any additional response must

be caused by riskier income.8 Though bad weather in Thailand might affect the

price, it would have to hit the entire country. Moreover, though Thailand is a big

exporter of rice, it is far from the biggest producer, which is China. Bad weather

in China and India is more likely to drive prices than bad weather in Thailand.9

Since I have a panel I can also control for household fixed-effects to eliminate

any fixed source of bias.10 The regression I run will actually compare the farmer

8In principle I can drop the non-rice farmers from my regressions and still get consistent
(albeit noisier) estimates. I confirm in Section D that estimating Equation with only rice farmers
does not change the results.

9Regardless, a big weather shock should change local wages as well the international price
of rice, but in Appendix D I find no evidence that wages are affected by my regressor of interest

10For example, suppose only rich farmers plant in January to harvest in April. If the rice price
always turns volatile in March, I might just estimate the effect of being a rich farmer. If seasonal
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to herself at times when prices are volatile but she expects no harvest, and times

when she expects a harvest but prices are not volatile. Figure 7 illustrates the

specification.

When prices become volatile the farmer must decide whether to shift her

efforts away from maximizing the upcoming harvest. Figure 9 graphs the aver-

age household labor that rice farmers devote to their fields in the months be-

fore and after harvest. Bringing a rice crop to harvest requires ceaseless effort.

Working as a laborer or planting cassava on the side detracts from rice farming.

Like in the model, side activities detract from the primary activity.

To estimate the response I run the regression

[Activities]it = [FE]i + βM [Mean]t + βV [V olatility]t (1)

+ βE[Expecting Harvest]it + βH [Had Harvest]it

+ βRM [Rice Farmer]i × [Mean]t + βRV [Rice Farmer]i × [V olatility]t

+ βEM [Expecting Harvest]it × [Mean]t + βEV [Expecting Harvest]it × [V olatility]t

+ βHM [Had Harvest]it × [Mean]t + βHV [Had Harvest]it × [V olatility]t + εit.

Aside from the responses of non-farmers and farmers who do not expact a

harvest, I must also control for the responses of farmers who just had a har-

vest. Having had a harvest is negatively correlated with expecting a harvest and

cannot be left in the error term. In some regressions I replace the main effects

[Mean] and [Volatility] with month dummies. Month dummies eliminate much

of the variation in volatility but produce more conservative estimates. Since the

volatility is generated, I use a two-stage bootstrap for all inference in the results

I report in Section 5.1. The details of the bootstrap are in Online Appendix C.

The coefficient βEV on [ExpectingHarvest] × [V olatility] measures the av-

erage response to volatility of a farmer who expects a harvest, while control-

ling for the responses of non-farmers and farmers without upcoming harvests.

Since the number of activities is my measure of specialization, βEV measures

the causal effect of risk on under-specialization. Test 1 predicts it should be

selection and seasonal volatility matter, fixed-effects will deal with them.
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positive. The coefficient βEM on [ExpectingHarvest]× [Mean] measures the re-

sponse to higher average prices, and Test 2 predicts it should be negative.

3.2 The Costs of Under-Specialization

Risk may drive households into extra side activities, but are they costly? It is

hard to imagine why else the household would diversify only when risk increases.

If the extra activities were costless the household ought to have as many as pos-

sible. Test 3, however, suggests a direct approach: to check whether revenue

from side activities falls as the farmer adds more activities.

Rises in volatility will cause farmers expecting a harvest to increase their

number of activities, but by construction these farmers have not yet sold their

harvest and collected their primary revenue. I cannot run any test on total rev-

enue. Test 3 solves the problem by showing that if revenue from side activi-

ties falls when the household adds activities, then under-specialization is costly.

Test 3 says that if a rice farmer’s revenue from cassava falls when he starts baking

bread, and the loss to cassava outweighs the gain from bread, then extra activi-

ties are costly. I can confirm extra activities are costly if I have instruments that

drive farmers into more activities without directly affecting revenue.

The response of farmers expecting a harvest to the mean and volatility of

prices is exactly the instrument I need. Since household revenue before the

harvest does not include revenue from rice, movements in the rice price cannot

affect revenue directly. They may cause the household to reallocate labor away

from rice farming, but Test 3 already accounts for the change in labor (see Ap-

pendix A.2). Greater risk might cause a household to invest less in physical and

human capital. But the effect of any change in investment will not appear for

years to come, whereas my regressions measure changes from month to month.

Since the instruments are exogenous I can run the following first-stage re-

gression:
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[Activities]it = [FE]i +
∑

m βD,m[Month Dummy] (2)

+ βE[Expecting Harvest]it + βH [Had Harvest]it

+ βRM [Rice Farmer]i × [Mean]t + βRV [Rice Farmer]i × [V olatility]t

+ βEM [Expecting Harvest]it × [Mean]t + βEV [Expecting Harvest]it × [V olatility]t

+ βHM [Had Harvest]it × [Mean]t + βHV [Had Harvest]it × [V olatility]t + εit.

The second-stage regression excludes [ExpectingHarvest]×[Mean] and [ExpectingHarvest]×
[V olatility] like so:

[Revenue]it = [FE]i + γA ̂[Activities]it +
∑

t γD,m[Month Dummy]t (3)

+ γE[Expecting Harvest]it + γH [Had Harvest]it

+ γRM [Rice Farmer]i × [Mean]t + γRV [Rice Farmer]i × [V olatility]t

+ γHM [Had Harvest]it × [Mean]t + γHV [Had Harvest]it × [V olatility]t + uit.

Test 3 predicts the coefficient on [Activities] γA should be negative. The final

test, Test 4, predicts the coefficient on [Activities] κA in the simple OLS regres-

sion

[Revenue]it = κA[Activities]it +
∑
t

κD,m[Month Dummy]t + εit (4)

should be biased upward relative to the IV regression.11

11Perhaps simple OLS is not the true empirical version of Test 4, but rather OLS that controls
for everything in Equation 3 without instrumenting for the number of activities. Running this
alternative regression does not change the outcome of the test.
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4 Data

I build my sample using annual and monthly surveys collected by the Townsend

Thai Project. In May of 1997 the Project surveyed over two thousand rural house-

holds in four provinces. The annual survey followed the households from one-

third of the baseline districts up through 2010 (Townsend et al., 1997). The

monthly survey followed the baseline households plus several new additions

from four of the remaining districts (Townsend, 2012). The monthly survey

records changes in household income, crop conditions, and many other fea-

tures of the household. I combined the survey with the monthly international

price of rice from January 1980 to June 2012, taken from the IMF’s commodity

price dataset.12

I use the monthly data to test the theory of risky income. My final sample

contains all 743 households that responded to at least two of the seventy-two

monthly rounds the project has released. Table 2 summarizes the sample char-

acteristics. I observe the average household for 65 months, but have the full five

years of data for over three-quarters of households. I mark a household to be a

rice farmer if it harvests rice at any point in the sample. I mark a household as

expecting a harvest if it harvests rice in the next three months; I mark it as hav-

ing had a recent harvest if it harvested rice in the current month or the previous

three months.13 Table 2 shows that households expected a harvest one-fifth of

the time. I define the number of economic activities as the sum of the number

of “large” businesses, crop-plots cultivated, types of livestock raised, number of

jobs held by all members, number of miscellaneous or small businesses, and

an indicator for whether the household engages in aquaculture (raising fish or

shrimp). I define total revenue as the sum of revenue from each economic activ-

ity. I define total consumption as total weekly and monthly household expen-

diture. Net transfers, which I use to classify households as insured in Section

3.1, are the total incoming transfers minus total outgoing transfers. I deflate

12I treat a household-month surveyed in the first half of the month as though observed in the
previous month when I merge with time series data and define month dummies. Since the rice
price and consumer price index are monthly averages, my convention best matches the survey
response period to the horizons of the aggregate prices.

13Some fraction of households claim to sell rice during months when they still expect a har-
vest. In Appendix D I show that dropping these observations does not change the results.
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revenue, consumption, and transfers to be in May 2007 Thai baht.14 Despite

its benefits the dataset has some limitations. The Townsend Thai Project has

released only part of the monthly survey. I do not observe how much land or

wealth a household owns; I do not observe all of its farm expenses; and I can-

not link the monthly survey to the baseline survey collected in 1997.15

Table 2 shows that the average monthly revenue is 620 U.S. dollars per month

at May 2007 exchange rates. This figure is skewed upward because revenue is

bounded below by zero but spikes during rice harvests; hence the high stan-

dard deviation. Consumption is less seasonal and the mean of 194 dollars is

less skewed.

[Table 2 around here]

I test the theory of lumpy investments with the annual panel. In addition

to the four provinces and roughly 1000 households followed from baseline, the

project added two more provinces and roughly 500 more households several

years into the survey (both from the new provinces and from the original vil-

lages to counter attrition). My final annual sample for the lumpy investment

tests is 1502 households. I construct the number of activities as closely as pos-

sible to my monthly measure: the sum of the number of large businesses, crop-

plots, jobs, herds, an indicator for aquaculture, and a subset of the miscella-

neous income sources. 16 The annual average of 4.6 activities is almost iden-

tical to the monthly average in Table 2, but it varies less because the annual

measure wipes out within-year variation in activities. Though this sample is

technically different from the monthly sample, by the design of the survey it is

nearly identical in location and characteristics. The main difference is that it

contains more households, which if anything means my tests of the theory of

lumpy investment should be more likely to yield significant results.

[Figures 3 and 4 around here.]

14For more details on how I construct the variables, see Appendix B.
15Since I do not observe expenses I cannot compute income, which would also be of inter-

est. But since the short-run costs of under-specialization will likely be the opportunity cost of
wasted time, revenue should capture most of the useful variation.

16Miscellaneous income sources in the annual survey often include remittances and other
sources that do not meet my definition of economic activities (namely, revenue generating ac-
tivities that require labor). I filter these unwanted sources using regular expressions on the tex-
tual descriptions of sources. The 1999 survey unfortunately does not contain textual descrip-
tions, but the year dummies in the annual regressions should account for any 1999-specific
measurement error.
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The histogram in Figure 3, which shows the distribution of the number of ac-

tivities in an arbitrary month, confirms that households in Thailand have many

economic activities. Rice farmers are particularly under-specialized. Figure 4

graphs the top seven spontaneous responses to “What did your household do

in the worst year [for income] of the last five to get by?” The most popular re-

sponse was to take on an extra occupation, followed by working harder than

usual. These responses do not prove households avoid risk through under-

specialization, only that they cope with shocks through under-specialization.

But if households must smooth their consumption by working harder, then they

must have no better option. Borrowing money is only the third most popular

response and using savings only the fifth. The fourth most popular response is

to consume less, meaning many households lack even second-rate insurance.

[Figure 5 around here.]

Figure 5 shows the correlation between revenue and consumption, which

is direct evidence of imperfect insurance. I compute the correlation between

monthly revenue and consumption expenditure for each household over how-

ever many months I observe it (72 months for the majority). If a risk-averse

household has perfect insurance its consumption should be independent of its

current revenue; indeed, consumption should be constant. A household with-

out perfect insurance cuts consumption when revenue falls, making the corre-

lation positive. A higher correlation is evidence of less insurance. The figure

plots the density of the correlation among rice farmers and non-rice farmers.

Since zero is modal it appears many households do have near-perfect insur-

ance, but many more do not. The distribution is heavily skewed towards less

insurance with rice farmers particularly uninsured.17 Some households have

a negative correlation because of sampling error: the true correlation might be

zero, but my estimate fluctuates around the truth and lands below zero for some

households.

17The result may seem at odds with the high degree of insurance Townsend (1994) finds,
but recall his result is that household consumption moves only with village-level and not
household-level income. Figure 5 does not control for village-level shocks because a house-
hold cares only about having stable consumption, not where instability comes from. The shock
I use for identification in Section 3 is a village-level shock: the international price of rice. It
is precisely the village’s inability to hedge against the price that drives households to under-
specialize.
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5 Risk and Under-Specialization Results

5.1 Main Results

Table 3 reports the results of the four tests derived in Section 2 and imple-

mented as described in Section 3. Column 1 and 2 estimate (1) first without

and then with month dummies. Column 3 estimates (4), and Column 4 esti-

mates (3). Aside from the ordinary least squares regression reported in Col-

umn 3, all regressions use the generated measure of volatility. I calculate the

p-values and confidence intervals of these regressions using a two-stage boot-

strap.18 The bootstrap, which I describe in detail in the online appendix, cor-

rects for the generated volatility measure and within-household correlation in

the error term across time.19

[Table 3 around here.]

The model’s first test—Test 1—states that greater risk causes entry into more

activities. The effect of risk on activities is the coefficient on [ExpectingHarvest]×
[V olatility] in Column 1 of Table 3, and as predicted it is positive and significant.

The model also predicts in Test 2 that higher expected returns to the primary

activity (rice farming) should cause a decrease in activities. The coefficient on

[ExpectingHarvest] × [Mean] confirms that higher returns have a negative and

significant effect on the number of activities. Column 2 verifies that both re-

sults hold when I include month fixed-effects, though the estimate of the effect

of risk on activities becomes smaller.

Test 3 states that if the extra activities cause (side) revenue to fall, then the

failure to specialize is costly. I implement the test by running using the re-

gression in Column 2 as a first-stage regression for (3) using the response of

farmers expecting a harvest to expected price and volatility as instruments for

the number of activities. Column 4 of Table 3 reports that the two-stage least

squares coefficient on [Activities] is negative and significant, confirming that

under-specialization is costly. Column 3 reports the results of the simple ordi-

18It is not clear how to bootstrap the F-statistic on the excluded instruments or the Hansen’s J
Statistic. However, I can simply replace the generated volatility with the |P2P1| in the first stage.
Since this is perfectly collinear with the generated measure it produces algebraically identical
coefficients, but since it is not generated the standard F and J statistics are valid.

19I cluster by household rather than village because there is variation in harvest times within
villages.
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nary least squares regression with month dummies of revenue on number of

activities (Equation 4). Test 4 states that the ordinary least squares coefficient

on [Activities] should be biased positively relative to the two-stage least squares

coefficient because the farmers who pay lower costs for additional activities

are exactly those who select into more activities. The coefficient is biased so

strongly the sign flips, making under-specialization appear efficient.

What do the sizes of these coefficients mean? Since the average price volatil-

ity for all available months is 8.8, the regression in Column 1 implies a 10 per-

cent rise in volatility causes the farmer to enter .18/(1/8.8) ∗ 10/100 = .16 ad-

ditional activities. A similar calculation shows that the more conservative es-

timate in Column 2 implies a 10 percent rise in volatility causes the farmer to

enter .04 activities. Recall from Table 1, however, that the international price of

rice is not perfectly correlated with the actual price the farmer receives. This

may be because government price supports give the farmer some insurance.

Regardless of the cause, since the international price has a correlation coeffi-

cient of roughly 1/3, a one unit rise in the volatility of the international rice

price predicts a 1/3 unit rise in the volatility of the price the farmer receives.

We can adjust the earlier numbers by dividing by 1/3, yielding estimates of .48

and .13 for the baseline and conservative estimates. The baseline estimate sug-

gests the household enters an additional activity when local prices become 21

percent more volatile.

The two-stage least squares estimate implies a household will forego over 13

thousand baht, or over 60 percent of its average monthly revenue, in any year.

According to the model in Section 2 this estimate is actually biased upward,

suggesting the true cost is even higher than implied. But recall that the average

household has a little over four activities at once, making an additional activity

a very large increase. Further, if the cost of an activity varies across households

the estimate is not the average cost. If there is an upper bound on the number of

activities a household can juggle, then the households with fewer activities are

those most likely to respond to the instruments. These are also the households

for whom an extra activity is most costly. Then the estimate, which is the con-

tinuous equivalent of the local average treatment effect, might be higher than

the average cost of a side activity.

The responses of households who had a recent harvest bear some expla-
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nation. First, the coefficient on [RecentHarvest] × [Mean] is negative. Since

the expected price after the harvest is correlated with the price received at har-

vest, the negative coefficient confirms Figure 4 and the results of Adhvaryu et al.

(2013), both of which say that households increase their number of activities

in response to bad shocks. Finally, the positive and significant coefficient on

[RecentHarvest] × [V olatility] seems puzzling, as risk should not matter after

a household has had its harvest. There are two explanations for this. First,

since the current volatility is correlated with past volatility, this may just re-

flect that the household faced risk before the harvest and took on extra ac-

tivities. Since the household cannot drop the extra activities immediately af-

ter harvest—temporary jobs must be finished and small businesses must be

wound down—the household may still have more activities than usual after

harvest. The second possibility is that a high current volatility implies the price

has moved drastically in the recent past. Since the current expected price ([Mean])

does not perfectly capture the price at harvest, a high volatility means it is more

likely the household had a low price at harvest. Since households take on activ-

ities to recover from low prices, the coefficient on post-harvest volatility may be

picking up the response to negative income shocks.

5.2 Robustness

Table 4 reports several robustness checks. The theory in Section 2 assumes the

total labor supplied by the household is fixed, but in truth the household may

work less when the returns to its labor grow riskier. Alternatively, the household

might send some members to work abroad or in Bangkok. Columns 1 and 2

show that the effects of higher volatility and higher returns on the number of

activities remain unchanged when I control for the household’s total labor and

the number of household members. Likewise, Column 6 shows that the effect

of additional activities on revenue remains unchanged.

[Table 4 around here]

Columns 3 and 7 of Table 4 both answer a simple concern: should we be-

lieve Thai rice farmers use a model of autoregressive conditional heteroskedas-

ticity to decide how to spend their time? The model only formalizes a simple

intuition: when prices fluctuate they are risky. Columns 3 and 7 confirm that
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simpler measures of the mean and volatility—the current price and the abso-

lute value of the change in the price since last month—do not much change the

results.

If the volatility of the price is just a proxy for unexpected decreases in the

price, then what I assume is a response to risk may in truth be a response to

changes in the household’s permanent income. If this story is true, then the

household should respond more strongly to simple changes in the price than

to my measure of volatility, which is proportional to the absolute value of the

change. Column 4 of Table 4 runs a regression that replaces my measure of

volatility with the simple change in price. Households expecting a harvest do

not respond to simple changes in the price.

The reader may also worry whether the expected price and the volatility are

valid instruments for side revenue. If the price of rice and the price of corn,

say, are correlated then the expected price is no longer a valid instrument for

rice farmers who also grow corn. Column 5 of Table 4 verifies that the second

stage results hold when I use a measure of revenue that excludes earnings from

crops. In Appendix D I show that median wages in each village are not affected

by average movements in the regressor of interest.

[Table 5 around here]

I measure “specialization” with the number of economic activities, but this

measure may seem arbitrary. Table 5 tests whether two alternate measures of

specialization respond to risk. The first measure is an indicator for whether

anyone in the household holds an unsteady job, which I define as a job that

lasts for five months or fewer. If volatile prices drive a household into casual

labor it is another sign that risk causes inefficient under-specialization. The

second measure is the number of non-crop economic activities. Since these

households farm rice it is a sign of under-specialization if they expand their

activities beyond the fields.

Columns 1 and 3 show that farmers who expect a harvest are more likely to

get unsteady jobs and will take on more non-crop activities when rice prices

grow more volatile. Columns 2 and 4 show that the effects grow smaller and

insignificant when I include month fixed-effects. This may be because month

fixed-effects absorb much of the variation in [Expecting Harvest]× [V olatility].

Since I must adjust the standard errors for generated regressors the reduced
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variation makes it hard to find effects. But the regressions provide some sug-

gestive evidence to support the main results.

[Table 6 around here]

Is what I measure really a response to risk? To answer this question I exam-

ine whether households with better insurance respond less to changes in the

volatility. In poor countries a household often relies on family and friends for

support in hard times. 20 Figure 10 shows that the rice farmers in my sample are

no different. When the international price is low rice farmers tend to receive

more transfers. I calculate for each household the monthly correlation between

its net incoming transfers and its revenue, and call a household “insured” if that

correlation is negative.

Columns 1 and 2 of Table 6 report the separate responses of the uninsured

and insured sample. As expected, the response of the insured is smaller and

insignificant. Since my measure of insurance is not exogenous I cannot rule

out that households with insurance differ from uninsured households in ways

that change how they might respond to volatility. Still, though not a perfect test

of the model the result is consistent with the model.

6 The Alternative Theory: Lumpy Investments

If “the poor cannot raise the capital they would need to run a business that

would occupy them fully” (Banerjee and Duflo, 2007) then poor households

cannot specialize. Suppose a man can learn to sew or bake but cannot can sew

more than a few shirts or bake more than a few loaves unless he buys a sewing

machine or an oven. Since he cannot afford either investment he cannot grow

either business. To support his family he must sell both shirts and bread. This

is the theory of lumpy investments.21

20Rosenzweig (1988) found that households structure themselves to ease income sharing.
Townsend (1994) and more recently Munshi and Rosenzweig (2009) find village and caste net-
works provide insurance in India. Yang and Choi (2007) show that rural Filipino households
who suffer bad rainfall shocks receive more remittances from overseas family.

21The inability to invest may create another source of under-specialization: the need to take
on extra jobs because one may only work so long at any single task. Suppose labor and cap-
ital are complements, and make it simple with an extreme example: perfect complementar-
ity. Suppose an activity m produces revenue with production function ym = Am min[L,K],
with m = T,B for tailoring or baking. Suppose AT > AB for some household. If the house-
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To test the theory I exploit a government program that produced quasi-experimental

variation in the supply of credit. The theory predicts that households that get

more credit should be better able to make the lumpy investments that let them

specialize. The Million Baht Program gave one million baht to a fund for pub-

lic lending set up in every village in my sample. Kaboski and Townsend (2009,

2011), who are the first to exploit the program, argue that the boundaries of vil-

lages in Thailand are set by bureaucratic fiat rather than economic logic. The

sizes of villages are effectively random. Since every village got the same amount

of credit the per-household increase in credit is also random, with smaller vil-

lages exogenously given more credit. Kaboski and Townsend (2011) confirm in

their first table that small and large villages have parallel trends.

Since I do not know when in 2001 the program reached each village, I use

the annual data and treat 2001 as the year of implementation. Given that the

annual data follow a nearly identical population, it is reasonable to compare

the results between samples.22 The effect of the program is measured by the

interaction of the year of implementation interacted with some measure of vil-

lage size. In one specification I use an indicator for whether the village is in

the bottom size quartile; in the other I use the actual per-household injection

(1 million/number of households).23 The theory predicts that the signs of the

coefficients should be negative and significant.

[Table 7 around here]

According to Table 7 the coefficients are insignificant and have the wrong

sign. The positive coefficients on 2001×Small and the other interactions are not

consistent with the lumpy investment theory, but might be consistent with the

model from Section 2. If risk is really what drives under-specialization and some

households want more activities but cannot afford to pay the fixed-cost, giving

them credit might let them enter more activities. But this story, which lacks

hold’s labor endowment is L̄, it will specialize in tailoring with K∗ = L̄. But suppose increas-
ing capital beyond K̃ < K∗ requires a lumpy investment the household cannot afford. If the
household specialized, it would be left with L̄ − K̃ units of unused labor. In other words, it
would be idle. The alternative is to spend its remaining time baking, so its total revenue is
AT K̃ +AB(L̄− K̃) < AT L̄.

22Since the annual data cover more households than the monthly data, if anything I stack
the odds towards finding statistically significant evidence for the theory of lumpy investment
versus the theory of risky income.

23The results do not change when I use the log of the injection as in Shenoy (2014).
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direct evidence and rests on coefficients that are not signficant, remains only

a story. Only the coefficient on 2002 × Credit/HH in Column 2 is (marginally)

significant, and even that significance vanishes when I restrict the estimation

in Column 4 to a balanced panel. All told the data do not support the theory.

My results do not mean credit constraints have no effect on specialization.

As always, a lack of evidence is not a rejection. But given that I did find sta-

tistically significant evidence for the theory of risky income in a nearly identi-

cal but smaller sample, the lack of evidence is suggestive. Likewise, though a

lack of evidence for the theory in Thailand does not mean I would find no ev-

idence in other countries, my results are supported by other studies. Bianchi

and Bobba (2012), for example, find that the Progresa conditional cash transfer

helped households start businesses by mitigating risk rather than alleviating a

lack of funds. Likewise, Karlan et al. (2012a) find that giving small firms extra

capital does not cause them to grow.

The bigger concern is that I test only a limited form of the theory. The small-

est villages received per-household credit injections of half the median income.

If households need sewing machines the credit injection could pay for them.

Since most micro credit charities believe small entrepreurs need small loans,

finding no effect from a small rise in the supply of credit is not meaningless. But

if a few households want to build factories that would provide a single salaried

job to everyone else, the Million Baht Program is too small to finance the trans-

formation.

7 Summary

I show that Thai rice farmers expecting a harvest increase their number of eco-

nomic activities when confronted with more volatile prices. My estimates sug-

gest a 21 percent rise in volatility causes a household to enter 1 extra activity.

I use this exogenous change in the number of activities to verify that under-

specialization reduces revenue. Finally, I test an alternative theory of under-

specialization—that the poor run many small businesses because they cannot

afford the lumpy investments needed to grow any one—and find no supporting

evidence.
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The pin-maker wastes time when he switches from straightening wires to

cutting them, and I find evidence of this waste in rural Thailand. My results do

not measure the talent wasted when the poor forego expertise in a single trade.

This kind of under-specialization, which changes the structure of an economy,

is a long-run cost that requires a long-run study. Future research must test

whether long-run risk causes long-run under-specialization.
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A Proofs

A.1 Generalizing the Risk and Return Predictions

Letting M ∈ {1, 2, . . .}, the optimal labor allocation is

Lp =
w̄+M + ασ2

s

α
(
Mσ2

p + σ2
s

) (5)

Consider the threshold fixed cost that separates households who choose M

activities from those who choose M + 1 activities:

−e−αC̄(M)+α2

2
V (M) = −e−αC̄(M+1)+α2

2
V (M+1)

The threshold is

F̄M =
σ2
s

(
ασ2

p − w̄+

)
2

2α
(
Mσ2

p + σ2
s

) (
(M + 1)σ2

p + σ2
s

) .
The derivatives with respect to σ2

p and w̄p are
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∂F̄M
∂σ2

p

=
σpσ

2
s

(
ασ2

p − w̄+

) (
ασ2

s

(
(2M + 1)σ2

p + 2σ2
s

)
+ w̄+

(
2M

(
(M + 1)σ2

p + σ2
s

)
+ σ2

s

))
α
(
Mσ2

p + σ2
s

)
2
(
(M + 1)σ2

p + σ2
s

)
2

∂F̄M
∂w̄p

= −
σ2
s

(
ασ2

p − w̄+

)
α
(
Mσ2

p + σ2
s

) (
(M + 1)σ2

p + σ2
s

)

Since by assumption
(
ασ2

p − w̄+

)
> 0, ∂F̄M

∂σ2
p
> 0 and ∂F̄M

∂w̄p
< 0 for all M . Then

a rise in the riskiness of the primary activity will cause all the thresholds to rise,

meaning households will be willing to pay more for any number of activities.

This will cause the average number of activities in the sample to rise. A par-

ralel argument shows a rise in the average return decreases all thresholds and

decreases the average number of activities.

QED

A.2 Verifying the Cost Prediction

We can rewrite expected side income as

E[ys] ≈ w̄s − F
(
∂M

∂σ2
p

σ2
p +

∂M

∂w̄p
w̄p

)
+ w̄s

(
−∂Lp
∂M

[
∂M

∂σ2
p

σ2
p +

∂M

∂w̄p
w̄p

]
− ∂Lp
∂σ2

p

σ2
p −

∂Lp
∂w̄p

w̄p

)
= w̄s +

(
−F − w̄s

∂Lp
∂M

)[
∂M

∂σ2
p

σ2
p +

∂M

∂w̄p
w̄p

]
+ w̄s

[
−∂Lp
∂σ2

p

σ2
p −

∂Lp
∂w̄p

w̄p

]
= w̄s +

(
−F − w̄s

∂Lp
∂M

)
M̂ + w̄s

[
−∂Lp
∂σ2

p

σ2
p −

∂Lp
∂w̄p

w̄p

]
→ ys = w̄s +

(
−F − w̄s

∂Lp
∂M

)
M̂ + η + ε

where M̂ is the predicted number of activities from the first-stage regres-

sion, η is the direct effect of labor reallocation from changes in the volatility and

average returns to the primary activity, and ε is an independent error term.

The instrumental variables estimate is consistent for the value

γA = −F − w̄s
∂Lp
∂M

+ E[M̂γ]
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If −w̄s ∂Lp∂M
+ E[M̂γ] > 0, then γA > −F , which implies that if γA < 0 then

−F < 0 and thus under-specialization is costly.

First I show that ∂Lp
∂M

< 0. From the expression forLp found in (5) in Appendix

A.1 we have that a 1 unit increase in M will cause a rise in the numerator of

w̄+ and a rise in the denominator of ασ2
p. Since by assumption ασ2

p > w̄+, the

denominator rises by more than the numerator and the total effect is negative.

Thus, ∂Lp
∂M

< 0.

Now I show that E[M̂γ] > 0. The expectation equals

E[M̂γ] = +w̄s

[
−∂Lp
∂σ2

p

E[M̂σ2
p]−

∂Lp
∂w̄p

E[M̂w̄p]

]
= −w̄s[

∂Lp
∂σ2

p︸︷︷︸
−

∂M

σ2
p︸︷︷︸

+

+
∂Lp
∂w̄p︸︷︷︸

+

∂M

w̄p︸︷︷︸
−

]

where the final equality applies the definition of M̂ ; applies the predictions

of the effects of risk and returns to the number of activities to get the signs of
∂M
σ2
p

and ∂M
w̄p

; and takes the deriviatives of Lp found in (5) in Appendix A.1 with

respect to σ2
p and w̄p. This proves that E[M̂γ] > 0.

QED
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Table 1
Rice Prices and Sales

(1) (2)
Avg. Transaction Price Rice Sold

Int. Rice Price 0.333∗∗

(0.14)
Rice Harvested 0.856∗∗∗

(0.01)
Constant 1.500 -2043.744∗∗∗

(1.53) (70.44)
N 62 2126

Note: Column 1 — The dependent variable is the sample-wide average price of a kilogram of rice based on actual
transactions, and the independent variable is the international price of rice in baht per kilogram. Not all survey rounds
include any sales of rice—hence the number of observations is smaller than the number of survey rounds. Standard
errors are robust to heteroskedasticity. Column 2 — The unit of observation is the household-month conditional on
positive rice harvest.

Table 2
Descriptives of the Monthly Sample

Household-Month Mean Fraction of Households
and Standard Deviation or Household-Months

Number of activities: 4.6 Revenue: 21352.8 Rice Farmers: 0.48
(3.3) (79854.7)

Of Whom
Household size: 5.3 Consumption: 6692.2 Fraction of time

0.23
(2.4) (24449.2) expecting harvest:

Total Labor: 80.0 Net Transfers In: 667.0 Fraction of time
0.31

(75.6) (35274.8) just had harvest:
Households: 743 Avg. Obs/HH: 65.0 Observations: 48329
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Table 3
Main Results

(1) (2) (3) (4)
Activities Activities Revenue Revenue

Activities 1851.26*** -13883.30**
[0.000] [0.035]

Mean -0.00*
[0.096]

Volatility -0.08***
[0.000]

Rice Farmer
-×Mean 0.01*** 0.00 -128.97

[0.010] [0.359] [0.135]
-× Volatility -0.20*** -0.10*** -272.90

[0.002] [0.009] [0.618]
Expecting Harvest
- Main 1.82*** 1.89*** 4993.52

[0.006] [0.000] [0.310]
-×Mean -0.02*** -0.02*** (Exc. Inst.)

[0.000] [0.000]
-× Volatility 0.18*** 0.05* (Exc. Inst.)

[0.001] [0.089]
Recent Harvest
- Main -0.76 -0.57 -34753.04**

[0.475] [0.303] [0.034]
-×Mean -0.03*** -0.01*** 300.00

[0.000] [0.002] [0.129]
-× Volatility 0.41*** 0.17*** 234.48

[0.002] [0.004] [0.819]
Household Fixed-Effects Yes Yes No Yes
Month Fixed-Effects No Yes Yes Yes
F-Stat Exc. Inst. 13.604
Hansen’s J Stat. 0.125
Households 743 743 743 743
Observations 48329 48329 48329 48329

Note: These regressions run the four tests of the theory of risky income (see Section 2): Test 1 (Risk): risk increases the
number of activities; Test 2 (Returns): higher returns decrease the number of activities; Test 3 (Cost): more activities
may cause side revneue to fall; Test 4 (OLS Bias): OLS is biased upwards. Column 1 estimates Equation 1, Column
2 estimates Equation 2, Column 3 estimates Equation 4, and Column 4 estimates Equation 3. The bracketed values
are p-values. I compute the p-values in Columns 1,2 and 4 using a two-stage bootstrap that corrects for generated
regressors and clusters by household (see Appendix C). I compute the p-values in Column 3 using asymptotic standard
errors that cluster by household. The value of the F-statistic on the excluded instruments from the first stage meets
common standards for strength. The value of the J-statistic for overidentification is much too small to reject the null of
exogenous instruments.
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Table 5
Check: Other Measures

Have Unsteady Job Non-Crop Activities
(1) (2) (3) (4)

Mean 0.00*** -0.00*
[0.000] [0.076]

Volatility -0.01*** -0.01
[0.007] [0.302]

Rice Farmer
-×Mean -0.00* -0.00*** -0.00 -0.00

[0.058] [0.000] [0.336] [0.113]
-× Volatility 0.01 0.01** -0.02 0.01

[0.244] [0.040] [0.173] [0.726]
Expecting Harvest
- Main -0.07 -0.03 0.11 0.29

[0.369] [0.661] [0.630] [0.113]
-×Mean -0.00** -0.00 -0.01*** -0.00***

[0.020] [0.150] [0.000] [0.001]
-× Volatility 0.02*** 0.01 0.06*** 0.02

[0.009] [0.111] [0.010] [0.278]
Recent Harvest
- Main 0.22*** 0.10 0.80*** 0.64***

[0.001] [0.196] [0.000] [0.002]
-×Mean -0.00*** -0.00 -0.01*** -0.01**

[0.000] [0.834] [0.000] [0.011]
-× Volatility 0.01* -0.01 0.03* -0.01

[0.060] [0.134] [0.072] [0.479]
Household Fixed-Effects Yes Yes Yes Yes
Month Fixed-Effects No Yes No Yes
Households 743 743 743 743
Observations 48329 48329 48329 48329

Note: I define an “unsteady job” as one held for less than five months. Columns 1 and 2 look for effects of volatility on an
indicator for whether anyone in the household had an unsteady job. I define “non-crop activities” as the total number
of activities minus the number of crop-plots farmed. Columns 3 and 4 look for effects on the number of non-crop
activities. I present all coefficients with p-values calculated using the two-stage bootstrap.
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Table 6
Check: Insurance

(1) (2)
Activities Activities

(Uninsured) (Insured)
Rice Farmer
-×Mean 0.01** -0.00

[0.027] [0.922]
-× Volatility -0.09* -0.10**

[0.069] [0.013]
Expecting Harvest
- Main 1.65*** 1.99***

[0.001] [0.000]
-×Mean -0.02*** -0.02***

[0.000] [0.000]
-× Volatility 0.09* 0.04

[0.067] [0.277]
Recent Harvest
- Main -0.77 -0.39

[0.186] [0.557]
-×Mean -0.01 -0.01***

[0.221] [0.006]
-× Volatility 0.14** 0.19***

[0.025] [0.003]
Household Fixed-Effects Yes Yes
Month Fixed-Effects Yes Yes
Households 270 473
Observations 16933 31396

Note: I split the sample into households who receive transfers of income when their consumption is low (“insured”)
and those that do not (“uninsured”). I confirm that volatility has a larger effect on the number of activities among
households that are uninsured.
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Table 7
Testing the Theory of Lumpy Investments

(1) (2) (3) (4)
Activities Activities Activities Activities

b/se b/se b/se b/se
Small Village -0.010 0.102

(0.11) (0.11)
2001 X Small 0.132 0.175

(0.16) (0.16)
2002 X Small 0.213 0.144

(0.14) (0.15)
Credit/HH 3.010 9.977

(13.47) (13.28)
2001 X Credit/HH 11.540 11.569

(8.63) (8.20)
2002 X Credit/HH 21.857∗ 16.619

(11.55) (11.86)
Household Fixed-Effects Yes Yes Yes Yes
Month Fixed-Effects Yes Yes Yes Yes
Villages 80 80 64 64
Households 1502 1502 706 706
Observations 15340 15340 9884 9884
All standard errors clustered by village

Note: The regressions test the lumpy investment theory using the Million Baht Program. The coefficient on the interac-
tion of village size with the year of implementation (2001) estimates the effect of relaxed credit on number of activities.
The measure of number of activities is similar as possible to that in the risk regressions. A village in the bottom quartile
of number of households is “small”. The alternative specification uses the average per-household credit injection (one
million divided by number of households). The first two columns use the largest possible sample of households while
the last two use a balanced panel. The lumpy investment theory predicts the program’s impact should be negative and
significant, which it is not. All inference uses asymptotic standard errors clustered at the village.
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Figure 1
Intuition of the Simplified Case
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Suppose F has a uniform distribution over [0, Ƒ] 

𝐹 0 

A rise in the variance of the primary activity… 

𝐹 0 

…causes a rise in the maximal cost households are willing to pay… 

…and causes the average number of activities to rise 

Note: M is the number of side activities; F̄0 the threshold fixed cost for moving from zero to one side activity; σ2
p is the

variance of the primary economic activity. A rise in the variance raises the threshold fixed cost, which represents the
amount households are willing to pay for insurance. In response the highlighted mass of households switches from
specialization to having a side activity.
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Figure 2
Why is OLS Upward-Biased?
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Note: M is the number of side activities; F̄m is the threshold fixed cost below which a household moves fromm tom+1
side activities. A household only enters many activities if the fixed cost it must pay for each is low. Then the number of
activities predicts a household’s costs. The cost of these extra activities appears in the error term of a regression of side
revenue on number of activities. Thus the coefficient on the number of activities is biased upwards.



40 AJAY SHENOY

Figure 3
Number of Economic Activities, Rice Farmers and Non-Rice Farmers
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Note: The histogram shows the fraction of households with any number of economic activities in an arbitrarily chosen
month. Rice farmers are more likely to have many activities.

Figure 4
Household Response to Negative Income Shocks
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Note: The 1997 round of the Townsend Thai annual survey asks households how they coped during the the worst in-
come year of the last five. They first gave spontaneous responses, which the project classified into categories. The graph
reports the frequencies of the seven most popular responses. Many households work more or spend less to absorb in-
come shocks rather than borrowing or using savings.
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Figure 5
Correlation Between Monthly Revenue and Consumption
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Note: For each household I compute the monthly correlation between total consumption and total revenue. I plot
the density of the correlation for rice farmers versus non-rice farmers. Perfect insurance (whether self-insurance or
otherwise) implies zero correlation. Almost all households have a positive correlation, meaning they consume less
when their revenue falls.

Figure 6
Riskiness of Revenue and Number of Economic Activities
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Note: I plot the log of the standard deviation of the household’s monthly revenue against the average number of activi-
ties during the sample. I exclude the top and bottom 5 percent of standard deviations. Households with riskier revenue
have more economic activities.
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Figure 7
Response to Conditional Volatility
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Note: Among rice farmers expecting a harvest I compare the response when rice prices are (A) stable to when they are
(B) volatile. Since I use household fixed-effects I effectively compare each farmer to himself.

Figure 8
Rice Price and Predicted Mean and Conditional Standard Deviation
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Note: I plot the actual rice price next to both the predicted rice price and the predicted volatility (square root of the
predicted conditional variance) from the Autoregressive Conditional Heteroskedasticity (ARCH) model. The red lines
mark the start and end of the panel data.
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Figure 9
An Impending Rice Harvest Requires Labor
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Note: The figure shows how many days the average household works in its fields in the months before and after a rice
harvest. More precisely, I plot the coefficients of a regression of the number of days worked in the fields on dummies
for periods before and after the harvest. The dashed lines cover 95 percent confidence intervals.

Figure 10
Households Receive More Transfers when Prices are Low at Harvest
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Note: The first bar depicts average incoming transfers for households harvesting rice when the international rice price
is “normal”—above the bottom quartile of all prices I observe in the period covered by the monthly panel. The second
bar depicts the average transfers when prices are “low”—in the bottom quartile. Rice farmers receive more money
when the value of their harvest is low.
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B Detailed Data Appendix (For Online Publication)

B.1 Time Series Variables

• Consumer Prices: From Bank of Thailand monthly index, acquired from

Global Financial Data database. Data were used with permission of Global

Financial Data.

• International Rice Price: Acquired from IMF monthly commodity price

data. Deflated using monthly consumer price index.

B.2 Panel Variables

• Rice Harvest: From module 7 (Crop Harvest) section of the monthly sur-

vey. Keep only un-milled rice (both sticky and non-sticky). Define rice

harvest soon as a reported positive harvest of unmilled rice in the subse-

quent three months. Define rice harvest past as having had positive har-

vest of unmilled rice in the current or previous three months. Define rice

farmer (or rice harvest ever) as having had a positive rice harvest at any

point in the survey span.

• Crop-Plots: From module 5 (Crop Activities) section of the monthly sur-

vey. Make the monthly aggregate of “value transacted” for each house-

holds sale of each crop. This is the revenue from crops. For number of

crop plots, I use the “projected harvest” table, which asks farmers to pre-

dict revenue for each productive crop. Every entry corresponds to a dif-

ferent perceived revenue stream for the farmer, so I take number of crop-

plots as simply the count of these for each household in each month.

• Aquaculture: From module 10 (Fish-Shrimp) of the monthly survey. For

each household, make monthly aggregates of the value of fish and shrimp

output; this is the revenue from aquaculture. I compute whether a house-

hold does aquaculture as whether it reports raising fish/shrimp or having

shrimp ponds in a given month.

• Large Businesses: From module 12 (Household Business) of the monthly

survey. For each household, make monthly aggregates of the cash and in-
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kind revenue plus the value of products/services consumed by the house-

hold; this is the revenue from large businesses. Compute the number of

businesses for each household as the number of entries in the household

report of revenues.

• Small/Miscellaneous Businesses: From module 24 (Income) of the monthly

survey. For each household, make monthly aggregates of the cash and

in-kind revenue for each “other” income source; this is the revenue from

miscellaneous businesses. Compute the number of miscellaneous activi-

ties for each household as the number of entries in the household report

of revenues.

• Number of Jobs: From module 11 (Activities-Occupation). For each per-

son and each job number in any month, mark if it was worked the pre-

vious two and the following two months (note that jobs are not assigned

job numbers in their first months, so technically I only check the previous

one month as it must have been worked the month before to have an ID).

If so, it is a “steady job.” I count each households total number of jobs and

steady jobs each month, then compute the number of unsteady jobs as

the difference. For each job and each month, sum the cash and in-kind

payments and aggregate by household-month. This is the monthly job

revenue.

• Number of Activities: I define number of activities as simply the sum of

the number of crop plots, the number of livestock activities, the indicator

for practice of aquaculture, the number of large businesses, the number

of jobs, and the number of miscellaneous activities.

• Total Revenue, Consumption, and Transfers: Total revenue is the sum of

revenue from crop activities, livestock activities, aquaculture, large busi-

nesses, jobs, and miscellaneous activities. Total consumption is the sum

of all domestic expenditures by both cash and credit plus consumption

of home-produced goods. Expenditures reported at a weekly rather than

monthly frequency (in module 23W, Weekly Expenditures Update) are ag-

gregated by month for each household and added to those reported at a
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monthly frequency (in module 23M, Monthly Expenditures Update). Trans-

fers are defined as the household’s net incoming transfers. More precisely,

I aggregate by household-month the transfers from people inside and out-

side the village and subtract similarly aggregated transfers to people in-

side and outside the village (all found in module 13 on Remittances). I use

only transfers not earmarked for a specific event because these unplanned

transfers are more like insurance.

C Inference: The Two-Stage Bootstrap (For Online

Publication)

The predicted mean and volatility are both generated regressors, so I must ad-

just my inference to account for their presence. It is easy to see that under my

assumptions the full estimators match the conditions for Murphy and Topel

(2002). Directly applying their analytic expressions is inconvenient and also

problematic because small sample bias in the time series estimates might pro-

duce an abnormal small sample distribution for the estimated parameters. But

the asymptotic normality their propositions guarantee also ensures the validity

of bootstrapped confidence intervals and hypothesis tests.

[Figures 11-13 around here]

I implement the procedure as outlined in Figures 11-13. First, I prepare the

time series of rice prices for resampling. I form “blocks” consisting of the con-

temporaneous price and however many lags I need to estimate the time series

model. I then group every observation into one or more “blocks of blocks,” con-

tiguous interlocking sets of observations and their associated lags.

Next, I run the bootstrap replications. Each replication follows five interme-

diate steps. First, I sample with replacement the blocks of blocks of rice prices to

construct a bootstrapped time series of equal length to the original time series.

I estimate the parameters of the time series model on the bootstrapped data.

I then resample with replacement households (together with all their monthly

observations) from the panel to construct a bootstrapped panel with as many

households as the original panel. (I resample households rather than villages

because I find considerable variation in harvest times within villages. Village-
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month dummies explain only about half the variation in my “Expecting Har-

vest” indicator.) Then I use the estimated time series model to predict the con-

ditional mean and variance of the international rice price for each household-

month observation. Finally, I estimate the panel specification and record the

resulting coefficients. I run 1000 replications for the risk specification and 2000

replications for the IV specifications.

The final step is to compute confidence intervals and p-values. To construct

confidence intervals, I use the dataset of estimated parameters from bootstrap

replications to find the 2.5th and 97.5th percentiles. These are the boundaries

of the 95% confidence interval. To construct p-values, I compute the absolute

t-statistic centered around the original parameter estimate for each replica-

tion. The fraction of these absolute t-statistics that is greater than the original

t-statistic is the p-value.

D Other Tests of Robustness (For Online

Publication)

[Table 9 around here]

[Table 11 around here]

E Alternative Model: Minimum Labor Inputs (For

Online Publication)

Is it plausible that the kinds of activities a rice farmer can enter three months

before his harvest would, as my model assumes, have a lumpy fixed cost? Find-

ing casual labor or growing cassava may be easy if the farmer has already done

so every time prices turned volatile in the past. In this appendix I build a model

without fixed costs where risk still causes under-specialization. The prediction’s

robustness is why I emphasize that my model of risk and under-specialization

is not the model, but just a convenient tool to formalize the intuition.

Let the household’s utility function be as before and for simplicity consider

the case of choosing between perfect specialization and one side activity. The
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household can costlessly enter a side activity but must allocate it at least L > 0

units of labor. The lower-bound on labor choice captures the idea that it is not

worth an employer’s time to hire a worker for only a few hours per week, so even

work that does not require paying a fixed cost does require a lumpy investment

of time. I need the lumpiness to make specialization optimal for some degree

of riskiness. Otherwise the household always has a side activity and only varies

how much it works on the side activity instead of whether it has one at all. I also

assume the average return to the side activity is strictly less than the average

return to the primary activity—that is, w̄p − w̄s = w+ > 0. The household faces

the trade-off

M = 0 M = 1

C̄ w̄p w̄p − w+(1− Lp)
V σ2

p (Lp)2σ2
p + (1− Lp)2σ2

s

The opportunity cost of the side activity is w+(1− Lp), and since it is no less

than w+L > 0 the household still loses a discrete chunk of expected revenue

when it diversifies. Although it does not literally pay a fixed cost the household’s

trade-off between the mean and variance of consumption is similar to the one

it faced in the original model. They are not identical—for example, the cost of

diversification is now uncertain—but similar enough for risk to cause under-

specialization.

[Figure 14 around here]

Figure 14 gives the intuition. With perfect specialization the household’s ex-

pected utility is maximized when the primary activity’s returns have zero vari-

ance, but expected utility falls steeply as the variance rises. The household can

flatten the utility-variance relationship by moving some labor from the primary

activity to the side activity. Without a lower bound on labor devoted to the side

activity, the household would always move ε units of labor to the side activ-

ity and be happier without perfect specialization. But with a lower bound the

household must accept a discretely lower and flatter utility-variance relation.

If the variance of the side activity is low, the household prefers specialization.

But when the variance exceeds a critical threshold the household prefers to di-

versify. If w+ has a nondegenerate distribution the average number of activities

will rise continuously with the variance. Then the lower bound model makes

the same prediction dE[M ]
dσ2
p
> 0 as the fixed cost model from the main text.
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Table 8
Modeling the Rice Price as a Random Walk

(1)
Pt

Pt−1 0.995∗∗∗

(0.00)
N 389
R2 0.995

Note: The random walk specification describes the data well. It models the current price of rice as the previous month’s
price plus a random innovation: Pt = Pt−1 + εt.
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Table 9
Robustness: Main Results Excluding Pre-Harvest Rice Sales

(1) (2)
Activities Revenue

(1) (2)
Activities Revenue

Activities -14195.18**
[0.027]

Rice Farmer
-×Mean 0.00 -86.06

[0.395] [0.307]
-× Volatility -0.09** -368.73

[0.011] [0.531]
Expecting Harvest
- Main 1.37*** -238.27

[0.000] [0.953]
-×Mean -0.01*** (Excluded Instrument)

[0.000]
-× Volatility 0.05* (Excluded Instrument)

[0.091]
Recent Harvest
- Main -0.63 -27329.39*

[0.263] [0.077]
-×Mean -0.01*** 147.78

[0.003] [0.390]
-× Volatility 0.17*** 1095.82

[0.003] [0.370]
Household Fixed-Effects Yes Yes
Month Fixed-Effects Yes Yes
Households 743 743
Observations 47395 47395
F-stat Exc. Inst. 10.054
Hansen’s J Stat 0.015

Note: .I exclude observations when households claim they sold rice while still expected their harvest. Volatility still
causes households to enter more activities (Column 1) and the extra activities are costly (Column 2).
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Table 10
Main Regression with Only Rice Farmers

Activities
Mean 0.00*

[0.050]
Volatility -0.28***

[0.000]
Expecting Harvest
- Main 1.82***

[0.004]
-×Mean -0.02***

[0.000]
-× Volatility 0.18***

[0.003]
Recent Harvest
- Main -0.76

[0.482]
-×Mean -0.03***

[0.000]
-× Volatility 0.41***

[0.000]
Household Fixed-Effects Yes
Month Fixed-Effects No
Households 354
Observations 23613

Note: I confirm the results hold when I exclude non-farmers. The bracketed values are p-values. I compute the p-values
using a two-stage bootstrap that corrects for generated regressors and clusters by household (see Appendix C).
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Table 11
Robustness: Regressor of Interest Does not Affect Wages

(1)
Median Wage

Mean 0.01
[0.424]

Volatility 0.66
[0.167]

Rice Farmer
- Main -43.31

[0.281]
-×Mean 0.01

[0.891]
-× Volatility 0.52

[0.775]
Expecting Harvest
- Main 24.62

[0.478]
-×Mean -0.06

[0.444]
-× Volatility -2.90

[0.483]
Recent Harvest
- Main 20.65

[0.193]
-×Mean -0.07

[0.498]
-× Volatility -1.80

[0.477]
Village Fixed-Effects Yes
Month Fixed-Effects No
Villages 16
Observations 1152

Note: Suppose wages are correlated with volatility in the rice price. Then the extra jobs the household takes up may
not be a response to risk but rather a response to better earnings in side activities. This table shows that median vil-
lage wages are not correlated with the village averages of any of the regressors of interest. I run the analysis at the
village rather than individual level because households might be willing to take lower paying jobs to hedge against risk,
lowering the average wage of jobs held even though volatility has no confounding effect on wages.



RISKY INCOME OR LUMPY INVESTMENTS? 53

Figure 11
Bootstrap, Step 1: Forming Blocks of Blocks
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Note: First, I prepare the time series of rice prices for resampling. I form “blocks” consisting of the current price and
however many lags are needed to estimate the time series model. I then group every observation into one or more
“blocks of blocks,” adjacent interlocking sets of observations and their associated lags.
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Figure 12
Bootstrap, Step 2: Bootstrap Replications
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Note: Next I run the bootstrap replications. Each replication follows five steps. First I sample with replacement the
blocks of blocks of rice prices to construct a bootstrapped time series of the same length as the original time series.
Next I estimate the parameters of the time series model on the bootstrapped data. I then resample with replacement
households (together with all their monthly observations) from the panel to construct a bootstrapped panel with as
many households as the original panel. Then I use the estimated time series model to predict the conditional mean
and variance of the international rice price for each household-month observation. Finally, I estimate the panel speci-
fication and record the resulting coefficients. I run 2000 replications for the risk specifications and 3000 replications for
the IV specifications.
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Figure 13
Bootstrap, Step 3: Constructing Confidence Intervals and P-Values
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Note: I compute the absolute t-statistic centered around the original parameter estimate for each replication. The
fraction of these absolute t-statistics that is greater than the original t-statistic is the p-value.
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Figure 14
Intuition of the Alternative Model
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