UC Berkeley

UC Berkeley Electronic Theses and Dissertations

Title
Gamma Strength from Quasi-Continuum Lifetimes using 56Fe(p,p')

Permalink
https://escholarship.org/uc/item/4554v9jn

Author
Kirsch, Leo Edward

Publication Date
2017

Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Diqital Library

University of California


https://escholarship.org/uc/item/4554v9jh
https://escholarship.org
http://www.cdlib.org/

Gamma Strength from Quasi-Continuum Lifetimes using *°Fe(p,p’)

by

Leo Edward Kirsch

A dissertation submitted in partial satisfaction of the
requirements for the degree of
Doctor of Philosophy
in
Engineering — Nuclear Engineering
in the
Graduate Division
of the

University of California, Berkeley

Committee in charge:

Karl Van Bibber, Chair
Lee Bernstein
Wick Haxton

Augusto Macchiavelli

Fall 2017



Gamma Strength from Quasi-Continuum Lifetimes using °°Fe(p,p’)

Copyright 2017
by
Leo Edward Kirsch



Abstract

Gamma Strength from Quasi-Continuum Lifetimes using **Fe(p,p’)
by
Leo Edward Kirsch
Doctor of Philosophy in Engineering — Nuclear Engineering
University of California, Berkeley
Karl Van Bibber, Chair

A new experimental method is presented to normalize the Gamma Strength Function (GSF)
using proton-v coincidences from 5¢Fe(p,p’y) with an excitation dependent variation of the
Doppler Shift Attenuation Method where lifetimes of quasi-continuum states delay low-lying
~-ray transitions by an amount inversely proportional to the GSF magnitude. The F-AFE
scintillator array Phoswich Wall measures proton energies which designate initial nuclear
excitation energy. The 7-ray tracking spectrometer GRETINA measures signature y-ray
transitions which designate the fed low-lying level. Doppler shift indicates y-ray cascade time
if comparable to the nuclear stopping time. Results provide the first *Fe GSF normalization.
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Chapter 1

Introduction

1.1 Motivation and Problem Statement

When most quantum systems accumulate a vast sum of energy, the density of available levels
can become intractably large. Inherently complex interactions can prohibit a full description
of even a single level. The strong force that binds nucleons together in the atomic nucleus
is an example of such a chaotic interaction, and certain nuclei possess an enormous number
of levels below the particle evaporation energy. Physicists resort to using two continuous
functions to characterize the average behavior of the complex nature of nuclei: Nuclear
Level Density, p(E,) (or NLD), describing the exponential rise in the number levels with
excitation energy, E,, and the Gamma Strength Function, f(E,) (or GSF), describing the
transition probability between levels via emission of a 7-ray with energy E,. A statistical
application of these average functions is most appropriate in the energy region where level
width approaches level spacing, forming a quasi-continuum.

Accurate descriptions of NLD and GSF are essential to obtain reliable results from reac-
tion modeling. These reaction calculations provide cross sections that are critical to a wide
range applications such as nuclear reactors, astrophysics, and homeland security.

The number nuclear fission reactors is likely to increase in the coming decades to meet
the energy demands of a growing population while minimizing the emissions of greenhouses
gases from other dwindling natural resources. As noted in Reference [1], designers of the next
generation of these reactors [2] must simulate the reactor core over short and long timescales
to address fuel depletion, waste production, and accident scenarios. These simulations rely
on a wealth of nuclear reaction cross section data. While the measurement community has
extensively researched long-lived nuclei, it cannot practically measure isotopes with short
half-lives due to fabrication and radioprotection concerns. Therefore, some cross sections in
the actinide region rely on theoretical calculations, extrapolations, and measurements using
the surrogate method [3]. The greatest uncertainty in the models is the NLD as a function
of excitation energy in the actinide region. These uncertainties cause cross sections to vary
by a factor of two or more. Moreover, neutron reactions with elements such as iron, nickel,
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and zirconium produce hydrogen and helium via (n,p) and (n,«) reactions which modifies
the chemical composition and structural integrity of the core walls and fuel cladding. Hence,
there is a compelling argument to measure the NLD of these materials prior to building a
costly prototype reactor. Projects such as the $680 million MAPLE reactors at Chalk River
Laboratories have already suffered termination [4] due to technical problems potentially
related to nuclear data.

The rapid neutron capture process, or r-process, is responsible for the formation of half
the nuclei heavier than iron. Although the astrophysical site of the r-process is still unknown,
it would require a sufficiently high neutron capture rate such that the nucleus does not
have time to decay before another neutron capture occurs, thus producing neutron rich
isotopes. These environments likely have (n,7)—(v,n) equilibrium governing relative isotopic
abundances. Simulations require reliable neutron capture and photodisintegration data to
accurately predict these abundances. Unfortunately there is not a great supply of data
on the neutron rich side of the valley of stability. Theoretical calculations are necessary
to determine missing cross sections because a poor estimate is preferable to a non-existent
value. The GSF is an indispensable model input for y-ray emission and absorption channels.
Recently, an unexpected low-energy enhancement in the GSF was discovered in certain mid-
mass nuclei such as *5"Fe and %Mo [5]. Currently, this enhancement is not theoretically
well understood, but it changes the predicted abundances of neutron rich isotopes by more
than an order of magnitude [6].

There are many other applications that require accurate knowledge of the properties of
highly-excited nuclear states near the particle separation energy. A survey of these applica-
tions include fusion reactor designs, transmutation of radioactive waste, medical isotope
production, single-event upsets in microprocessors, geophysics, oil-well logging, counter-
proliferation, homeland security, and stockpile stewardship. Furthermore, the more mathe-
matical fields of complexity, deterministic chaos, and quantum indeterminacy can marginally
benefit from the study of nuclear structure.

The nuclear physics community has constructed several tools to measure the NLD and
GSF. The Oslo Cyclotron Laboratory’s MC-35 Scanditronix cyclotron, y-ray detection scin-
tillator array CACTUS [7], and coupled charged particle detector SiRi [8] provide the exper-
imental means for simultaneous extraction of the energy dependence of NLD and GSF for
a wide range of ions and energies via the Oslo method [9]. The pulsed neutron sources and
long flight path lengths at the LANSCE [10] and n_ TOF [11] facilities with 47 scintillator
detector arrays DANCE [12] and TAC [13] enable simultaneous measurement of the abso-
lute magnitude of NLD and GSF at the neutron separation energy for nuclei one neutron
off stability. With the advent of the powerful high-purity germanium arrays GRETINA [14]
and AGATA [15] for use in low energy nuclear structure, one may wonder if it is possible to
extract useful NLD and GSF information from high resolution ~-ray spectroscopy. If so, it
would be worthwhile to reanalyze these rich data sets with a reactions-oriented objective.

This work proposes a new method to use high resolution particle and v-ray detectors,
GRETINA and the Phoswich Wall [16], to determine the absolute magnitude of the GSF
in mid-mass nuclei. The particular nucleus explored is **Fe, which cannot benefit from the
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Figure 1.1: The quasi-continuum lifetime method. A proton inelastically scatters off an
%Fe nucleus into the Phoswich Wall. The recoiling nucleus decelerates in the iron target
while high-lying states feed a low-lying y-ray transition. The nucleus is in motion during the
transition and GRETINA absorbs the emitted Doppler shifted ~-ray.

traditional (n,y) experiments at LANSCE and n_TOF since **Fe is radioactive. The new
technique utilizes Doppler shifted low-lying ~-ray transitions of recoiling *°Fe after proton
inelastic scattering. The sidefeeding from highly excited states delays y-ray emission during
the deceleration of the nucleus, thus reducing the Doppler shift. This sidefeeding has been
neglected or corrected for in prior nuclear structure literature; however, the quasi-continuum
lifetimes involved in the sidefeeding are indirectly related to the coveted NLD and GSF via

the following equations:
-1
7 =h (Z Fi{ﬁ) (1.1)

F.XL

2L
FXL(E, E,) = fxo(Ey)ES +17
p(Er, Jr,111)

where 77 is lifetime of initial state I; Ff L'is the partial transition width to possible final state
F; E;, Jr, and II; are excitation energy, angular momentum, and parity of the initial state,
respectively; and E, is the energy emitted in the transition of electromagnetic character X

(1.2)
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and multipolarity L. Figure briefly illustrates the essential experimental components.
The goal of this work is to establish this quasi-continuum lifetime technique and determine
if it has the capability to extract the GSF magnitude.

1.2 Chapter Overviews

Chapter [2|introduces the experiment which was a pioneering effort to test out the capabilities
of two new detectors: GRETINA and the Phoswich Wall. In an attempt to keep the rest of
the experiment familiar, the well-studied °Fe(p,p’) reaction was chosen and performed at a
dependable low-energy beam facility. I made the point to put the experiment chapter early
on in this document because there are numerous paths this work could have taken. High
resolution multivariate data sets are incredibly rich. There is a certain beauty to the depth
and scope achievable with such physically large, mechanically intricate, and computation-
ally powerful devices. In fact, this particular experiment was designed in order to confirm a
previously observed anomaly in the low-energy behavior of the GSF, which is not the main
topic of this work; Reference [17] presents these results. I was fortunate to take an experi-
mental shift and I was given the opportunity to study some of the unanalyzed portions of
the data. I felt that it would have been misleading to put a theory chapter first, suggesting
that the newly introduced method flows naturally from theory alone; it does not. In fact,
the recognition of the quasi-continuum lifetime effect was quiet serendipitous: I was trying
to correct for broad peak shapes of the experimental v-ray spectra. Therefore, Chapter
covers the following prerequisite tasks that were necessary before a more theoretical topic
could be studied:

e obtaining a detailed understanding of the geometric configuration

e an inspection of the prominent reaction channels

weighing the pros and cons of the different layers of signal processing

recalibration of gain drifts and coincident detector timing
e an optimization of the algorithms used in v-ray tracking

Chapter 3| describes the theoretical infrastructure supporting the data analysis. When a
complete derivation is not possible within reasonable space constraints, at least give a cursory
outline is provided. For example, it is feasible to fully derive two-body reaction kinematics,
but it is only possible to glimpse the history and modern formalism of stopping power theory.
Furthermore, the introduction of nuclear properties begins with quark level complexities
and describes why it is necessary to treat nucleons as individual particles. Nuclear theory
approximations proceed from the many-body nucleon level, to the shell model level, ending
at the level of statistical mechanics. This chapter concludes with the formal presentation of
the quasi-continuum lifetime method to determine the absolute magnitude of the GSF.
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Equipped with the theory of Chapter [3] Chapter [ explores concepts beyond the ini-
tial experimental calibrations by delving into physics-based interpretations. This chapter
fully investigates the quasi-continuum lifetime effect in 16 MeV *Fe(p,p’y). Certain quasi-
continuum lifetime probes are superior to others: the parent level needs to have a lifetime on
the order of the slowing down time and the ~-ray transition energy needs to be isolated from
other peaks. It is shown that the angular momentum distribution is important in the pop-
ulation of low-lying levels. Systematic uncertainty are addressed. Detailed simulations are
compared with experimental results to normalize the GSF. Neighboring nuclei accessible via
(n,7) measurements are compared to the final measurement of the 5°Fe GSF normalization.

Chapter [5] offers conclusions. Limitations of the quasi-continuum lifetime method can be
reduced with improvements in either experimental equipment or simulation. A suggestion is
made as to how the method might be extended to include the actinide region of the nuclear
chart. Finally, this chapter hypothesizes what impact this method may have on applications.



Chapter 2

Experiment

This chapter contains the necessary information to understand the equipment in this exper-
iment, the output data one can expect, the various calibrations that make the data reliable,
and the quality of the measurable quantities.

Here, I am greatly indebted to my group members who facilitated the proposal and setup
of the experiment as well as the Argonne National Lab staff members who operated the accel-
erator and hosted our team. Also, I cannot forget my engineering predecessors who set the
stage by achieving the immense technological progress to make this experiment a possibility.
Nor can I disregard the decades of theorists who made this work comprehensible, interesting,
and applicable.

2.1 Argonne National Lab: ATLAS at a Glance

Argonne National Lab located in Darien, Illinois is home to the nation’s premier stable beam
facility, the Argonne Tandem Linear Accelerator System (ATLAS) [18]. Commissioned in
1978, ATLAS was the first to provide the world with heavy ions from a superconducting
accelerator. ATLAS currently consists of 62 superconducting split-ring resonators that boost
the beam energy to as high as 17 MeV /nucleon. The facility supports users in the fields of
nuclear reactions and structure with beams of any stable ion. The resultant nuclear data
primarily supports applications in astrophysics and basic nuclear science, but also contributes
to developments in nuclear energy, medical physics, non-proliferation, and national defense
by extension.

ATLAS supports many types of experiments. Figure shows a stripped down di-
agram of ATLAS containing only the parts relevant to the experiment in this work. The
CAlifornium Rare Isotope Breeder Upgrade (CARIBU) [20], the HELIcal Orbit Spectrometer
(HELIOS) [21], the Fragment Mass Analyzer (FMA) [22], the 47 high purity germanium
spectrometer Gammasphere, and the Canadian Penning Trap (CPT) [23] were not utilized
in this experiment.

The Positive Ion Injection system (PII) [24] delivers the initial pulsed beam for the AT-
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ATLAS
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ECRI, ECRII ATLAS Beamline
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(in feet)

Figure 2.2: The Electron Cyclotron Resonance ion source (left) and Radio Frequency Quad-
rapole (right). [26]

LAS Linac. The left panel of Figure 2.2 shows the first stage of the PII: the 14 GHz Electron
Cyclotron Resonance (ECR) ion source [25]. The ion source utilizes double frequency heat-
ing to maintain a high plasma density confined within a NdFeB hexapole magnetic field and
a strong solenoid axial field. Typically the ECR produces high charge state ions, but this
experiment used only a proton beam with a charge state of +1. Beam pulse bunching first
occurs directly outside the ECR following initial beam diagnostics before transferring to the
Radio Frequency Quadrapole accelerator.

A staple in ATLAS’s modern accelerator design is its Radio Frequency Quadrapole
(RFQ) [27] which is responsible for establishing the beam bunch shape, emittance, and per-
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Figure 2.3: A schematic of one of the split-ring resonators. [29]

forming a portion of the acceleration. The right panel of Figure shows the fabrication
stage of the RFQ with its multisegment split-coaxial 4 meter long structure. In the acceler-
ating section of the RFQ, the trapezoidal vane tip modulation increases the shunt impedance
by 60% compared to conventional sinusoidal modulation, allowing the radio frequency eigen-
mode to interact more strongly with the charged particles. The RFQ impedance matches
the initial beam to the superconducting section of ATLAS. Figure shows one of the core
accelerating units: the split-ring resonator [28]. ATLAS operating staff independently ad-
just each of these 62 variably sized split-ring resonators to synchronize with the increasing
velocities of passing bunches.

For this experiment, the incident proton energy was 16 MeV, the current on target ranged
from 0.5 to 1.0 nA, the beam pulsed every 40 ns with a 0.5 ns width, and the beam diameter
was 2 mm. Approximately 80 hours of *Fe(p,p’) data collection was useful for analysis.

2.2 The *Fe(p,*) Reaction and Detector Array
Overview

This section highlights the important reaction products and introduces the detectors that
will be sensitive to the ejected particles. Further descriptions of these detectors are given in
greater detail in following sections.

Protons from ATLAS impinged upon a self supporting 1 mg/cm? thick layer of sputtered
iron (Fe) target enriched to 99.7% in *Fe. Collaborators from Washington University in St.
Louis provided these targets and targets of similar stature used for the carbon calibration
runs shown in Figure [2.4]

The inelastic scattering “°Fe(p,p’)°°Fe* was used to generate excited *Fe nuclei for this
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Figure 2.4: Some of the targets used for calibrations in the experiment.

experiment. The recoiling °Fe nuclei typically do not have enough energy to escape the thin
foil target material and usually go undetected. Scattered protons emerge from the target
into the chamber at all angles. The Phoswich Wall particle detection array measured the
angle and energy of the protons. In *Fe(p,p’)’°Fe*, p’ indicates that the proton deposited a
fraction of its energy as an internal excitation in the *Fe nucleus denoted by *. The excited
%Fe* nucleus decays via ~y-ray emission. The ~-ray spectrometer GRETINA measured
the angle and energy of the emitted ~-ray’s. GRETINA uses 7-ray tracking to determine
the entire energy of an incident photon including deposition via both the photoelectric and
Compton scattering processes. Any v-ray with energy greater than twice the rest mass
energy of the electron can produce a positron and electron pair through electromagnetic
interactions with matter. This pair production can occur inside GRETINA or on nearby
detector or structural material. Recoiling positrons and electrons created inside GRETINA
will deposit their recoil energy and generate a signal, while those escaping the detectors
will result in an inaccurate determination of the total energy of the incident v-ray. After
positrons lose most of their kinetic energy to scattering, they annihilate with nearby electrons
and emit two 511 keV ~-ray’s nearly back to back. GRETINA detects many of these 511
keV ~-ray’s.

16 MeV protons on *’Fe can induce 11 other kinematically allowed non-elastic reaction
channels. The left pane of Figure[2.5]shows these allowable channels. These reactions almost
always produce the heavy nuclei in excited states that subsequently ~-ray decay. Despite
there being many allowable exit channels, GRETINA data only reveals y-ray’s from five of
these reactions: (p,n)°*®Co, (p,d)**Fe, (p,pn)>°Fe, (p,a)**Mn, and (p,pa)®?Cr. The remainder
of the reactions have low cross section and occur infrequently. The right pane of Figure [2.5
shows the observed reactions on the National Nuclear Data Center’s (NNDC) chart of the
nuclides [31].

The Phoswich Wall detection array has the capacity to detect the angle and energy of
the deuterons (d) and alphas (a) from these reactions. The Phoswich Wall can detect *H
and *He ejectiles as well, but the production cross section is several order of magnitude
lower. Reactions other than (p,p’) are left unanalyzed in this work. The Phoswich Wall and
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Reaction Q-values for 5Fe + 1H(E|,,=16 MeV)

10

Reaction Products Q-value (keV) Threshold (keV)
57Coty 6027.5 0.45 0.0 0.0
S6Fe+p 0.0 0.0 0.0 0.0
S3Mn+a -1053.32 0.47 1072.293 0.478
36Co+n -5348.971 0.411 | 5445.319 0.418
S2Crtpta -7613.25 0.744 7750.384 0.757

55Fe+d -8972.533 0.23 9134.151 0.234

55Mn+2p -10183.67 0.16 10367.104 0.163

OV+2a -10206.33 1.01 10390.17 1.02
S5Fe+ntp -11197.1 0.23 11398.788 0.234

S4Fe+t -12013.391 0.28 | 12229.783 0.285
54Mn+3He -12692.14 1.08 12920.76 1.1
S2Mn+nta -13106.83 1.95 13342.92 1.99

55Co+2n -15430.827 0.34 | 15708.776 0.346 o8 9 0 7

Figure 2.5: Kinematically allowable and observable reactions in **Fe(p,p’) at 16 MeV. Output
from the web program QCalc [30] and Chart of the Nuclides [31].

GRETINA are not designed to detect the neutrons (n) from the (p,n) and (p,pn) reactions,
but features from these neutrons do appear in the data. The heavy ejectiles **Co, *°Fe, **Mn,
and *2Cr like %°Fe typically do not have enough recoil energy to exit the target material and
are undetected.

As seen in the right pane of Figure , %Co is unstable to decay via electron capture
(81%) and positron emission (19%) with a half-life of 77 days. The average emitted positron
kinetic energy is 610 keV which is enough to escape the 1 mg/cm? target. The Phoswich Wall
is not optimal for detecting positrons but some events appear in the data: GRETINA detects
a significant number of annihilation 511 keV ~-ray’s in a narrow coincidence time window
with the Phoswich Wall positron events. Electron capture does not frequently generate high
enough energy Auger electrons to escape the target. The experimental chamber is thick
enough to prevent GRETINA from detecting any of the X-Rays from electron capture. *Co
decays back into °°Fe and produces the same y-ray’s as (p,p’).

In summary, the Phoswich Wall detects the angle and energy of the outgoing protons
while GRETINA detects the angle and energy of the emitted y-ray’s for analysis of the
%Fe(p,p’y) reaction. The unintended (p,a), (p,d), (p,n) reactions and *°Co B decay are
ignored in this data analysis. The remaining *Fe(p,p’y) data contains a host of information
on the nuclear structure of *°Fe. Multiple y-ray emission provides information on the *°Fe
level scheme, ~-ray Doppler shifts provide information on lifetimes of *°Fe excited states,
and angular distributions of both protons and ~-rays provide information on the spin and
parity of Fe levels as well as the multipolarity of the transitions between levels. These
phenomena and analytical procedures will be discussed in Chapter
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Beam line

Figure 2.6: The Phoswich Wall charged particle detector arrays (left). Scattering chamber
and feedthroughs (right)

2.3 The Phoswich Wall Array

This section further describes the Phoswich Wall and its location in the beam line. The
Phoswich Wall’s E—AFE particle identification method is described. Calibrated energy spectra
and particle identification spectra from experimental data are presented. Cross talk algorithms
for enhanced energy resolution and sub-pizel position resolution are explained.

Geometric Configuration

The name “phoswich” is a contraction of “phosphor sandwich”, where phosphors are defined
as substances that exhibit the phenomenon of luminescence, and a stack of such phosphors
is akin to a sandwich. The Phoswich Wall, shown in left panel of Figure [2.6] is a set of
four 8x8 arrays of multianode photomultiplier tubes (PMTs) coupled to a “sandwich” of 2.2
mm thick CsI(T1) and ~12 pm thick BC400 fast plastic scintillating material. These arrays
sit inside an evacuated scattering chamber connected to the ATLAS beam pipe, shown in
the right panel of Figure 2.6 A target feedthrough connected to the scattering chamber
supports the *Fe sample at the center of the chamber. The incident beam strikes the target
and low-mass reaction ejectiles recoil into the phoswich arrays. Any unscattered beam exits
the chamber and enters a beam stop a few meters past the scattering chamber.

A set of coordinate transformations are needed to relate the planes of the four 8 x 8
arrays to the beam coordinate system. In the beam coordinate system, the origin is the
target center and the Z-axis is the beam direction. The transformations from the Cartesian
coordinates of each detector array (x,y) to Cartesian coordinates of the lab (X,Y7) are the



CHAPTER 2. EXPERIMENT 12
8(radian)
1.4
1.2}
1.0
0.8}
0.6}
0.4}

0.2}

0.5 1.0 15 2.0 ¢(radian)

Figure 2.7: Angles covered by one of the four Phoswich Wall arrays. The other three detector
arrays are each translated by A¢ = 7 /2 with respect to the previous array.

following;:

X(z,y)=L/2+06 (2.1)
Y(z,y) = Ry sin¥ — (L/2 — y)cos¥ — § + «
Z(x,y) = Ry cosV — (L/2 — y)sin¥

where L = 49 mm is the length of one side of the square array, 6 = 0 mm is the linear
displacement length, = 10 mm is the backset, Ry = 55 mm is the maximum radius for
0,a = 0, and ¥ = 50.6° is the angle between the normal to detector plane and the beam
axis. The spherical polar coordinates of the beam coordinate system are

r(z, \/Xxy +Y(z,y)?+ Z(z,y)? (2.4)

0(z,y) = cos™! ( ) (2.5)

¢1(z,y) = tan™! ( ;) (2.6)

On(z,y) = dp_1(x,y) —7T/2, n=223,4 (2.7)

where r is the distance from the target origin, 6 is the opening angle with respect to the
direction of the beam axis (the Z axis), ¢; is the azimuthal angle of array 1, and ¢, are
the azimuthal angles of arrays 2, 3, and 4. Figure shows the angular coverage of array
1 in spherical polar coordinates. The detector arrays are all situated at forward angles
(0 < 0 < 7/2) in this experiment (i.e. downstream of the beam).

The Phoswich Wall has the capability to study both inverse and normal kinematics reac-
tions. In inverse kinematics, the projectiles in the beam are much heavier than the nuclei in
the target. The ejectiles of inverse kinematics reactions are very forward focused by virtue of
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Figure 2.8: The Phoswich Wall configurations to scale. (a) Inverse kinematics configuration
maximizing forward angle coverage (§ = 20, = 0). (b) Normal kinematics configuration
improving angular resolution while still covering a significant portion of the solid angle in
the forward direction (6 = 0,a = 5). This experiment utilized the normal kinematics
configuration for its high angular resolution.

the conservation of the large quantity of linear momentum along the incident beam direction.
To accommodate inverse kinematics, Figure 2.8h shows the Phoswich Wall configuration that
maximizes forward angle coverage without intercepting any of the unscattered beam. The
forward tilt of the arrays with respect to the beam axis improves solid angle in the CM frame.
In contrast, the experiment presented in this work was performed at normal kinematics: the
proton projectile has a much smaller mass than the *Fe target. In normal kinematics, there
is not as much linear momentum in the beam direction, but still a large portion of the cross
section for direct reactions is forward focused. In normal kinematics reactions, the measured
angle of the outgoing light ejectile provides a lot of information about the reaction and opens
the possibilities for additional analysis. To accommodate a multitude of analyses in normal
kinematics, Figure [2.8p shows the Phoswich Wall configuration used in this experiment that
has an enhanced angular resolution in comparison to the inverse kinematics configuration
without the forfeiture of a substantial amount of solid angle coverage. Figure [2.9 shows two
examples of typical reactions.

The phoswich arrays have a E—AFE structure for light charged particle identification. Ions
deposit only a portion of their energy (AFE) in the thin fast plastic, and deposit the remainder
of their energy (E) in the thick CsI(T1). According the Bethe formula [32], the mean energy
loss of an ion traversing the fixed thickness of the fast plastic is proportional to the charge
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Figure 2.9: Examples of the Phoswich Wall’s participation in and exclusion from detection.
(a) An incident proton (blue) scatters off the *Fe target (orange) into one of the four the
Phoswich Wall arrays, the recoil of the *Fe nucleus goes undetected since it does not have
sufficient kinetic energy to escape the target but has an initial velocity vector (red) in a
direction nearly opposite the proton. (b) An event where the proton recoils to an angle

outside the detectable area of the Phoswich Wall.

of the projectile squared: AE o< Z%. The waveform signal of decaying luminescence gives
an indication of the charge Z of the deposited particle. Figure [2.10] illustrates proton and
alpha output: energy deposited in the fast plastic (AFE) decays away rapidly while energy
deposited in the CsI(T1) decays on a much longer timescale. A ratio of PMT output integrals
at various times distinguishes the two types of particles on an event by event basis.

The energy resolutions of the phoswich scintillating materials are inferior to silicon par-
ticle detectors. The choice of fast plastic and CsI(T1) scintillating material was chosen more
for its radiation hardness, mechanical durability, and gain stability rather than its energy
resolution. The fast rise time of the BC400 plastic and the large stopping power of the
thick scintillator also were important considerations. The maximum energy proton that can
be stopped by the 2.2 mm thick Csl is approximately 21 MeV, well below proton energies
achieved in this experiment.

While the segmentation of the Phoswich Wall provides good angular resolution of the
reaction products, light deposited above one PMT section can leak into a neighboring section.
This “cross talk” allows sub-pixel resolution of the position hit. When two adjacent PMT
pixels detect light, the true location of the energy deposition is a function of the ratio of the
two signals. The angular resolution of fully isolated PMT pixels is around 7° FWHM, but it

has been shows that analysis of cross talk can achieve up to a 2° resolution experimentally
. However, the analysis performed as part of this experiment did not include sub-pixel
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Figure 2.10: Schematic of the Phoswich Wall pulse shape discrimination time intervals (not
to scale).

positioning.

As a final overarching design criteria, the Phoswich Wall has a small volume to fit inside
the limited space at the center of 4 ™ y-ray spectrometers. Similarly, the Phoswich Wall has
a low overall mass of detector and structural material to minimize degradation of the v-ray
spectrum through Compton scattering. The attenuation of 511 keV ~-rays is 2.2% in the 1
mm aluminum chamber and 4.2% in the 2.2 mm CsI(T1). The v-rays studied in this work
are primarily above 511 keV.

Calibration and Particle Identification

As introduced earlier, the Phoswich Wall has particle identification capabilities. Three sepa-
rate integrals of PMT output are taken at separate times to capture the £ — AFE information.
The early “A” gate captures the AFE signal from the fast plastic and begins after a 15 ns
delay with respect to the start of the pulse and has a 50 ns duration. The “B” gate captures
some of the fast plastic AE signal and some of the E signal from the CsI(Tl); it has a 68 ns
delay and 280 ns duration. The late “C” gate captures the remainder of the E signal; it has
a 1000 ns delay and 1800 ns duration. These gates correspond to the illustration of Figure
[2.10] Complete digitizer waveforms were not saved to disk.

Pulse shape discrimination requires knowledge of the PMT central hit location. However,
since gains in neighboring PMT pixels vary by up to 25%, it is not always clear which pixel
contains the central hit. The procedure of gain matching rectifies the situation by using
a mask to prevent particles from hitting pixel edges, thereby isolating events where the
majority of light enters only one PMT. In contrast, interactions near pixel edges produce
scintillation light that enters both adjacent PMTs. With the mask in place the difference in
light yield is greater than 25% between adjacent pixels. Gain are matched and thresholds
are set at the beginning of the experiment with alpha particles from 2*2Cf and ?2Th.
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The B-gate of the largest hit pixel has the best energy resolution for protons. Resolution
can be improved an additional 30% with face-neighbor add-back. Adding pulse heights of
surrounding pixels typically doubles total pulse height, indicating that the central hit pixel
does not capture a lot of the total scintillation light. Border pixels of the 8 x 8 arrays do
not have the same number of neighbors which complicates add-back. For these pixels, it
is necessary to multiply total pulse height by some function of the cross talk fractions of
available face neighbors. The energy resolution of border pixels is not as good as pixels
with 4 face-neighbors, but at least all pixels yield the same magnitude for a given energy
deposition. Furthermore, some of the central PMT pixels are broken, and more complicated
computational logic is required.

The energy add-back algorithm is similar to the sub-pixel hit positioning algorithm de-
scribed by Sarantities et. al. [16]. An empirical function relates the sub-pixel hit location
with cross talk fraction:

o) 9() = a2 =) +H(F =)+ w 2.9
where f is the cross talk fraction between adjacent pixels, w = 6.08 is the width of each
pixel, a = 0.470 and b = 10.8 are fitting parameters that vary among the phoswich arrays,
and the coordinates x and y are in units of mm. For f = 1/2, the hit is located directly
on the edge by definition since light enters both pixels equally: z(1/2),y(1/2) = w. For
f = fmin =~ 0.15, the hit is located at the other edge: z(0.15) = 0.0. The face neighbor
fractions that pinpoint the hit location inside the pixel are labeled fr, fr, fu, fp for left,
right, up, and down, respectively. For example, if f; > fr and fy > fp the hit is located
in the top left quadrant of the pixel. Equation determines positions more accurately.
There are two measurements of an axis coordinate when the pixel has two neighbors along
that axis. Typically the larger cross talk fraction is more reliable. When a pixel on the
corner or edge of the array is missing a neighbor pixel, the available neighbors determine
how much light would have entered the missing pixel(s). The calculated energy(ies) of the
missing pixel(s) is(are) added to the total energy of the event when performing add-back.
Energy resolution is not as good when pixels are missing, but the pulse height has the same
relative magnitude.

Several other corrections to the particle energy are necessary. The linearity of the B-gate
proton energy is established with 2C(p,p’)*?C and 2C(p,p’)!2C*, where the two accessible
excited states of carbon are at 4.439 and 9.641 MeV. Small corrections on a run-by-run
basis correct for gain drift. Corrections for punch-through energy loss are angle dependent.
Charged particles lose energy passing through the 1 mg/cm? iron target, the 7.28 mg/cm? tin
absorber, and the varying thicknesses (~ 1.2 mg/cm?) fast plastic AE layer before reaching
the CsI(T1) E detector. These corrections are not important in an absolute sense because
the alpha particle calibrations establish the magnitude of energy deposition. However, the
incident vectors of the particles are not all parallel to the normal vectors of the planes of the
phoswich arrays. The particles pass through different amounts of material before entering
the CsI(T1) depending on which pixel they hit. These angle dependent corrections are as
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Figure 2.11: Experimental particle identification and energy calibration of the Phoswich
Wall

large as 13% relative to one another. The calibrations and corrections in this experiment are
only valid for protons. An entirely different set of calibrations would be necessary for alpha
particles and electrons.

Figure [2.11| shows the Phoswich Wall A, B, C gate output from this experiment after
energy calibration, drift correction, add-back, and energy-loss corrections. Recall that the A
gate contains primarily AF information, the B gate contains both AE and E information,
and the C gate contains primarily E information. As alluded to in previous sections, the
Phoswich Wall detects multiple types of particles. At least three groups of particles are
distinguishable: protons, alphas, and electrons/positrons. Since alpha particles have a larger
Z than protons, the value of AFE is larger for a given incident £. The Compared to ions,
electrons and positrons have different energy loss parameters due to their small mass and
large Bremsstrahlung losses. The positrons originate from the 19% positron emission decay
branch of *Co and from 7-ray pair production in the detector material. Energetic electrons
originate from target ionization, v-ray pair production, Compton scatter, and photoelectric
absorption.

Particle identification is much clearer for the B-C combination because the B and C
pulse heights incorporate all the energy corrections described previously and have better
resolution from a longer charge integral. The B gate likely contains more information on
AFE than it does on E because particle separation is clear in combination with C (which
contains primarily ), but not A (which contains primarily AF).

2.4 GRETINA Array

This section begins with a brief overview of GRETINA including its segmented geometry,
signal decomposition method, and concept of y-ray energy tracking. Performance of crystal-
level v-ray energy, timing, and position resolution is summarized and supplemented with
experimental data. Tracking parameters, performance, and suggestions are presented. Fi-
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Figure 2.12: The Gamma-Ray In-beam Nuclear Array, GRETINA

nally, a new method to fix various energy/gain instabilities at the crystal level is shown to
be useful.

Geometric Configuration

The Gamma-Ray In-beam Nuclear Array (GRETINA), shown in Figure is the first
stage in the construction of a high purity germanium (HPGe) array that covers 47 solid angle.
The finalized version of the array will be called the Gamma-Ray Energy Tracking Array
(GRETA). This detector currently covers over 17 solid angle in the use of 32 electrically
segmented HPGe detectors. The segmentation of each of these crystals is 36-fold, allowing
extraction of each vy-ray interaction point to great precision. Preceding large germanium
arrays such as Gammasphere in the United States, Euroball in Europe, and various
arrangements of clover detectors relied on the Compton suppression method to improve
resolving power.

Compton suppression consists of vetoing single scatter y-ray escapes with exterior high
density actively detecting shields such as Bismuth Germinate. This gives data analysts
the ability to isolate events with complete energy deposition. GRETINA and its European
counterpart AGATA , are the first of their kind to forgo the Compton suppression method
entirely. The full 47 array GRETA will have the maximum coverage of germanium without
bulky suppression shields that occupy a lot of valuable solid angle. This next generation
of ~-ray detection is only possible with the energy tracking method . Energy tracking
utilizes the high degree of crystal segmentation to trace out multiple-scatter y-ray paths.

The driving motivation for implementation of GRETINA is not its high photopeak ef-
ficiency nor good peak-to-total ratio. It is true these benefits will reduce the beam time
necessary to achieve viable statistics per experiment, but the array was designed primarily
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Figure 2.13: Location of GRETINA with respect to the reaction plane.

to meet the demanding requirements of nuclear structure. Frontiers of nuclear science in-
volve studies of nuclei far from stability. It is rarely feasible to fabricate a target with a high
purity of a radioactive isotope. Neither is it practical to place sensitive detection equipment
nearby such high activity sources of radiation. Therefore, the optimal technique to access
the limits of nuclear structure is in the production of radioactive ion beams (RIBs).

Particles in radioactive beams usually have a much larger mass than target nuclei and
travel with large incident velocities. The reactions take place in inverse kinematics, where
projectile-like fragments recoil at velocities typically 5 ~ 0.07. The emission of ~-rays
from these nuclei are subject to significant Doppler broadening. Good angular resolution
and segmentation correct for these effects through the means of event-by-event Doppler
reconstruction. The precise determination of angle is not essential to normal kinematics
experiments such as the present one, but the opportunity opens up new types of experimental
analysis involving nuclear recoil. Figure [2.13] shows GRETINA’s involvement in a typical
reaction: the *Fe nucleus recoils away from a set of crystals and emits a v-ray that scatters
in the array.

The inner workings of GRETINA are quite complicated. Excellent bookkeeping is es-
sential to keep all the digital output signals in order. The array is broken up into tiers of
segmentation: GRETINA possesses 8 Quads, each Quad contains 4 crystals, each crystal
has 6 vertical segments, each vertical segment divides into 6 hexagonal segments. The total
segmentation of this experiment is 1152-fold. Each Quad has an identical design, but not
all crystal within a Quad are interchangeable. Figure shows the geometric division of
GRETINA. The number of possible ways to tile the surface of a sphere limits the possi-
ble options of crystal configuration. The chosen configuration of the finalized GRETA has
two types of hexagons, an A and B type, with 60 units each. The choice keeps a simple
configuration for manufacturing purposes, limits the amount of germanium material neces-
sary, maximizes solid angle coverage, and minimizes cost. Twelve untiled pentagonal spaces
remain open for beam pipe and cabling.
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Figure 2.14: Quad, crystal, segment-level sectioning of GRETINA

Each Quad stands at an 18.5 cm radial distance from target center to give space for
an auxilary particle detector. Germanium inside each crystal is approximately 9 cm in
thickness and 8 cm in diameter. The effective actively detecting volume is much less than
the total volume of the spherical shell. Gaps and canister wall material create 9.2 mm of
dead space between adjacent crystals in different Quads. Core holes 1 cm in diameter and
7.5 cm in length reduce the germanium volume, but facilitate semiconductor doping. It is
not currently technologically practical to deplete a volume of germanium more than a few
centimeters wide. Furthermore, the aluminum case and cryostat capsule cause scattering
and absorption of y-rays which interferes with energy tracking.

The crystals are n-type HPGe with less than 1.8 x 10'° cm™ net impurity. Each Quad
has a single liquid nitrogen cryostat. Quads contain 148 charge sensitive preamplifiers to
readout the 37 signals from the four interior crystals. The Field-Effect Transistors (FETSs)
that measure the total energy deposited in each crystal are liquid-nitrogen-cooled. The
FETs that measure energy deposited in each segment are outside the cryostat for ease of
maintenance.

Signal Decomposition

Energy tracking requires a better position resolution, Ar, than the dimensions of the segment,
which is on the order of 25 mm. Often, y-rays interact multiple times in a single segment.
An event that has two interactions in neighboring segments would have a 180° uncertainty
without sub-segment position resolution. Fortunately, output signals depend on the position
of y-ray interactions allowing for the necessary sub-segment resolution. After Compton
scattering or photoabsorption, the charge migration of electrons and holes through the main
segment determines the shape of the waveform. Furthermore, induced signals in neighboring
segments help pinpoint the location of energy deposition.

The signal decomposition process relies on prior simulation to provide basis signals .
A numeric solution of the Poisson equation determines the potential and electric field in
each crystal. Charge trajectories depend on ~-ray interaction energy and location as well
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Figure 2.15: Basis signals for various interaction points in a grid spacing of 8 mm

as detector geometry and applied voltage. Ramo’s theorem determines the signal in nearby
segment electrical contacts by calculating the induced instantaneous electric current .
The left panel of Figure [2.15[shows example basis signals for energy deposited at each of the
10 interaction locations in the A = 8 mm grid spacing. An adaptive grid method further
refines the sub-segment interaction position. An onsite computer farm calculates signal
fits via brute force in a least y* minimization. Currently, no other exotic fitting routines
provide improvements in computational speed. Full waveforms are not saved; only more
encompassing parameters like position, energy, and time of each interaction are stored on
disk.

Position resolution is an important qualification for a v-ray energy tracking array .
With poor resolution, unless interaction points are spaced a great distance, the uncertainty
in scattering angle can be very large. To study position resolution, Paschalis et. at. [14]
used a strong ®°Co source, lots of shielding, and an auxiliary scintillator detector . The
sharply collimated ~-rays scattered off a small volume of germanium inside the GRETINA
crystal into the well shielded scintillator at various prescribed angles. The v-rays imparted
well defined amounts of energy to the electrons. These strongly constrained interactions
produced a distribution of output signals. The signal decomposition process reconstructed
the positions of the interactions as a spread of locations about the the known scattering
points. They reported an average resolution of Ar = 1.9 mm with standard deviation 0.9
mm. Cross talk between signal channels was one of the major limiting factor in determining
the locations of the energy deposition.
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Tracking Algorithms

This analysis uses the energy tracking algorithm from Schmid et. al. [36]. The algorithm has
several stages designed to maximize the resolving power of high multiplicity -ray events.
The authors of the algorithm focused on their attention on the formation of superdeformed
bands which decay with the emission of 20-25 ~-rays of 0.1-2.0 MeV. A scenario such as this
would have around 100 v-ray interaction points in a 9 cm thick germanium spherical shell.
The reaction in this experiment, *Fe(p,p’), has much lower v-ray multiplicities, typically
2-5. Therefore, not all stages of the tracking algorithm are useful for this low multiplicity
purpose.

A single ~-ray has interaction points that localize in 0 — ¢ space as results of the forward
peaked Klein-Nishina Compton scattering formula [42] and the decreasing average range of
v-rays with 7-ray energy E.,. The first stage of tracking involves clustering of interaction
points by angular separation angle, «, as viewed from the target origin. Angular separation
is a variable parameter which produces different sets of clusters for different input values. A
group of clusters will have good, fully absorbed 7-rays while other clusters will not. Often,
two 7-rays are misidentified as one, one is misidentified as two, or one escapes out the
back of the shell after partial energy deposition. These misidentified events require further
processing.

A cluster is characterized as good or bad based on a calculated figure-of-merit, FOM. The
FOM stems from a comparison between the two independent ways to calculate scattering
angles: using deposited energies and interaction locations. The energy-angle relationship of
Compton scattering provides the first way to calculate scattering angle:

MeC®  Mec?

E, B

0. = cos 11+ ), (2.9)

where E is the scattered v-ray energy, m, is the electron rest mass, and 0. is referred to as
the Compton angle. The second way to calculate scattering angle is

O, = cos (0 - ), (2.10)

where the ¢ and ¢’ are the unit vectors of the incident and scattered ~-rays, respectively,
and 6, is referred to as the measured angle. The reconstructed interaction locations from
the signal decomposition process as well as the target origin determine these vectors. After
computing these two quantities the FOM for a given three point combination is

FOM = 6,, — 0. (2.11)

Early iterations of the algorithm have the FOM equal to the right hand side of divided
by A#, the uncertainty in the difference of the two angles. However, the minor improvement
from dividing by uncertainty does not justify its computational cost.

The algorithm first uses the target origin and all combinations of two interaction points
in the cluster to determine the best 0-1-2 scattering sequence. The sequence is optimal for
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the lowest FOM. Subsequent steps use the scattering location of the previous three-point
sequence as the starting location of the next iteration. The procedure repeats for all points
in the cluster, with the last assumed to be a photoabsorption. The total FOM for the cluster
is an average of each individual sequence’s FOM.

N
1
FOMyor = > FOM,, (2.12)

where N is the number of interactions.

Position resolution is the major limiting factor in FOM minimization. The fractional
uncertainty of 6, is on the order of Ar/\, where Ar is the experimental position resolution
and A is the mean free path of the incident y-ray. The fractional uncertainty of the Compton
angle is on the order AE,/E., where AE, is the energy resolution of the detector. For
E, =13 MeV, AE, ~ 2 keV making AE, /E, ~ 0.01. On the other hand, typically Ar ~
1 mm and A ~ 1 cm making Ar/A ~ 0.1, an order of magnitude larger in uncertainty.

The total FOM is an output parameter for event selection in offline analysis. For example,
FOM might be used when creating histograms of total y-ray energy. One may enforce a total
FOM j 0.8 for each accepted y-ray cluster. This choice filters out events in which 6.’s and 6,,,’s
disagree by more than 23° for the cluster. Ideally, histograms with this gate have improved
peak-to-total ratios (P/T).

The FOM is undefined when the first and only interaction is photoabsorption. The
tracking code assesses these events based on their interaction energy and depth d. A singles
event is assigned a large FOM if d > A, where A is the mean free path of a y-ray with
incident energy equal to the interaction energy. Ideally, this process of singles rejection
removes events where a y-ray of a couple MeV scatters once in the crystal and escapes out
the back of the germanium shell.

Additional algorithm modes are available in the tracking code. However, these modes
are not always necessary for reactions with low ~y-ray multiplicity. Tracking modes, such as
those that attempt to split larger clusters, add significant computational time without much
improvement of P/T.

Detector Performance

Figure shows a %°Co singles spectrum from this experiment using the central contact
signal energies from GRETINA. The familiar features include:

1. two peaks at 1173.2 and 1332.5 keV due to the primary v-rays
2. two corresponding Compton edges from backscatters in the germanium
3. a backscatter peak from backscatters outside the crystal

4. a 511 keV peak from pair production
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Figure 2.16: A simple GRETINA calibration spectrum with %Co
prior to *Fe(p,p’)
5. a sum peak at 2506 keV when both ~-rays deposit all their energy in one crystal
6. several low energy X-rays
7. multiple background peaks
The peak to total ratio (P/T) of a ®Co source is often quoted as

A(1173) + A(1333) 4+ A(2506)
Atot

P/T = . (2.13)
where A(1173) and A(1333) are the areas in the peaks of the source 7-rays of 1173.2 and
1332.5 keV respectively, A(2506) is the sum peak, and A, is the number of counts up to
just past the sum peak. There are many other ways to quote P/T [43], but equation ([2.13))
provides the simplest accounting of y-rays and applies to both segmented and unsegmented
detectors.

Calculation of P/T requires background subtraction. However, measurements in this
experiment focus on in-beam data where background is assumed to have an empirical func-
tional form. Also, the beam-induced background is completely different from pre-experiment
background because the beam produces many short lived y-ray emitters. Furthermore, post-
experiment background is different from pre-experiment background because the beam pro-
duces many long-lived 7-ray emitters. Protons hitting the sides of the beam pipe are the
largest producers of long- and short-lived beam-induced activity. Protons activating the iron
target are also major producers of activity.

The photopeak efficiency, €,, is the probability that a single emitted ~-ray is measured in
the photopeak of the spectrum. Calculation of ¢, involves angular correlations of v-rays and
a scattering factor C's, the probability for v-rays to scatter out of one crystal and fully absorb
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Figure 2.17: Experimental GRETINA ~—+ timing resolution with the 847 keV 5Fe 27 — 0
among all 32 crystals

in the remainder of the array. The P/T and absolute efficiencies were not investigated in this
experiment due to the lack of a good background measurement. Lauritsen et. al. [43] report
P/T = 0.381(5) and ¢, = 6.0(6) % using the central contact energies for 28 crystals. The
32 crystal configuration of this experiment has an extrapolated ¢, = 6.8%. In comparison,
Gammasphere has ¢, = 7.8(8)% for 100 active detectors.

GRETINA operates with purely digital electronics after the preamplifier stage. The
timing of y-ray interactions is determined at the software level from the digitized waveforms.
A constant fraction discrimination (CFD) algorithm subtracts a time-delayed fraction of the
waveform from the original pulse. The pulse height independent zero-crossing of the CFD
output is resistant to walk effects. A polynomial fit to several points above and below the
zero-crossing recovers the intrinsic germanium crystal timing from a 100 MHz sampling rate.

The left panel of Figure shows in-beam data from this experiment of coincident
%Fe 847 and 1238 keV ~-rays interacting in separate crystals. The centroid time difference,
1, between these two v-rays is approximately equal to zero since they interact at nearly
the same time and have no prescribed ordering in the array of data. The timing standard
deviation, o, for two crystals is approximately a factor of /2 larger than a single crystal’s
timing o0;,,. Therefore the collection of 32 crystals has an average of 04,y = 7.28 ns around
E, =1 MeV, which is a bit larger than a typical single germanium crystal.

The right panel of Figure shows in-beam data from this experiment of 5°Fe 847 keV
~-rays coincident with crystal interaction energies from 250 keV to 4 MeV. v — ~ timing
is nearly independent of the second 7-ray’s energy above 1.5 MeV. However, v — v timing
severely worsens at low energy due to the small number of charge carriers migrating in the
crystal.

Figure shows this experiment’s particle—~-ray timing, At,,, with particles of all
energies from the Phoswich Wall and v-rays above 837 keV from GRETINA. The positive-
valued centroid of the main peak indicates that the data acquisition systems register y-rays
before particle events. This may be due to the fact that the ~-rays have a shorter time-
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Figure 2.18: The Phoswich Wall (PW) and GRETINA (G) particle—~v-ray timing

of-flight (TOF) than heavy charged particles. However, there are many other factors that
obfuscate an absolute TOF measurement including cable lengths and signal processing. The
smaller At,, peak at later times is not well understood and could be the result of a mis-
recorded timestamp. The -ray energy spectrum of the At,, second peak is nearly the same
as the energy spectrum from the main At,, peak, so the feature is likely a digitizer artifact.
Additional digitizer artifacts are visible around 150 ns as sharp timing peaks, which are
likely the result of digitizer discretization. Digitizer issues are on the Phoswich Wall side of
signal processing since the problems were absent in ~-ray—~-ray coincident timing as seen
in the left panel of Figure Since the second At,, timing peak and other features are
nearly two orders of magnitude smaller than the main At,, peak, the events are not a large
concern and data analysis is restricted to counts in the main peak.

Particle—~-ray timing centroids and standard deviations are independent of particle en-
ergy deposition. This timing is in contrast to y-ray—~y-ray timing which depends on energy
as shown previously in the right panel of Figure

Counts with At,, > 500 ns are primarily from neighboring pulses and partially from
ambient room background activity. Beam pulses arrive roughly once every 40 ns, allowing
several bunches to pass through the target before the timing window closes. The acquisition
system has some inherent deadtime as there is a large drop in counts for 350 < At,, < 475 ns.
The Phoswich Wall events are global triggers for the acquisition system. GRETINA will only
record waveforms within a prescribed timing window before and after each Phoswich Wall
trigger. Digitizer banks can only readout approximately 15 MB/s per crystal, whereas a con-
tinuous waveform of one signal contact corresponds to 175 MB/s at 14-bit resolution and 100
MHz. Signal trace length is 1.6 us, corresponding to about 14 kB for an entire crystal for one
event, and limiting the crystal event rate to about 1.1 kHz. Local computational resources
performed data processing during the experiment. The computer nodes reconstructed y-ray
interactions and saved only segment- and crystal-level energies and timing.
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Figure 2.19: Crystal interaction locations in the XZ plane (left) and sinusoidal projection of
the GRETINA array (right)

Figure shows the results of the signal decomposition process for this experiment.
The left panel shows a superposition of all crystals as a cut through the xz-plane in the
crystal coordinate system. Position reconstruction of signal decomposition has a tendency
to fault on segment edges and corners making segment boundaries visible. The core holes
are necessary to uniformly dope the crystal volume during the fabrication process. The
right panel of Figure shows a map of the crystals in the lab polar coordinate system.
The 8 Quad configuration at Argonne National Lab spans a large range of 6 in contrast to
the National Superconducting Cyclotron Lab (NSCL) configuration which primarily covers
forward angles (f < 7/2). The Argonne configuration is optimal for the stable beam facility
which often provides reactions of normal kinematics. Covering back angles (6 > 7/2) allows
access to a large range of Doppler shifts. The NSCL configuration is optimal for the fast
beam facility which mostly provides reactions of inverse kinematics. The NSCL configuration
maximizes solid angle coverage to account for an effect known as “Doppler focusing” in which
~-rays emitted isotropically in the frame of the heavy ejectile emit at forward angles in the
lab frame.

Tracking Performance

In this experiment, the clustering algorithm used an angular separation parameter @ =
15°, regardless of the number of interaction points. The central contact signal has better
energy resolution than the 36 segment contact signals because the FET for the central
contact is inside the cryostat and the energy determination does not rely on the success of
the signal decomposition process. Therefore, the tracking code used the central contact as
normalization for individual interaction points inside a crystal to maintain stability. Tracking
modes that recluster with a smaller FOM, split clusters, and try to match isolated singles
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were turned off.

Clustering was only performed if the interaction points are coincident in time. Interac-
tions points with timing difference |At| less than 30 ns are automatically deemed coincident,
otherwise further investigation is necessary. The second check deems interaction points ¢ and
j as coincident if their time difference satisfies the following energy dependent equation:

|At| 5 B
o< B T FE), (2.14)
where ,
+d FE>FEgy
_ E—c
pEy={ Ee T 215
. b (a—d)- (e~ Ey)
+ (a — (C— Lig
5 = : 2.16
(C - Est)Est ( )
with empirical parameters
a=4, b=1600, c¢=250, d=1.5, Eg4 =400keV. (2.17)

This check includes low energy ~v-ray interactions that have poor timing resolution and
excludes high energy ~-ray interactions from different pulses.

Since a lot of attention is paid to high energy v-rays in this experiment, the angular
separation parameter might be too small when the mean free path is large. Furthermore,
there are a lot of holes in GRETINA compared to the future GRETA, so a vy-ray might
escape one crystal and pass through a gap to a different part of the array. To reconcile this
fact, the “combinecluster” algorithm was turned on. The combinecluster mode takes a base
cluster that has a FOM > 0.4 and loops through including other clusters to try to reduce
the base cluster’s FOM. Modifications were made to the original code to include singles
hits among loop candidates but not base candidates. Two clusters or singles hits are only
candidates for the combinecluster mode if the mean positions of the two clusters are within
a maximum distance of 25 ¢m from one another. The value of 25 cm is approximately the
size of a missing Quad gap plus a few cm mean free path. The combinecluster mode does
not combine more than 2 clusters. In this data set, the combinecluster mode improved the
FOM of 7% of clusters with FOM > 0.4.

The “singles rejection” algorithm was turned on and it used interpolated values of max
hit depths dpq, from Table 2.1 These values put the photoabsorption probability at 0.5%
past the given depth. For example, a 1750 keV ~-ray has a 0.5868% chance to photoabsorb as
its 1st interaction in an infinite volume of solid germanium. The probability that a 1750 keV
~-ray transmits through 6.9 mm of germanium without interacting is 85.2%. Therefore, the
probability for an incident 1750 keV ~-ray to first pass through 6.9 mm of germanium then
subsequently photoabsorb is 0.852x0.005868 = 0.005. Compton scattering, photoabsorption,
and pair production values were taken from the NIST mass attenuation database [44]. The
algorithm mode assigns a FOM of 0.05 if d < d,,, and 1.9 otherwise.
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E, (keV) dpes (cm) || E, (keV)  dypep (cm)

0 0.0 500 4.95
50 0.29 600 4.5
60 0.49 800 3.7
80 1.0 1000 3.0
100 1.65 1250 2.15
150 3.4 1500 1.4
200 4.6 1750 0.69
300 5.4 16300 0.0
400 9.25

Table 2.1: Max Hit Depths for Singles Rejection
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Figure 2.20: GRETINA singles spectrum for different restrictions on ~-ray energy tracking

Figure [2.20| compares crystal energies and tracking modes for this experiment. Tracking
reduces the Compton background at low energy (~200 keV) by a factor of 2, the requirement
that FOM < 0.8 further reduces the Compton background by a factor of 2, and all singles
elimination reduces the Compton background by a factor of 1.5. The left panel of Figure
[2.21] shows that tracking increases the number of counts in the 1238 keV *Fe 4] — 2] peak
since the tracking process recovers Compton scatters in adjacent crystals. The FOM < 0.8
requirement and the elimination of all singles hits lower the Compton background but not
the total area of the peak.

The right panel of Figure shows a broad tracking FOM distribution. Finite interac-
tion energy and position resolutions cause Compton escape events to have comparable FOM
values to events of multi-scatter full energy deposition. The FOM cut of 0.8 means that a
measured scattering angle off by 23° is acceptable for 2-point interactions.

Another way to estimate the quality of measured scattering angles is by constraining the
Compton angle. If the *Fe 2] — 0] 846.7 keV ~-ray scatters with energy deposition 60045
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Figure 2.21: The effect of tracking on a mid-energy peak (left) and the tracking FOM
distribution (right)
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Figure 2.22: Quality of measured scattering angle after tracking

keV, the scattering angle is 2.06£0.05 radians according to Equation . Figureshows
experimental data of this scenario: events with E, = 846.7£5 keV and first interaction point
energy 600 £ 5 keV. The measured scattering angle has a much larger uncertainty than the
0.05 radian uncertainty on the Compton angle. The resulting uncertainty of the measured
scattering angle is approximately the centroid value of the previous FOM distribution: 0.25
rad.

GRETINA mainly has Compton escapes out crystal sides, whereas GRETA will mainly
have escapes out crystal ends. For a source of 1.3 MeV ~v-rays at the center of a 9 cm
thick complete germanium spherical shell, 30% of the emitted ~-rays will leak out with at
least a portion of their energy. The broad FOM distribution will not go away even with the
development of GRETA as the probability for y-rays to escape out the back is too high and
the tracking algorithm accepts Compton scattering angles discrepant up to 23°. In contrast,
Gammasphere had partial Compton suppression at the back of each crystal. If the GRETA
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Figure 2.23: Crystal-level centroid mismatch (left), and time dependent gain fluctuation
(right)

had at least some coverage of high density scintillator material at the back of each Quad, it
might be possible to significantly reduce the Compton background.

Linear Event-By-Event Energy Correction and Recalibration

The analysis in Chapter [3| relies on precise values of y-ray energy. Therefore, this section
devotes a lot of attention to deviations from the initial energy calibration. Crystals, FETSs,
amplifiers, analog-to-digital converters (ADCs) are sensitive to temperatures shifts. Paschalis
et. al. [14] show that the drifting ADCs are the primary source of energy/gain instabili-
ties and are on the order of 0.025%/°F. This experiment experienced gain fluctuations and
mismatches on both the crystal-level and segment-level.

The left panel of Figure shows the first indication of energy/gain instability for this
experiment: the photopeak centroids of the *Fe 846.7 keV ~-ray do not match among the
crystals. Despite initial calibrations with **Co, %°Co, and %2Eu, centroid energies disagree by
up to 2 keV because the ADC gains independently move away from initial values. The right
panel of Figure further investigates the gain fluctuations by displaying the centroid
energy time dependence of a few crystals over the course of the experiment. The several
types of gain fluctuation include:

1. short timescale, small magnitude “dither” on the order of 0.25 keV
2. long timescale, medium magnitude “drift” on the order 0.75 keV
3. short timescale, large magnitude “jumps” on the order 5 keV

Not all crystals experience all three effects.
Figure shows an energy dependent gain mismatch at the segment-level for this
experiment. The left panel shows modest agreement in gains for the medium energy °°Fe
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Figure 2.24: Segment-level ~-ray photopeak centroids for Crystal ID 69
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Figure 2.25: Run dependent crystal widths

846.7 keV ~-ray. The right panel shows disagreement in gains for the higher energy *°Fe
1238.3 keV ~-ray. The disagreement is periodic every 6'" segment because of the hexagonal
geometry of the six crystal layers as described in Section [2.4l This periodic behavior may be
the result of non-uniform cryostat refrigeration, temperature deviations in the warm FETs,
or a temperature gradient in the ADC digitizer board.

Energy resolutions are not identical among the crystals. The left panel of Figure
shows that certain crystals have a narrow 2.4 keV full width at half maximum (FWHM)
for E., = 847 keV. The right panel of Figure shows that other crystals have a broader
FWHM which increases and decreases from run to run to as much as 5 keV. Poor energy
resolution is not likely attributable to gain fluctuations: broad width appear with as little
as 100 counts in a peak.

It is not possible to deal with all the problems of energy/gain instabilities from a post-
experiment analysis standpoint. Therefore, a simple algorithm was developed to correct the
data on an event-by-event basis with the focus of eliminating short timescale jumps and
long timescale drifts without introducing any gain issues at high energy. The corrections
were made at the crystal-level before being used in tracking. During the data sorting, two
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Figure 2.26: Residual (E, — Ej,.,.) distribution before and after event-by-event correction.
(Note: Crystal # is not the same as Crystal ID)

windows surround the two major y-ray transitions in *’Fe: the 846.7 keV 2] — 0f and
the 1238.3 keV 4] — 2. The gain offset is increased (decreased) a small amount if the
lower half of the 846.7 keV window has 2 more (fewer) counts than the upper half. The gain
slope is increased (decreased) a small amount if the lower half of the 1238.3 keV window
has 2 more (fewer) counts than the upper half. After adjustments to gain slope and offset
are made, window tallies are reset and data sorting resumes. The gain offset increment is
0.02 and the gain slope increment is 5 x 107°. These values are large enough to respond
to large fluctuations in gain, yet small to maintain good energy resolution. The event-by-
event correction is merely linear so as not to disrupt high energy photopeaks; a quadratic
correction with three windows proved disadvantageous.

There are not enough statistics for each individual segment to adjust to rapid changes
in gain. The data rate at the segment-level is a factor of 36 lower than the crystal-level
and full energy deposition of a v-ray in a single segment is more rare than in an entire
crystal. Warm segment FETs add further unreliability in comparison to cryostat-cooled
central contact FETs. Furthermore, tracking algorithms of Section place more emphasis
on central contact energy than individual segment energies.

Figure shows the results of the event-by-event correction for the *Fe 1303.4 keV
67 — 4] transition, a y-ray different from the two used to perform the correction. Event-
by-event corrected data, “cor”, has lower centroid standard deviation o, in comparison to
the uncorrected, “raw”, data:

Ouraw = 0.45 keV, Ou,cor = 0.15 keV. (218)

where
1 n
o= =3 (i — ), (2.19)

n
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Source t1/2 (ps) E, (keV) Neighbor E., (keV)
%Co 3% < 100 158.38 + 0.03 -
BFe 17, 68 411.42 + 0.21 398, 405.5, 426
%Fe 27, 6.07 & 0.23 846.7638 4= 0.0019  834.5, 843.7, 847.4
»Fe %71 8+ 3 931.25 £ 0.013 935.5
MFe 6% 29 +£5 1303.44 £ 0.06 1289.8, 1312, 1316.4
PFe I, 379417 1408.45 £ 0.14 1387, 1417

2

Table 2.2: Recalibration Source y-rays

n = 32 is the number of crystals, and p, is the mean of the means. This shows that after
event-by-event drift corrections, GRETINA contends with typical germanium crystals which
can achieve 100-200 eV peak centroid accuracy at 1.3 MeV.

In general, the event-by-event correction algorithm does not put the photopeak centroids
at their true energies. This is realized in Figure where p1, = 0.175keV # 0. The
following phenomena can skew the number of counts in a particular half of a given window
and cause an energy shift in the event correction algorithm:

1. Neighboring peaks
2. Non-flat Compton background
3. Doppler shift from nuclear recoil

4. Incomplete charge collection due to trapping of charge at dislocations in the germanium
crystal lattice

5. Photoelectron escape from the germanium crystal
6. Compton scattering of the y-ray off external material into the detector

The magnitude of these effects differ among the 36 crystals and are too complicated to
account for on an absolute energy scale. Therefore, a second round of calibration is necessary
for event-by-event corrected data.

The recalibration procedure performs a linear fit to experimental versus database values
of y-rays from Table[2.2] The Evaluated Nuclear Structure Data File (ENSDF) [45] provides
comparison values. Recalibration is acceptable using external, background, or beam-induced
7y-ray sources. The major restriction on an acceptable recalibration y-ray is the half-life (¢, /2)
of the parent level. Unless the nucleus comes to a full stop before emitting the y-ray, there
will be an angle-dependent Doppler shift. The slowing down time inside the target is a few
hundred fs for recoil energies of a few hundred keV and A ~ 56. Therefore, the requirement
for beam-induced recalibration y-rays is t1/2 > 1 ps of the parent level.

There are not many fully-slowed ~-ray transitions available from the °Fe(p,*) reaction
products. Nuclei typically emit high energy v-rays quickly, since transition rates scale as
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Figure 2.27: Multipeak recalibration fits

~ E;q’ Level density rises exponentially with nuclear excitation energy FE,, providing more
options in the decay of a highly excited level. These options speed up the transition, making
highly excited levels unlikely candidates for recalibration. Therefore, Table includes all
available y-rays that satisfy the parent half-life requirement.

Figure shows that the few unshifted ~-rays that are available often have many
neighboring peaks. Neighboring peaks do not always have the same intensity in different
crystals, so a lot of computational logic is necessary. Fits to main peaks of Table have
the following form:

1 /x— 2
y = Ci-exp [—— ( Ml)
2 o

Clel(l—R), 02:

+Cy-exp (x _B'ul) erfc (x\/_ﬁgl + \/gﬁ) +C5-erfc (I\/—§Z1)
(2.20)

LR S 221
erfc | ——
(\/55)

2

where x is the energy channel number, y is the number of counts in that channel, u; is the
energy centroid, o is the standard deviation, (8 is the skewedness, H; is the height of the
peak, R is the incomplete charge collection fraction, and S is the background step factor.
The first term in is a standard Gaussian distribution which accounts for complete
charge collection of full v-ray energy deposition. The second term is a skewed Gaussian
which accounts for incomplete charge collection due to trapping of charge at dislocations
in the germanium crystal lattice. The third term is a step function which accounts for
photoelectron escape from the germanium crystal and Compton scattering of y-rays into the
detector. During the fitting routine, S = 0.005 and R = 0.1 are fixed to source calibrated
values, but g is allowed to vary. Neighboring peaks are fit with standard Gaussians of
independent heights H; and centroids p;. All peaks are fit on top of a linear Compton
background.
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Figure 2.29: Before and after the combination of event-by-event correction and recalibration

Figure [2.28| shows the results of the fitting routine for three of the crystals. The largest
soure of centroid uncertainty is the shape of the main peak, which often has a more complex
shape than Equation . Most of the crystals have residuals that are linear with F., so a
linear recalibration was applied to each crystal in addition to the event-by-event correction.
An attempt was made at quadratic recalibration but it worsened agreement among the
crystals at high F..

Figure shows the results of recalibration for the °Fe 1303.4 keV 6] — 4] transition.
In comparison to data with only the event-by-event correction, and for this particular E.,
the mean of the means has improved at the cost of a slight deterioration of the centroid
variance.

ty = —0.10keV, 04 recal = 0.185 keV. (2.22)

No external or background sources were used during this experiment. However, it would
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be worthwhile to include nearby high energy ~-ray sources for future experiments with
GRETINA. Since there is no beam axis, the parent level requirement ¢, > 1 ps is un-
necessary. Sources could even be placed outside of the target chamber, allowing access to
the back layers of the crystal. Tracking would eliminate these v-rays from further stages of
analysis. It might be possible to do segment-level event-by-event correction and recalibration
with this setup since the back crystal layer is exposed.

The drift correction algorithm and recalibration procedure provide modified inputs for
~v-ray energy tracking. Tracking success is not greatly not greatly improved since position
resolution is the limiting factor, not energy resolution. However, the energy corrections carry
into the output of the tracking algorithms providing enhanced sensitivity for angle dependent
Doppler shifted energies by a factor of 0, raw/0urecar = 2.5 and 0, raw/pcor = 3.0.
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Chapter 3

Theoretical Basis

This chapter contains the foundations for all the dominant physical mechanisms occurring
in this experiment. This material describes the principles governing nuclear reactions and
the subsequent motion of reaction ejectiles through the target material. The structure of the
nucleus and its emission properties are condensed from through successive levels of approz-
imation and placed in the framework of thermodynamics. The chapter concludes with the
introduction of a new method for determining an important nuclear property: the absolute
magnitude of the Gamma Strength Function.

3.1 Kinematics

This section provides the energy and momentum relationships between the reactants and
products in a general binary reaction.

Consider the following binary reaction:
a+X—->Y+b or X(ab)Y, (3.1)

where a is the projectile, X is the target nucleus, b is the ejectile, and Y is the residual
nucleus. In normal kinematics mx >> m,, where m; denotes the mass of particle 7; however,
the following equations apply to reactions of inverse kinematics as well where m, >> myx.
For 16 MeV °°Fe(p,p’)°°Fe*, a and b are protons, X is °°Fe and Y is *0Fe*.

The conservation of relativistic energy before and after the reaction is the following

mxc® + Tx +mac® + T, = myc® + Ty + mpc® + Ty, (3.2)

where T} is the kinetic energy of particle 7. The reaction ()-value is defined as the initial
mass energy minus the final mass energy:

Q = (mx +ma — my —my)c. (3.3)
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Figure 3.1: To scale, reaction energetics for proton elastic scattering on *’Fe: a 16 MeV
incident proton (a) scatters off target °°Fe nucleus at rest (X) resulting in outgoing proton
(b) exiting at angle § and recoiling *’Fe (V') exiting at angle &.

Conservation of linear momentum along and perpendicular to the beam axis before and after
the reaction give

Pa = Pp €OS 0 + py cos & (3.4)
0= ppsinf — py sin &, (3.5)

where p; is the momentum of particle i, and # and £ are the opening angles of ejectiles b
and Y, respectively. Figure illustrates the reaction plane and identifies all the relevant
variables. These equations are valid in 3D simply by rotating the system to the appropriate
azimuthal angle.

Applying the assumption that the target is at rest (Tx = 0) and combining Equations
—, the relationship between the outgoing kinetic energy and angle of the ejectile is
dependent on the Q-value [46]:

T (mamyT,)'? cos 0 £ {memyT, cos? 0 + (my +my)[myQ + (my — my)T,]}/?

. (3.6

b e—— (3.6)
The threshold energy for reactions with negative @)-value is:

Ty = —Q (37)

my + mp — My

which occurs at 6, = 0°. In 16 MeV °Fe(p,p’), the maximum excitation of *Fe is 15.72
MeV.
There is a one-to-one correspondence between 7;, and 6 above incident energy 77:

T ="

(3.8)

my —mg
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Figure 3.2: Recoil kinematics for 16 MeV *Fe(p,p’)%Fe. (a) Recoil kinetic energy, Tr., for
a range of detected proton energies and angles. (b) Recoil opening angle, £, for a range
of detected proton energies and angles. The Phoswich Wall can detect protons with angle
0.55 < 6 < 1.35. Proton kinetic energies between 5 < 7T, < 15 MeV are relevant to this
experiment.

For 16 MeV incident protons, only |Q| > 15.7 MeV poses the double-valued concern, other-
wise measurements of 7j, and 6 uniquely determine Q:

1/2
Q=T (1 + ﬂ) ~T, (1 - ma) —2 (m" ﬂn%) cos 0. (3.9)

my my my my

This work only investigates *Fe excitations below the neutron separation energy, |Q| < S, =
11.197 MeV, thus avoiding the double-value issue. For reference, population of the first level
in °Fe corresponds to Q = —0.847 MeV, the minimum energy that the Phoswich Wall can
distinguish between a proton and an a-particle is approximately 2.5 MeV, and the maximum
energy that the Phoswich Wall can fully stop a proton is approximately 21 MeV.

For energies considered in this work, measurements of 7T}, and 6 also uniquely determine

¢ and Ty using the following rearrangements of Equations ({3.2))-(3.5)):

Ty =Q+Tx +T,—1T,, (3.10)
siné = 2 sing. (3.11)
Py

Again there is a one-to-one correspondence between angles 6 and £ in Equation (3.11f) since
0<60 <mand 0 < & < 7. Since T; < 2m;c?, the non-relativistic conversion of kinetic
energy to momentum works to good approximation for protons and Fe nuclei at the energies

considered in this work:
pi =/ 2Tim;. (3.12)

Figure shows the 5°Fe* energies and angles spanned in this experiment. For the angular
coverage of the Phoswich Wall configuration used in this experiment, the minimum and
maximum °°Fe* recoil kinetic energies are approximately 0.07 and 0.42 MeV, respectively.
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3.2 Atomic Collisions

This section provides a brief overview to the theoretical framework of ions traversing matter.
Various experimental questions related to the ion transport of the experiment in this work
are answered using the stopping code SRIM.

Target design requires accurate knowledge of atomic collisions for the minimization of
beam energy losses and maximization of the number of nuclear reactions. Charged particle
detector design requires stopping power information to ensure a particle deposits the correct
proportion of its energy in the various active detection layers. Data analysis requires the
use a theoretical understanding of stopping to deduce fundamental quantities such as the
lifetimes of excited nuclear states. Applications such as these have been the driving forces
behind the development of the physics of atomic collisions for the past century. The new
quasi-continuum lifetime method presented in this work also relies on the slowing down and
angular deflection of ions in matter; therefore, it is instructive to provide a brief account of
contemporary theory.

Lindhard Scharff Schiott Theory

Lindhard, Scharff, and Schiott (LSS) theory [47] is the backbone of current understanding
of low energy ion penetration through matter. Appendix [A] outlines the important histori-
cal developments that led to this modern perspective. The primary motivation behind the
establishment of LSS theory was the need for a tool to quantify ion ranges in matter re-
sulting from previously unmeasurable nuclear reactions and decays, particularly fission. The
improvement in techniques, which in 1960 allowed the measurement ion ranges to less than
100 A[48], also provided a lot of new experimental validation. Futhermore, additional quan-
tities such as range straggling, atomic sputtering, and ionization yields started to become
instrumental in the determination of scattering parameters [49].

The major success of LSS theory was the unification of the competing processes of nuclear
and electronic interactions into a single model. Prior literature on heavy particle transport
theory [50] neglected electronic stopping and overcompensated with an increase in nuclear
stopping [47]. On the other hand, prior literature on continuous slowing down theory [51},
52] focused on electronic stopping, treated nuclear stopping as a small perturbation, and
attributed experimental discrepancies to incorrect Coulomb screening parameters [53), 54].
LSS theory combined the strengths of statistical and continuous approaches which proved
difficult considering electronic and nuclear impact parameters differ by nearly four orders of
magnitude.

To determine atomic deflection angles, LSS theory uses the Binet equation of central
force motion derived in Appendix [B}

0, (3.13)
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Figure 3.3: Scattering in the center of mass frame. The total deflection, 6, is equal to ™ — ¢;.

where ¢ is the polar angle, u = 1/r is the inverse distance of ion-atom separation, x is the
reduced mass, F'(r) is the interatomic repulsive force, b is the impact parameter, and v, is
the initial center of mass velocity. The point of closest approach occurs at angle ¢; and the
total deflection angle is § = m — ¢;. Figure depicts an ion-atom scattering event. The
majority of the nuclear scattering portion of LSS theory focuses on an accurate determination
and simplification of F(r) and the procedure to solve Equation for ¢;. For a force
that depends on Z, Z,, and r, the total deflection angle is a function of four variables:

0 = 0(Z, Za, T, b), (3.14)

where T, = pv? /2 is the center of mass kinetic energy. A major goal of LSS theory is to
achieve similarity, the concept that the dependent variable which characterizes scattering
(such as ) is a function of only one independent variable, such that any scattering cal-
culation can apply the same equation. LSS attains similarity through the reduction and
approximation of the interaction potential described in Appendix [C|

To obtain the functional dependence of the screening parameter a on Z and Z,, LSS
theory uses scaling laws of the Thomas-Fermi model. The Thomas-Fermi (TF) model [55]
is a semiclassical theory developed in 1927 to approximate the distributions of electrons in
atoms and molecules. The theory is a precursor to modern Density Functional Theory and
is only valid in the limit of infinite nuclear charge, but it can reproduce general features
in electron density. Appendix [D] provides an introduction to the Thomas Fermi model and
applies the theory to ion scattering screening parameters.

In LSS theory, the electronic portion of stopping occurs as a continuous process between
nuclear collisions. Since minuscule deflections have some finite probability even at large
distances, scattering calculations only consider collisions above a specified energy trans-
fer threshold. In the high velocity regime LSS theory applies the Bethe formula of ,
and for the low velocity regime LSS theory applies a velocity proportional stopping from
Thomas-Fermi calculations [56] where the electronic stopping acts as a frictional force be-
tween scattering events.
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The remainder of LSS theory combines the nuclear and electronic components of stopping
and goes about doing the following:

e the search for simpler power law forms of the interaction potential that have solutions
of total deflection # that are a function of only one independent parameter

e the extrapolation of momentum transfer small angle scattering to wider angles while
maintaining similarity

e the evaluation of the accuracy of wide angle extrapolations of power law potentials com-
pared to an assortment of exact solutions of the Thomas-Fermi, Lenz-Jensen, Ruther-
ford, and Bohr potentials (which do not have similarity)

e the introduction of a general scattering formula which is applicable to a wide range of
reduced energies and angles

e the comparison of experimental range and straggling data to corresponding calculations

For the sake of brevity, the mathematical formalism involved in these steps has been omitted
but is implemented in modern stopping power codes. LSS theory prospers in situations
where both electronic and nuclear scattering influence stopping power across a wide range
of incident ion energy.

SRIM - The Stopping and Range of Ions in Matter

The Stopping and Range of lons in Matter (SRIM) [57] is a package of computer codes that
simulates the penetration of energetic ions into matter. It covers a wide range of energies,
incident ion and target atom species, as well as target molecular compounds. SRIM calculates
ranges, straggling, and target damage effects including ionization, lattice displacement, and
the creation of phonon and plasmon excitations. While there is a lot of literature on the
measurement of experimental stopping powers, direct interpolation to other ions, atoms, and
energies is not always possible to the desired accuracy. Therefore, SRIM uses the unified
theoretical concepts outlined in the previous subsection to calculate general scattering cross
sections and stopping powers.

To demonstrate the capabilities of SRIM, consider some of scenarios encountered in this
experiment in which ions penetrate matter:

1. Protons from the beam lose energy in the 1.3 um thick 56Fe target

2. Elastically and inelastically scattered protons deposit energy in the 2.2 mm thick
CsI(T1) back layer of Phoswich Wall

3. Elastically and inelastically scattered *°Fe nuclei escape the target and penetrate the
12 pm thick BC-400 front layer of the Phoswich Wall
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Figure 3.4: Proton penetration through the 12 pm thick iron target. (a) Incident 16 MeV
beam passing through the full target thickness. (b) Protons after depositing 6 MeV via a
nuclear reaction with outgoing angle 30°. (c) Protons after depositing 11 MeV via a nuclear
reaction with outgoing angle 65°. There are 5000 incident protons in each simulation. Energy
loss and angular deflection via electronic stopping are minimal in all cases < 1%. Nuclear
stopping power is three orders lower than electronic stopping for these energies.

4. Elastically and inelastically scattered °°Fe nuclei recoil in the °Fe target
Basic SRIM output can answer questions such as:

e How much does the Fe target thickness degrade the incident beam energy?

e At what maximum energy can the Phoswich Wall fully stop a proton?

e Will Fe recoils trigger the Phoswich Wall data acquisition system?

Answers to these questions are crucial to comprehending the data analysis.

Figure |3.4] shows the penetration of 5, 10, and 16 MeV protons at various angles and
depths in the 1.3 um thick target of *Fe. The proton energy losses and angular deflections
(< 1%) are much lower than the energy and angular resolutions of the Phoswich Wall
detector (~5-10%). Hence, the Coulombic interactions between the beam and target do not
significantly interfere with measurements in this experiment.

Figure |3.5[ shows the implantation of 21 MeV protons in the 2.2 mm thick CsI back layer
of the Phoswich Wall. The CsI active detection layer is able to fully stop protons of < 21
MeV. Although the Thallium dopant (T1) is important for the scintillation mechanism, it
has a small concentration and negligible effect on the stopping power. Proton energies do
not exceed 16 MeV in t