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Abstract

One well-known prediction of linguistic relativity theories is
the effect of a noun’s grammatical gender on its semantics;
for instance, ”key” is feminine in Spanish but masculine in
German and thus might be associated with feminine traits for
Spanish speakers but with masculine traits for German speak-
ers. Experimental and corpus evidence for these effects has
been mixed. In this work, we considered a distributional se-
mantics account of putative grammatical gender effects on se-
mantics and tested its predictions in Spanish, German, and
English (control). In Part 1, we hypothesized that grammat-
ical gender of concrete nouns affects the similarity of noun
embeddings to embeddings of adjectives semantically associ-
ated with men or with women. We found support for this hy-
pothesis in fastText embeddings, showing that nouns with the
same meaning but with opposite genders in Spanish and Ger-
man show opposite attraction effects both for words ”man” and
”woman” and for adjectives associated with men and women,
although the effect size was weaker for German than for Span-
ish. BERT embeddings also showed consistent effects for
Spanish but mixed results for German, suggesting possible
variation across languages. In Part 2, we asked whether people
systematically choose adjectives associated with women/men
for grammatically feminine/masculine nouns, respectively. In
a noun-adjective matching experiment (432 participants total),
we found predicted grammatical gender effects for Spanish but
not for German. Cosine similarity between the noun and the
adjectives in fastText embeddings significantly predicted trial-
level responses in all 3 languages; however, Spanish showed
an additional effect of grammatical gender, indicating that par-
ticipant noun-adjective associations are not fully explained by
distributional semantics.
Keywords: linguistic relativity; grammatical gender; distribu-
tional semantics; cross-linguistic comparison

Introduction
The effects of language on thought (linguistic relativity, or
the Sapir-Whorf hypothesis) have been the subject of many
heated debates. One reason why the topic has been controver-
sial is the fact that the evidence for some Whorfian claims has
failed to replicate, casting doubt on the whole research pro-
gram. Here, we provide a new framework for investigating
a commonly discussed linguistic relativity effect—-the effect
of grammatical gender on semantic content.

We are re-examining the effect of grammatical gen-
der on semantic perception of concrete nouns reported by
Boroditsky, Schmidt, and Phillips (2003), who explored
Spanish-English and German-English bilingual speakers’
perception of nouns that have opposite genders in Spanish
or German by asking participants which adjectives they as-
sociated with each noun and quantifying the extent to which

these adjectives were associated with men or women. The
authors claimed that speakers used semantically gendered
adjectives corresponding to the grammatical gender of the
noun in their native language (e.g., ”elegant” for the feminine
”llave”[”key”] in Spanish). However, the full study was never
published, and a later study by Mickan, Schiefke, and Ste-
fanowitsch (2014) failed to replicate these findings. Another
study failed to replicate a related experiment where partici-
pants paired pictures of objects with pictures of either a man
or a woman (Elpers, Jensen, & Holmes, 2022), but showed a
significant effect in an artificial learning paradigm.

A complementary way to examine the relationship between
grammatical gender of nouns and their semantics is corpus
analyses. Corpus analyses can be used to test whether there
is significant co-occurrence between nouns of a given gram-
matical gender (e.g., feminine) and adjectives stereotypically
associated with that gender (e.g., “delicate”). Using this ap-
proach, Williams, Cotterell, Wolf-Sonkin, Blasi, and Wallach
(2021) indeed found a significant association between the
two, although a recent follow-up by Stańczak, Du, Williams,
Augenstein, and Cotterell (2023) suggests that this relation-
ship disappears once the lexical semantics of the nouns is con-
trolled for. Both the experimental and the corpus evidence
therefore remains mixed.

Here, we approach the question of grammatical gender
effects on semantics from a distributional semantics angle
(Lenci et al., 2008; Bhatia, Richie, & Zou, 2019). We pro-
pose that one possible way by which a noun’s grammatical
gender might have semantic effects is by warping the dis-
tributional semantic space, such that adjectives semantically
related to man/woman would be located closer to grammat-
ically masculine/feminine nouns respectively. This distribu-
tional effect might then influence human behavior, such that
people would be more likely to select a woman-related adjec-
tive (over a man-related adjective) for a grammatically femi-
nine noun simply because they are closer to each other and are
therefore perceived as more similar. In contrast to Boroditsky
et al. (2003), we test speakers of gendered languages on ma-
terials from that same language. As such, our results can pro-
vide insights into intra-linguistic effects of grammatical gen-
der, but not into cross-linguistic effects.

The contributions of this work are fourfold. First, we ex-
plore a procedure for identifying adjectives that are seman-
tically associated with men or women by selecting words in
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the distributional semantic neighborhood of man vs. woman.
Second, we test the hypothesis that grammatical gender of
nouns affects their embeddings’ cosine similarity with em-
beddings of adjectives that are semantically associated with
man vs. woman. Third, we use a binary choice noun-adjective
matching paradigm to test the effects of noun grammatical
gender on adjective choice in an intralinguistic setting. And
fourth, we test whether participant responses in the noun-
adjective matching paradigm can be predicted from noun-
adjective embedding similarities. We examine these relation-
ships in two gendered languages—German and Spanish—
and a non-gendered language, English, as a control.

Part 1: Distributional semantics analysis
Here, we test the hypothesis that grammatical gender and se-
mantic gender are linked in the distributional semantic space.
We break down this hypothesis into sub-hypotheses as fol-
lows (a) there is an interaction between noun grammatical
gender (masculine vs. feminine) and their embedding simi-
larity with words “man” and “woman”, such that grammat-
ically masculine nouns are closer to “man” and vice versa;
(b) person-describing adjectives sampled from the distribu-
tional semantic neighborhood of “man” and “woman” are se-
mantically associated with men and women, as measured via
behavioral ratings; (c) grammatical gender of nouns mod-
ulates their similarity to adjectives semantically associated
with men and women.

Method
We used fastText (Bojanowski, Grave, Joulin, & Mikolov,
2017) and BERT (Devlin, Chang, Lee, & Toutanova, 2019)
word embedding models for English, Spanish, and German,
and cosine similarity between vectors as our measure of se-
mantic similarity.

Adjective selection. We used a BeautifulSoup crawler to
extract adjectives from Wiktionary’s list of adjectives for each
language. We then selected a set of adjectives with the high-
est similarity scores to the word for “man” and “woman” in
each language, filtering out rare, archaic, colloquial, offen-
sive, racial, ethnic, or national adjectives. As a result, we
obtained 154, 148, and 140 adjectives for English, Spanish,
and German. Half of the adjectives for each language were in
the masculine group and half were in the feminine group. For
German, adjectives were in their dictionary, gender-neutral
forms. For Spanish, adjectives of both masculine and femi-
nine forms could be included. To prevent the influence of the
confound of grammatical gender of adjectives on their co-
sine similarity to nouns, whenever a Spanish adjective had
different masculine and feminine forms, we included the op-
posite grammatical gender form of that adjective along with
the original.

Noun selection. We use 36 nouns that have opposite gen-
ders in Spanish and German (feminine vs. masculine; Ger-
man’s neuter nouns were not included). Nouns were se-
lected from the highest rated words for concreteness from

Table 1: Sample nouns, chosen to have the same meanings
but opposite grammatical genders in Spanish and German.

Group English Spanish German
es.M-de.F bridge puente Brücke
es.F-de.M key llave Schlüssel
es.M-de.F sun sol Sonne
es.F-de.M moon luna Mond

a set of English lemmas in (Brysbaert, Warriner, & Kuper-
man, 2014)., filtered via NLTK part-of-speech-tagger to in-
clude only nouns. We also included some nouns from Study
1 of Elpers et al. (2022).

Human ratings. We ran an Qualtrics survey via the Pro-
lific crowdsourcing platform where participants (n=22 for
each language) rated the selected adjectives for English,
Spanish, and German on a scale of 1 to 7 (1=most femi-
nine, 4=neutral, 7=most masculine). Participants also rated
whether each adjective could be used to describe a person or
to describe an object. For each question, participants could
indicate that they did not know the word and abstain from re-
sponding. For Spanish, if a given adjective had different mas-
culine and feminine forms, participants were presented with
both forms of that adjective, separated by a slash and in ran-
domized order. After excluding participants who failed the at-
tention checks or gave inconsistent ”I don’t know” responses,
19, 20, and 21 participants were left for English, Spanish, and
German, respectively. Participants for English were selected
from the United States and prescreened to only speak English;
for Spanish and German, they were selected worldwide and
prescreened to have a primary language of Spanish and Ger-
man respectively. Participants were sampled to be half male
and half female. All participants consented to the study; the
study protocol was approved by the McGovern Institute for
Brain Research at MIT. Participants were paid at the rate of
$12/hour.

Analyses. We analyze the data with mixed effects re-
gression models using the lme4 R package (Bates, Mächler,
Bolker, & Walker, 2014) and report the p-values derived
with the lmerTest package (Kuznetsova, Brockhoff, & Chris-
tensen, 2017). We use dummy coding with English as the
reference level for the language predictor; for other categori-
cal predictors, we use sum coding. We treat individual nouns
and adjectives as random effects. We fit the following mod-
els: (1) similarity ∼ language * target concept * noun group
+ (1 + language | noun concept), where target concept is
”man”/”woman”, noun group is the group based on grammat-
ical gender (see above), and noun concept are individual noun
meanings; (2) mean rating ∼ language * adjective group +
(1 | adjective), where adjective group are adjectives in the
semantic neighborhood of man/woman; (3) similarity ∼ lan-
guage * noun group * adjective group + (1 + language | noun
concept) + (1 | adjective), where adjective group has been ad-
ditionally filtered for gender association ratings (see below).

2848



English Spanish German

es
−

F.
de

−
M

es
−

M
.d

e−
F

es
−

F.
de

−
M

es
−

M
.d

e−
F

es
−

F.
de

−
M

es
−

M
.d

e−
F

0.0

0.1

0.2

0.3

0.4

NOUN GROUP

C
O

S
IN

E
 S

IM
IL

A
R

IT
Y

TARGET CONCEPT woman man

A

English Spanish German

fe
m

in
in

e

m
as

cu
lin

e

fe
m

in
in

e

m
as

cu
lin

e

fe
m

in
in

e

m
as

cu
lin

e

(F) 1

4

(M) 7

ADJECTIVE GROUP

M
E

A
N

 R
AT

IN
G

B

English Spanish German

es
−

F.
de

−
M

es
−

M
.d

e−
F

es
−

F.
de

−
M

es
−

M
.d

e−
F

es
−

F.
de

−
M

es
−

M
.d

e−
F

0.0

0.1

0.2

0.3

NOUN GROUP

C
O

S
IN

E
 S

IM
IL

A
R

IT
Y

ADJECTIVE GROUP feminine masculine

C

Figure 1: The relationship between grammatical gender and semantic gender associations in the distributional semantic space of
fastText embeddings. Noun groups: feminine in German, masculine in Spanish (es-M.de-F) and masculine in German, feminine
in Spanish (es-F.de-M). (A) Grammatical gender modulates cosine similarity between concrete inanimate nouns and words
”man” and ”woman”; as expected, the effect goes in opposite direction for words of opposite genders in Spanish and German.
(B) Adjectives in the semantic neighborhood of words “man” and “woman” are associated with men and women, respectively.
Dashed lines denote our selection thresholds for the next analysis (above 4.5 for masculine and below 3.5 for feminine). (C)
Grammatical gender modulates cosine similarity between concrete inanimate nouns and adjectives stereotypically associated
with men and women. In all plots, errorbars show standard error of the mean.

Results

Nouns. We compared cosine similarities to two target words,
“man” and “woman”, for 2 groups of nouns: feminine in
German, masculine in Spanish (es-M.de-F) and masculine in
German, feminine in Spanish (es-F.de-M). In English, words
from both groups were closer to “man” than to “woman” (β=-
.01, p=.006), but there was no difference between groups,
no difference in the man-woman effect between English and
Spanish, and an even higher difference in similarity scores for
man vs. woman in German (β=-.02, p <.001).

Critically, we observed an interaction between language,
noun group, and relative distance to target words for both
Spanish (β=.04, p <.001) and German (β=-.03, p <.001) rel-
ative to English (Figure 1A). As predicted, these effects go in
opposite directions, such that nouns with the same semantic
content are pulled toward “man” in a language where they are
grammatically masculine and toward “woman” in a language
where they are grammatically feminine.

Adjectives. We tested a new way to source adjectives
that have masculine and feminine semantic associations by
selecting adjectives with the highest similarity scores to ei-
ther “man” or “woman”. Our method yielded a set of adjec-
tives, many of which can be used to describe people (English:
88.31%, Spanish: 83.78%, German: 65.71%). Adjectives
that do not describe people were excluded from subsequent
analyses.

A comparison of human semantic gender association rat-
ings for selected adjective groups (Figure 1B) showed that,
as predicted, adjectives closest to “man” were more strongly
associated with men than adjectives closes to “woman” for
English (β=-.53, p <.001); the effect was present even
more strongly for Spanish (interaction with English: β=-.04,
p=.002) and somewhat, but not fully, dampened for German
(interaction with English: β=.37, p <.001). That said, this
adjective selection process was noisy and sometimes yielded
counter-intuitive results, such as ”patriarchal” being selected
for the English-feminine list and ”fraulich” (”feminine”) be-
ing selected for the German-masculine list. For the next anal-
ysis, we have selected a subset of adjectives that was both in
the semantic neighborhood of “man” and “woman” and had
high gender association scores (>4.5 for masculine and <3.5
for feminine).

Noun-adjective similarities. We compared cosine sim-
ilarities for nouns from our opposing grammatical gender
groups (es-M.de-F and es-F.de-M) and adjectives with fem-
inine or masculine semantic associations sourced in the pre-
vious step. In English, nouns were on average closer to
masculine-associated adjectives than to feminine-associated
adjectives (β=-.007, p.032), with no difference between noun
groups.

In accordance with our hypothesis, we found an interaction
between language, adjective group, and noun group for both
Spanish relative to English (β=-.02, p <.001) and German

2849



Table 2: Adjectives used in Part 2. Participants had to match
a noun with an adjective from the masculine group or an ad-
jective from the feminine group.

Assoc. English Spanish German
Masc. grandfatherly

manly
hunky
handsome
brawny
dapper

masculino
macho
forzudo
primitivo
vaquero
poderoso

männisch
hochtechnologisch
ungestalt
sterbend
allein
beruflich

Fem. sexy
statuesque
full-figured
voluptuous
feminine
grandmotherly

sentimental
despampanante
sexy
sensual
virgen
femenino

sentimentalisch
spindeldürr
zärtlich
bildhübsch
fraulich
mütterlich

relative to English (β=.005, p <.004) in fastText embeddings.
The effect goes in opposite directions for the two languages
because the es-M.de-F group is more attracted to semanti-
cally masculine adjectives for Spanish relative to English but
more attracted to semantically feminine adjectives for Ger-
man relative to English. Although the effect is statistically
significant for both languages, the effect size is much lower
for German. InBERT embeddings, we observed the same in-
teraction at significance in Spanish but mixed results in Ger-
man. In most configurations, the interaction between adjec-
tive group and noun group in German did not reach signifi-
cance.

In summary, we find support for our hypothesis: grammati-
cal gender and semantic gender association interact in the dis-
tributional semantic space—for Spanish and German in fast-
Text embeddings and Spanish in BERT embeddings.

Part 2: Noun-adjective matching experiment

Here, we test an experimental prediction of linguistic rela-
tivity theories with respect to grammatical gender: that peo-
ple will associate concrete inanimate nouns of a given gen-
der with an adjective that is semantically associated with
that gender. To test it, we conducted an experiment where,
in each trial, participants were presented with a noun, a
masculine-associated adjective and a feminine-associated ad-
jective, and asked to select an adjective that goes better with
that noun. If grammatical gender of the noun affects binary
choice responses, we expect grammatically feminine adjec-
tives to be paired more often with feminine-associated nouns
and vice versa for grammatically masculine adjectives. By
using words with the same meanings but opposite genders in
Spanish and German, we ensure that the effects we might ob-
serve are not simply driven by semantic differences between
the two noun groups.

Method
Materials selection. We used human adjective ratings from
Study 1 to select the top 6 most strongly rated adjectives
for each gender association group for each language, filter-
ing also for person and object describability (adjectives must
be rated below 1.6 on average for both measures, where 1 is
“Yes” and 2 is “No”). In Spanish, if a given adjective had
different masculine and feminine forms, when paired with a
given noun, the grammatical gender of that adjective agreed
with that of the noun. German adjectives remained in dictio-
nary form in all noun pairings. These adjectives are shown in
Table 2. We used the same set of nouns as Part 1.

Pairing creation. Within each language, we created each
combination of masculine and feminine adjective, and then
match one noun to each of these combinations to create 36
triplets of a noun, masculine adjective, and feminine adjec-
tive. We create 5 more of these sets of 36 triplets, each with
one Latin square design shift of concepts.

Survey format. We deployed another XM Qualtrics sur-
vey via Prolific (n=150, 170, 180 for English, Spanish, and
German respectively) wherein participants are presented with
one of the sets of 36 triplets and, for each triplet, were asked
to choose which of the two presented adjectives they would
use to describe the presented noun. Participants were able to
select one adjective, the other, or a third option, ”I don’t know
one or more of these words.”

Participant selection. Participants were selected on Pro-
lific via the following criteria: For English, participants were
selected the United States provided their first language was
English; For Spanish, participants were selected worldwide
provided the first language was Spanish; for German, partic-
ipants were selected worldwide provided their first language
was German. Participants were sampled to be half male and
half female. All participants consented to the study; the study
protocol was approved by the [redacted institution]. Partici-
pants were paid at the rate of $12/hour.

Data exclusion. In addition to the 36 triplets in each set of
the stimulus data for the survey of each language, we added
two attention check questions where participants were asked
to choose between ”masculine” or ”feminine” for ”man” and
”woman” (and equivalents in each language), dispersed ran-
domly throughout each survey. If a participant did not answer
either one of these questions with the expected answers (i.e.
”masculine” for ”man” and vice versa), or if a participant se-
lected the unknown word option for more than one third of
responses, their responses were excluded from analyses.

After exclusions of 10, 21, and 37 participants, 140, 149,
and 143 participants’ responses remained in English, Span-
ish, and German respectively for analyses.

Analyses. We used mixed effects modeling as described
in Part 1. Given that participants’ responses in this experi-
ment are binary, we used logistic regression models. When
comparing two nested models, we used the likelihood ratio
test as implemented with the anova function in R. The full
model is specified as Rating ∼ language * noun group + lan-
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Figure 2: Results of the noun-adjective matching experiment.
Each dot denotes a noun; the y axis indicates a ratio of mas-
culine vs. feminine adjectives chosen for that noun (top: all
masculine, bottom: all feminine).

guage : cosine2masc + language : cosine2fem + question
number + (1 + language | noun concept) + (1 + question |
participant), where cosine2masc and cosine2fem are cosine
similarities between the noun and the masculine and femi-
nine adjectives in each trial. Cosine similarities and question
number were centered and scaled prior to fitting.

Results

Effect of noun’s grammatical gender on adjective selec-
tion. Participants had no general preference for semantically
masculine vs. semantically feminine adjectives for English
(intercept β=-.11, n.s.), although there was a stronger prefer-
ence for masculine adjectives for Spanish relative to English
(β=-.31, p=.025) and the reverse for German (β=.38, p=.004).

With respect to our main hypothesis, we found an interac-
tion between language and noun group for Spanish relative
to English (β=-.48, p <=.001), indicating a substantial effect
of a noun’s grammatical gender on the choice of an adjec-
tive semantically associated with that gender. The effect for
German was present numerically (Figure 2), but did not reach
significance, a result that is in line with weaker attraction ef-
fects in the distributional semantic space observed in Part 1
(Figure 1C).

Effect of cosine similarity. Finally, we tested the relative
contributions of (a) the noun’s grammatical gender and (b) the
cosine similarities between a noun and masculine/feminine
adjectives as predictors of the participants’ adjective selec-

Table 3: Participants’ preference for masculine vs. feminine
adjective can be predicted by the cosine distance between the
noun and the adjectives. cosine2masc and cosine2fem denote
cosine similarity (fastText) between the noun and the mascu-
line and feminine adjectives, respectively. The data are mod-
eled on a per-trial level. * p<0.05; ** p<0.01; *** p<0.001

Estimate SE p value
(Intercept) -0.03 0.12 0.796
Language - Spanish -0.38 0.15 0.011*
Language - German 0.49 0.18 0.006**
Noun Group -0.06 0.10 0.542
Question # -0.08 0.04 0.021*
Spanish:Noun Group -0.38 0.13 0.003**
German:Noun Group 0.07 0.16 0.660
English:cosine2masc -0.17 0.08 0.034*
Spanish:cosine2masc -0.20 0.06 <.001***
German:cosine2masc -0.84 0.09 <.001***
English:cosine2fem 0.39 0.04 <.001***
Spanish:cosine2fem 0.33 0.06 <.001***
German:cosine2fem 0.14 0.04 0.001***

tion in each trial. (Embeddings were extracted from the fast-
Text model.) A model that included both predictors out-
performed both the model without the cosine similarities
(χ2=226, p <.001) and the model without the noun group in-
formation (χ2=9.0, p=.029). The full model (Table 3) shows
significant predictive power of cosine similarity to both mas-
culine and feminine adjectives for all 3 languages, a signifi-
cant effect of question number (whereby participants choose
the masculine adjective more often in later trials) and, inter-
estingly, a significant effect of noun group in Spanish even
when the cosine similarities are accounted for, suggesting
that the cosine similarities do not fully mediate the effect of a
noun’s grammatical gender on adjective choice.

Discussion
Grammatical gender is an intriguing linguistic feature in that
it is frequently yet inconsistently related to the semantics of
the nouns to which it is assigned. As such, grammatical gen-
der and semantic gender associations are expected to inter-
act in the distributional semantic space. Here, we empirically
tested the presence of such an interaction in two gendered lan-
guages, Spanish and German, and additionally investigated
whether these distributional semantic effects might predict
human behavior in a noun-adjective matching task.

An analysis of the distributional semantic space showed
an interaction between language, adjective group, and noun
group for both Spanish and German, such that grammati-
cally masculine nouns in each language were more similar to
men-associated adjectives (relative to women-associated ad-
jectives) than grammatically feminine nouns. These results
are in accordance with the hypothesis that grammatical gen-
der and semantic gender associations are linked in the distri-
butional semantic space. The matching task showed effects
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of cosine similarity between nouns and adjectives on match-
ing choices; for Spanish but not for German, we also found
effects of grammatical gender that explained additional vari-
ance relative cosine similarities. The grammatical gender ef-
fect was not significant in German, a fact perhaps related to
the small effect of grammatical gender on similarity scores
between nouns and adjectives in Part 1. We conclude that the
distributional account can provide valuable insights into the
relationship between grammatical and semantic gender, al-
though perhaps it does not fully capture grammatical gender
effects that affect human behavior.

Different results (both distributional and behavioral) ob-
served for Spanish and German open up questions about the
factors that might affect the entanglement of grammatical and
semantic gender across languages. Distinctions have been
made in the literature between the congruence of semantic
gender and grammatical gender specifically between Spanish
and German: (Sera et al., 2002) noted that there seems to
be a correlation between perceptual cues of semantic gender
and grammatical gender, whereas (Comrie, 1999) considers
the German grammatical gender system to be more arbitrary;
(Landor, 2014, p. 46-47) provides some examples of mis-
matches between semantic gender and grammatical gender in
German, which might weaken the association between these
features in the distributional semantics space and thus lead to
weaker linguistic relativity effects. Investigating the relation-
ship between grammatical and semantic gender across a more
diverse set of languages, both typologically and behaviorally,
could help build a systematic framework for quantifying the
links between language structure and its effects on cognition.

Examining linguistic relativity effects from a distributional
semantics perspective opens up a variety of exciting avenues
for future work. In our analyses, we restricted our adjective
set to adjectives with high cosine similarity scores to ”man”
and ”woman”, a feature that was predictive of semantic as-
sociation of these adjectives with men and women, but much
variance was left unexplained. A strong test of the distribu-
tional semantics account would entail checking whether ad-
jectives controlling for semantic association scores but sys-
tematically varying cosine similarity (and vice versa) would
modulate grammatical gender effects.

In addition, this paper examined intralinguistic effects of
grammatical gender on semantic gender associations, yet
Whorfian accounts are often in search of cross-linguistic or
even extra-linguistic effects. Thus, it might then be of in-
terest to expand our hypothesis to one more resembling that
of Boroditsky et al. (2003). However, research on cross-
linguistic effects of this nature is complicated by a variety
of confounds. (Bassetti & Nicoladis, 2016) found that the
knowledge of other languages (and, further, the particular
combination of languages known) might reduce the effect of
grammatical gender on thought. One way to test these rela-
tionships is by leveraging contemporary large language mod-
els, in particular multilingual and multimodal models.

Finally, although word embedding similarity was a signifi-

cant predictor of noun-adjective matching choices, effects of
grammatical gender were not fully mediated by it. One expla-
nation is that fastText embeddings are an imperfect model of a
distributional semantic space, and a better model would cap-
ture more effects pertaining to the grammatical-semantic gen-
der interaction. Yet an alternative account is that grammati-
cal gender exerts influence on human behavior not only by
warping the distributional semantic space, but also by some
other mechanism. Testing mechanistic accounts of grammat-
ical gender effects on semantic cognition—and of linguistic
relativity effects more broadly—is a critical step toward clar-
ifying the relationship between language and thought.

Future directions. There are several possibilities for why
results are observed in all experiments for Spanish but only
some for German. One of which is that the proposed warp-
ing effect is simply weaker or more confounded in German
than in Spanish–differences between languages or language
families could then explain this effect. Another is that our
noun and adjective materials have too high a degree of infre-
quency, regionality, or other idiosyncrasies that would con-
found the observation of an effect. The selection of only those
nouns which have opposite grammatical genders in Spanish
and German could also confound an effect. It would thus be
beneficial to test if our results generalize to another set of ma-
terials and to investigate other languages to explore whether
there are patterns in where this effect shows up.
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