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The Simons Array is a polarization-sensitive cosmic microwave background (CMB)

experiment located in the Atacama Desert in northern Chile. Observations of the CMB, which

consists of the oldest observable light in the universe, have been invaluable for cosmological

research in recent decades, producing a wealth of information regarding the universe’s beginning

and evolution, and providing substantial evidence in support of the Lambda-Cold Dark Matter

model of cosmology. The field continues to grow as technological advances enable ever more

sensitive measurements of both the intensity and polarization patterns imprinted in the CMB. The

Simons Array aims to further our understanding of cosmology by measuring the polarization
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pattern of the CMB at angular scales ranging from a few arcminutes to a few degrees, with a

focus on the faint B-mode polarization signals predicted at these scales.

The Simons Array is composed of three identical telescopes, each coupled to a cryogenic

receiver. The receivers are developed and characterized in laboratories before installation at the

observatory site in Chile at an altitude of 5,200 m, with significant upgrades compared to POLAR-

BEAR-1, the Simons Array’s predecessor, to improve the experiment’s sensitivity. In particular,

the upgraded receivers employ larger focal planes with increased detector counts and sensitivity

across multiple frequency bands. This dissertation describes the Simons Array experiment as

a whole, with an emphasis on the telescope accessories and laboratory characterization of the

POLARBEAR-2b receiver, the second receiver of the Simons Array.

xxxii



Chapter 1

Introduction

1.1 The Lambda-CDM Universe

The current widely held cosmological understanding is that the universe follows a Lambda-

Cold Dark Matter (Lambda-CDM or ΛCDM) model. As with other Big Bang cosmological

models, the ΛCDM universe began in an extremely hot and dense state and has been expanding

and cooling ever since, with the evolution of the universe following the theory of general relativity.

Earlier descriptions of the universe relied entirely on known baryonic matter (protons and

neutrons) and electromagnetic radiation (photons) to make up all the energy in the universe, but

these descriptions were found to be insufficient as astrophysical data regarding the formation of

galaxies [2], anisotropies in the cosmic microwave background [3], and the expansion rate of the

current universe [4] became available. These findings illuminated the need for a cosmological

model that includes not-yet-known physics to account for the additional apparent gravitational

force in structures in the universe and for the accelerating expansion despite these gravitational

forces opposing it. In ΛCDM, these come in the form of cold (non-relativistic) dark matter and

dark energy represented by a cosmological constant, Λ. Although the specific nature of dark

matter and dark energy are not yet understood [5, 6], their basic properties are incorporated into
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and predicted by the ΛCDM model.

The ΛCDM model is based on six main parameters [7]: physical baryon density (Ωbh2),

physical dark matter density (Ωch2), age of the universe (t0), amplitude of the initial fluctuations

(∆2
R), scalar spectral index (ns), and reionization optical depth (τ). Despite its simplicity, the

ΛCDM model has been shown to match extremely well to a diverse set of cosmological data.

Perhaps the best illustration of its success is from studies of the cosmic microwave background,

the primary focus of this work.

1.2 The Cosmic Microwave Background

1.2.1 Formation and Characteristics of the CMB

The universe is 13.8 billion years old [8] and has evolved through many phases since its

beginning. In very early times, the universe containing radiation, matter (dark and baryonic), and

dark energy, is hot and dense and immediately begins expanding and cooling. As this happens,

the energies of the particles in the universe decrease and their interactions consequently evolve.

For example, once the universe has cooled to an average particle energy of about 1 MeV,

neutrinos, which are electrically neutral elementary particles that interact with other particles

only through gravity and the weak force, decouple from baryonic matter as the rate of these

weak interactions drops below the rate of expansion of the universe. This occurs at a time of

around t = 1 s (where t = 0 represents the beginning of the universe in this model) [9]. Big Bang

nucleosynthesis, the period in the early universe during which nuclei (predominantly helium-4,

with small amounts of deuterium, helium-3, and lithium) formed, occurs soon after neutrino

decoupling, on the order of minutes after t = 0 [9]. As we move much further in time, we see the

formation of the first stars and galaxies after a few hundred million years [10], which then evolve

further to form galactic clusters and superclusters a few billion years later and provide the basis

for what we see today, at t0 = 13.8 billion years, as we observe the structure of our universe. One
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crucial epoch not mentioned above is that known as recombination, the time in the universe’s

history during which the cosmic microwave background (CMB) was formed.

Recombination (an unfortunately misleading term for the epoch, at least when considering

a ΛCDM model for the universe) refers to the time when the universe has cooled enough for

neutral hydrogen (a proton bound to an electron) to form without a photon immediately ionizing

the atom. Before this time, free electrons are ubiquitous in the universe and constantly interact

with photons, primarily through Thomson scattering. These electromagnetic interactions between

photons and electrons effectively make the universe opaque at these early times, as the mean-free

path of a photon is extremely short. However, once neutral hydrogen forms and removes this

prevalence of free electrons, the photons are able to free-stream. This radiation, which has

redshifted as the universe has expanded, now has wavelengths corresponding to the microwave

regime of the electromagnetic spectrum and we can observe it from all directions, permeating our

universe even today. Recombination occurred once the universe had cooled to energies of about

1 eV, at t ≈ 380,000 years. This is well after neutrino decoupling and Big Bang nucleosynthesis,

but much before the formation of large-scale structure through gravitational collapse.

The CMB surrounds us, and measurements of its properties can be made at every point on

a sphere surrounding the earth. Spectroscopic measurements from the FIRAS instrument on the

Cosmic Background Explorer (COBE) satellite which launched in 1989 show that CMB radiation

matches extremely well to that of a blackbody, as expected from Big Bang cosmological models.

The data show the blackbody temperature of the CMB to be 2.725 K [11], corresponding to a

peak intensity at a frequency of approximately 160 GHz (a wavelength of approximately 2 mm).

A frequency spectrum for a blackbody of this temperature is shown in Figure 1.1.

In addition to the CMB resembling a perfect blackbody, it has also been found to be

extremely uniform across the sky. Full-sky intensity measurements from satellite experiments

show the CMB temperature to be the same across the sky to better than one part in 104 K [1].

Notably, the uniformity of the CMB persists even across regions of the sky never expected to
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Figure 1.1: Spectrum for a perfect blackbody of temperature 2.725 K. Data from the COBE
satellite indicate CMB radiation corresponds to that of a near perfect blackbody at this tempera-
ture.

have been in causal contact with each other. This is known as the horizon problem, which is the

observation that since information travels at a finite speed (no faster than the speed of light), the

age of the universe is not a sufficient amount of time for CMB radiation on patches of the sky

separated by more than about 2◦ to have exchanged information by the time of recombination, and

therefore no reason for us to observe these patches as having the same characteristic blackbody

temperature.

The leading theory for a resolution to the horizon problem (and other early-universe

quandaries) is that of inflation, which extends the ΛCDM theory of the universe to include a

brief period of superluminal expansion during the first fraction of a second after the universe’s

beginning [12, 13]. In this paradigm, the universe begins in a state in which everything in our

observable universe is in causal contact. The inflationary period, driven in most theories by

a scalar field known as the inflaton [9], then expands space so rapidly as to seemingly bring

different regions of the universe out of causal contact based on calculations of the regions’ light

cones.

The inflationary paradigm also provides a mechanism for producing the (extremely small,
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but statistically significant) anisotropies that we do see in maps of the CMB [9, 14]. Quantum

fluctuations in the scalar inflaton field would imprint themselves on the universe, appearing as

small anisotropies in the CMB and providing the seeds for structure formation from gravitational

instability [15]. These fluctuations are referred to as scalar or density perturbations to the

spacetime metric.

1.2.2 Measuring the CMB Temperature Anisotropies

Since the CMB was emitted at such an early time in the universe’s history, measurements

of its properties, including anisotropies potentially sourced during inflation, are crucial tools in

furthering our understanding of what the universe was like in early times and how it has evolved.

The primary way in which the CMB has been studied is to make maps of its intensity at points

across the full sky, and then to measure the statistical properties and compare them to predictions

from the ΛCDM model.

CMB Temperature Maps

Maps of the CMB are made by measuring CMB properties at points on the celestial

sphere. Full-sky CMB maps are generally shown as projections of this sphere in 2D in galactic

coordinates, where the plane of the galaxy lies along the equator, with color maps to depict the

relative value of the desired parameter across the sky. Maps of CMB intensity are referred to as

temperature maps. Because CMB radiation is in the form of a blackbody, increases in intensity at

a given observational frequency correspond directly to increases in temperature.

CMB temperature maps have been created since the first large scale measurements of the

CMB were made with the COBE satellite [3]. Since then, two other satellites, the Wilkinson

Microwave Anisotropy Probe (WMAP) [16], and the Planck satellite [1], have also produced

full-sky maps of CMB temperature, each with increasing resolution and sensitivity. A full-sky

temperature map made using the most recent data from Planck is shown in Figure 1.2.
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Figure 1.2: CMB full-sky temperature map with data from the Planck satellite from Planck
Collaboration, 2020 [1]. Colors indicate the small fluctuations in temperature across the sky.
The gray lines indicate the masked region where foreground emission, primarily from galactic
sources, is more significant.

Maps are shown with the mean CMB temperature subtracted such that only the fluctuations

about the mean are shown, and after removal of a dipole component introduced in the CMB as

viewed from earth as a result of our galaxy’s motion. Recent maps also account for and subtract

out galactic emission based on models.

CMB temperature maps have also been made using data from ground-based experiments.

Individual ground-based experiments are not able to observe the full sky, and therefore generally

produce temperature maps of much smaller patches. As will be discussed, these maps still

contribute to the analysis of the statistical properties of the CMB, and often have greater sensitivity

and finer resolution than maps from satellite experiments [17].
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CMB Power Spectra

In order to quantitatively analyze the statistical properties of the CMB and compare the

observations to models of the universe, we transform the measured map data into power spectra

which indicate the relative amounts of signal at different scales. For one-dimensional data, the

corresponding power spectrum can be obtained by performing a Fourier transform on the data,

decomposing it into a series of sine waves with distinct frequencies and determining the relative

amplitudes. For two-dimensional data on a sphere, as in the case of CMB temperature maps, the

data can be decomposed into a set of spherical harmonics as

T (n̂) = ∑
`m

a`mY`m(n̂), (1.1)

where n̂ represents the point on the sphere, T (n̂) is the measured parameter at each point, and a`m

represents the amplitude of the corresponding spherical harmonic. From this decomposition, the

power spectrum is calculated as1

C` =
1

2`+1 ∑
m

a`ma∗`m, (1.2)

where ∗ indicates the complex conjugate. If the CMB is statistically isotropic, as expected based

on the cosmological principle, the directional dependence encoded in the m index of the spherical

harmonics should vanish, and we can evaluate properties of CMB based only on this power

spectrum.

When applied to CMB temperature maps, the spherical harmonic decomposition forms a

power spectrum with characteristic peaks and troughs as seen in Figure 1.3, which shows the CMB

temperature power spectrum calculated using data from the Planck satellite. In this figure, the data

extracted from the CMB temperature maps are in red and the blue line indicates the ΛCDM model

1Note that power spectra are often presented using the quantity D` = `(`+1)C`/2π .
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Figure 1.3: CMB temperature power spectrum from the Planck satellite from Planck Collabora-
tion, 2020 [1]. Red points indicate the data while the blue line indicates the Planck 2018 best-fit
ΛCDM model.

with best-fit parameters. The model is shown to be a very good fit to the data [1], further supporting

the ΛCDM model of the universe and imposing tight constraints on the model parameters that help

us to better understand the physical properties of the early universe. For example, the peaks in the

spectrum correspond to oscillations in the photon-baryon fluid (known as acoustic oscillations)

at frequencies that had reached maximum compression at the time of photon decoupling (last

scattering). The first peak corresponds to the oscillation mode that had time to undergo exactly

one compression, and later peaks corresponds to harmonics of this oscillation mode [18]. The

location of this first peak in the CMB temperature power spectrum therefore depends on the time

to recombination, the sound speed of the photon-baryon fluid, and the curvature of the universe.

Precise measurements of the CMB power spectrum, including those represented in Figure 1.3,

indicate the first peak corresponds to multipole moment `≈ 200 (angular separations on the order

of one degree), consistent with a flat universe2 [1, 19, 20]. Impacts from other cosmological

parameters on the temperature power spectrum include increasing or decreasing the relative peak

heights, influencing the peak spacing, and damping the power spectrum at small angular scales

[9].
2The “flatness” problem is also something thought to be solved by the inflationary model.
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1.3 Polarization of the CMB

While much can be learned about the universe from CMB temperature maps and power

spectra, further information is contained in the faint polarization signal within the CMB. The

polarization signal is orders of magnitude smaller than the temperature anisotropy signal, making

it much more difficult to measure. However, having made increasingly more precise measure-

ments of the temperature spectrum over the past few decades, much of the focus of the CMB

community has shifted toward polarization. Some of the mechanisms for producing and examin-

ing this polarization signal in the CMB are discussed, with a focus on what is known as B-mode

polarization.

1.3.1 Polarization of Light

Polarization of light corresponds to the orientation of a light wave’s electric field. A

light wave is said to be linearly polarized in a particular direction if the electric field oscillates

in a single plane, and circularly or elliptically polarized if the orientation of the electric field

oscillations rotates about the wave’s direction of propagation. A light source emitting many

photons can be fully polarized in which all photons exhibit the same polarization, unpolarized

in which the number of photons of any given polarization state is equal to that of all other

polarization states, or partially polarized in which there is a preferred polarization state.

Polarization can be parameterized using the Stokes parameters, I, Q, U , and V . I represents

the total intensity of the light, Q and U describe the amount of linear polarization along axes

rotated 45◦ with respect to one another, and V describes the amount of circular polarization.

Elliptical polarization is represented as a combination of linear and circular polarization. The

polarization fraction is calculated as

p =

√
Q2 +U2 +V 2

I
, (1.3)
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and 0 < p < 1 corresponds to partially polarized light.

In the case of the CMB, theory predicts a small amount of linear polarization and many

current CMB experiments are designed to be sensitive to this signal3. As with temperature,

maps can be made of CMB linear polarization by plotting the values of the Q and U Stokes

parameters at every point on the sky. However, one problem with the Stokes formalism is that it is

coordinate-system dependent, as Q and U must be referenced to some specified directions. Thus,

statistical analysis of CMB polarization in the same way as was done for temperature requires a

change of basis to one that is independent of coordinate system choice. This is typically done

by converting Q and U information into information on E-modes and B-modes [22], illustrated

in Figure 1.4. Once the CMB polarization is described in this new, rotationally invariant basis,

power spectra of the two polarization modes can be computed and analyzed.

Describing CMB polarization patterns using E- and B-modes has the added benefit of

enabling a more intuitive interpretation of the formation of polarization in the CMB. E-modes

are curl-free and have even parity, while B-modes are divergence-free and have odd parity. The

type of symmetry characteristic of a given polarization pattern is determined by the physical

mechanism that produced it, and physical processes that produce E-modes are distinct from

those that produce B-modes. The two power spectra therefore reveal different cosmological

information.

1.3.2 CMB Polarization from Density Perturbations

One source of CMB polarization is the same set of metric perturbations that create the

temperature anisotropies. When quantum fluctuations in the early universe create hot and cold

spots in the temperature of the photons in the fluid, electrons off which the photons scatter can

see a quadrupole moment with hot (higher energy) photons incident from one direction and cold

3The Cosmology Large Angular Scale Surveyor, a CMB polarization experiment, includes a polarization
modulator which makes it sensitive to circular polarization as well and has been used to measure circularly polarized
atmospheric emission [21].
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(a) Illustration of linear polarization states described
by Stokes Q and U parameters.

(b) Illustration of linear polarization states described
by E- and B-modes.

Figure 1.4: Illustrations of two bases with which to describe patterns of linearly polarized light.
Figure (a) illustrates polarization states described by various combinations of Stokes Q and
U parameters. Values of these Stokes parameters depend on the choice of coordinate system
shown in black, where Stokes Q corresponds to light polarized along the coordinate system axes
and Stokes U corresponds to light polarized along axes rotated by 45◦. Combinations of Q 6= 0
and U 6= 0 produce linearly polarized light at different angles. Figure (b) illustrates polarization
states described by combinations of E-modes and B-modes. The polarization of a single light
wave cannot be represented as a combination of E- and B-modes, but maps of linear polarization
states can. E-modes correspond to polarization patterns that have even parity, while B-modes
correspond to polarization patterns that odd parity. A description of a polarization pattern in
terms of E- and B-modes does not depend on choice of coordinate system.

(lower energy) photons incident from another. In this environment, the interacting electron will

be accelerated preferentially along one axis, emitting polarized light. The scalar perturbations

that produce the temperature anisotropies, however, are only able to produce the even-parity

E-mode polarization pattern [22]. Thus the E-mode power spectrum, and the power spectrum

correlating the temperature fluctuations to the E-mode pattern (known as the T E spectrum), are

important in confirming our understanding of the temperature anisotropies with respect to the

ΛCDM model and the physical mechanisms thought to produce it. Models of the temperature

and E-mode power spectra arising from these types of perturbations are shown in Figure 1.5. The
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E-mode signal, however, is significantly fainter than the corresponding temperature anisotropy.

Figure 1.5: Theoretical temperature and E-mode power spectra. Acoustic peaks arising from
primordial density perturbations can be seen in both spectra. The E-mode polarization signal,
however, is much fainter than the corresponding temperature anisotropy. Data for the theoretical
curves were simulated using the CAMB online software tool, using fiducial values for all
parameters and ignoring power from gravitational lensing [23, 24].

1.3.3 CMB Polarization from Gravitational Lensing

Gravitational lensing is another mechanism by which power can appear in the E- and

B-mode power spectra. Unlike density perturbations, however, gravitational lensing is not a

mechanism for producing polarization in the early universe, and anisotropies from gravitational

lensing are thus known as secondary anisotropies rather than primary anisotropies. Instead, lensing

impacts the polarization spectra by re-mapping already polarized CMB radiation (consequently

converting observed E-mode power into B-mode power, and vice versa), causing the polarized

radiation to appear to earth observers as originating from one direction on the sky while the true

(primordial) signal would show it coming from a slightly shifted direction, i.e.

Xobs(n̂) = Xtrue(n̂+ ~d(n̂)) (1.4)
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where Xobs is the observed parameter, Xtrue is the primordial signal, and ~d represents the deflection

of photons originating from a given direction. This re-mapping from gravitational lensing occurs

due to the presence of intervening matter between earth today and the surface of last scattering.

Large scale structures composed mostly of dark matter distort the paths CMB photons as they

free-stream toward earth, shifting the observed pattern relative to the true pattern and influencing

the resulting power spectra. ~d(n̂) is thus related to what is known as the lensing potential, φ(n̂),

which describes the angular distribution of this large scale structure in the universe by specifying

the integrated gravitational potential along a line of sight. Gravitational lensing impacts both

temperature and polarization measurements, but we focus here on its influence on polarization.

As discussed, density perturbations in the early universe produce the most prevalent

polarization signal in the CMB. This is in the form of E-mode polarization at angular scales

peaking around ` ≈ 1000 [25, 26]. The corresponding B-mode polarization signal resulting

from gravitational lensing thus peaks at these same angular scales. As we will see in Section

1.3.4, our current cosmological models do not include mechanisms for producing primary B-

mode polarization at angular scales this small. However, the lensing signal in the B-mode

power spectrum extends to lower ` values as well, where modern theories do predict a very

faint primordial B-mode signal. Therefore it is crucial that we are able to discern effects due

to gravitational lensing from those signals of primordial origin if we want to accurately make

conclusions about the early universe.

In this way, the existence of these secondary anisotropies from gravitational lensing

obscures our view of the desired early universe signals. Luckily, however, there are procedures

for de-lensing, or extracting the primordial signal, due to the expected isotropy and Gaussianity of

the primordial perturbations. Gravitational lensing produces correlations between angular scales

that would not otherwise exist, and this effect can be exploited to determine the lensing potential

[27, 28]. Not only does this reconstruction of φ allow us to extract the primordial polarization

signals, it enables better understanding of the matter distribution in the universe and can help
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to constrain the sum of the neutrino masses [29]. Total neutrino mass is currently constrained

from below to ∑mν > 60 meV using neutrino oscillation experiments [30], and from above to

∑mν < 120 meV from measurements of the CMB [1]. Further constraints from more sensitive

CMB experiments may also help to inform whether neutrino mass follows a normal or inverted

hierarchy.

1.3.4 CMB Polarization from Tensor Perturbations (Primordial Gravita-

tional Waves)

So far we have only seen E-modes produced in the early universe, with B-modes only

being produced from the re-mapping of E-modes at later times (after the surface of last scattering).

We now discuss a mechanism for producing B-modes at early times.

In addition to the scalar perturbations impacting the spacetime metric, tensor perturbations

corresponding to gravitational waves are also expected to be produced during inflation. The gravi-

tational waves stretch spacetime in a way that is, importantly, anisotropic, creating quadrupolar

variations that are capable of producing both even-parity E-mode polarization and odd-parity

B-mode polarization at large angular scales (`≈ 100).

Because the ΛCDM model has no other known way of producing primordial B-mode po-

larization, detection of this signal would provide important evidence in support of the inflationary

model (often referred to as the “smoking gun” of inflation). However, inflationary models can

exist with this B-mode signal arbitrarily small, such that it is possible for the inflationary model

to be correct but for our observations to never have the sensitivity needed to see this imprint

on the polarization spectrum. The strength of these perturbations is parameterized with the

tensor-to-scalar ratio, r, quantified as the relative strength between scalar and tensor perturbations

as indicated in the name. Figure 1.6 shows theoretical B-mode power spectra assuming different

values of r and indicating the impact of gravitational lensing on our ability to extract the primor-

dial component. Current limits from CMB experiments constrain this to r < 0.07 using purely
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B-mode data [31], which means the primordial B-mode signal is at least five orders of magnitude

smaller than the temperature signal. Combining B-mode data with other CMB measurements

imposes tighter limits. Current and future CMB polarization experiments are pushing to further

tighten this constraint.

Figure 1.6: Theoretical B-mode power spectra assuming different values of the tensor-to-scalar
ratio, r, indicated by the different shades of blue. The dashed lines include only power from
primordial B-modes, while the solid lines show the total B-mode power (including that from
gravitational lensing). The contribution from primordial B-modes peaks around `= 100. For
r = 0.2, this peak is above the contribution from lensing B-modes. However, r = 0.2 has
already been ruled out by CMB data. For lower values of r, de-lensing becomes more and more
important for measuring primordial B-modes as the contribution from gravitational lensing of
E-modes begins to dominate at all `. 10. Data for the theoretical curves were simulated using
the CAMB online software tool, using fiducial values for all parameters other than r [23, 24].

1.3.5 Polarized Foregrounds

In observing the CMB, because we are looking at light that is coming from the very early

universe and is therefore very far away, we need to look through the rest of the universe, including

our atmosphere and galaxy, which can emit photons in our observing bands and contaminate our

measurements. Many of these foreground sources only produce unpolarized light and therefore

do not produce systematic effects impacting our ability to measure the polarized CMB. However,
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three important sources of polarized emission must be taken into account.

One source of polarized foregrounds comes from synchrotron emission in our galaxy [32].

Synchrotron emission that is strongly polarized in the plane of motion results from the radial

acceleration of relativistic charged particles about magnetic field lines [33]. Cosmic ray electrons

with energies on the order of GeV interact with galactic magnetic fields with strengths of a few

microgauss to produce synchrotron radiation peaking in the MHz-GHz range [34, 35].

Dust grains in the interstellar medium within our galaxy can also produce polarized

emission at frequencies near the CMB peak frequency. In the presence of magnetic fields,

elongated dust grains can become preferentially aligned with their spin axes parallel to the

magnetic field lines, and the resulting thermal emission from these grains is polarized [36, 37].

This emission is generally in the far-infrared regime of the electromagnetic spectrum, peaking at

higher frequencies than the CMB.

Finally, earth’s atmosphere has also been shown to produce polarized foreground emission.

Ice crystals in tropospheric clouds can be aligned to scatter thermal emission with horizontal po-

larization, and it has been shown that the amount of polarized contamination from the atmosphere

is correlated with the existence of clouds in the sky during CMB observations [38].

Although these foreground signals add an extra uncertainty in detecting the primordial

signal, observations at multiple frequencies can help mitigate these errors. Because emission from

the different sources of polarized foregrounds have different frequency dependencies compared to

each other and compared to the CMB, the components can be separated if data is collected over a

range of frequencies. For example, synchrotron radiation tends to dominate over the CMB signal

at lower frequencies and then become less important at higher frequencies, while polarized dust

emission impacts the signal in an opposing way. Methods for removing foreground contamination

from CMB data include the internal linear combination method [39] and template removal

[40]. Polarized foreground removal, and therefore observations across several frequencies, will

be crucial for next-generation CMB experiments aimed at observing the faint B-mode signal
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from inflation. Atmospheric foreground emission further differs from the CMB signal in that

it is determined by the telescope’s pointing in azimuth and elevation rather than its pointing in

right ascension and declination on the celestial sphere. Some mitigation of contamination from

tropospheric clouds can also be achieved by performing in-situ measurements of clouds during

normal CMB observations [38].

1.4 Current CMB Measurements

Figure 1.7 shows a compilation of recent CMB power spectra measurements from multiple

experiments as published by the Planck collaboration in [1]. The top panel shows the T T , EE,

and BB power spectra, the middle panel shows the T E cross-correlation spectrum, and the bottom

panel shows the lensing deflection power spectrum. Best-fit ΛCDM model curves are shown as

the dashed lines. The data shown represent both ground- and space-based experiments. The CMB

community is large and continuing to grow, with experiments noted in the figure continuing to

observe and with even more, highly sensitive experiments planned to start observations within

the next several years [30, 41]. As can be seen from the data, the temperature and EE power

spectra have been measured with high precision, and over a wide and densely packed range of

angular scales. The BB power spectrum, on the other hand, is much less well measured due to the

faintness of the associated signal. So far, detections have only been placed on the B-mode power

originating from gravitational lensing of E-modes, with the first of these measurements using

purely CMB data coming from the POLARBEAR team in 2014 [42]. However, only upper limits

have been placed on power from primordial gravitational waves at the larger angular scales where

this signal is expected. The recent B-mode results from the BICEP2/Keck Array team, combined

with temperature and E-mode data from Planck, place the most stringent limit on the strength of

this signal with r < 0.044 [43]. Current and future measurements aim to push these limits farther

in hopes of constraining or finding evidence for the inflationary paradigm.
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Figure 1.7: Compilation of recent CMB power spectra measurements from Planck Collaboration,
2020 [1]. The top panel shows the temperature and polarization power spectra, the middle panel
shows the T E cross-correlation spectrum, and the bottom panel shows the lensing deflection
power spectrum. The dashed lines in all panels represent the best-fit ΛCDM model.
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Chapter 2

The Simons Array

The Simons Array (SA) is a set of three telescopes designed specifically to measure the

polarized signal from the cosmic microwave background (CMB). Each telescope consists of two

reflectors and holds a cryogenic receiver which houses additional reimaging optics along with

detectors and readout electronics. This array of telescopes is an expansion of the POLARBEAR-

1 (PB-1) experiment, which observed the CMB for five seasons beginning in 2012, leading to

measurements of the CMB polarization power spectra [25, 42, 44, 45] and other cosmological

measurements [46, 47, 48]. Like PB-1, SA aims to characterize the B-mode spectrum of the

CMB at both large and small angular scales (`∼ 50−3000) in order to refine the information we

have on gravitational lensing and put constraints on primordial B-modes. Both experiments are

situated in the Atacama Desert of northern Chile. SA utilizes an identical telescope design to that

of PB-1, but employs upgraded receivers designed to increase the experiment’s sensitivity to the

faint B-mode signal from the CMB. Upgrades include:

• an increase of approximately six in detector count per receiver (about a 20-fold increase in

total experiment detector count) and correspondingly larger focal planes,

• an increase from a single observing band to multiple bands enabling improved foreground

subtraction, made possible by the use of dichroic pixels, and
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• the use of a continuously rotating half-wave plate located near the window of each receiver

to provide modulation of the incoming radiation.

Section 2.1 describes the observatory site and the telescope design, including various tele-

scope accessories made to support the upgraded experiment. Section 2.2 describes the cryogenic

receivers of the three telescopes, named POLARBEAR-2a, POLARBEAR-2b, and POLARBEAR-2c

(where the general receiver design is referred to as POLARBEAR-2 or PB-2), and their subsystems.

Section 2.3 briefly describes SA’s science goals.

2.1 Site and Telescopes

2.1.1 Observatory Location

The Simons Array is situated on a plateau on Cerro Toco, a mountain in the Atacama

Desert located about 50 km east of the town of San Pedro de Atacama and near Chile’s borders

with Bolivia and Argentina. The observatory site is at an elevation of 5,200 m. Figure 2.1 shows

an image of the plateau with the three SA telescopes identified.

The main motivation for choosing this site location for both PB-1 and SA comes from

the site’s elevation and dryness. CMB radiation peaks at a frequency of around 160 GHz, and

thus CMB experiments, including SA, utilize detectors sensitive to frequencies near this value.

However, when observing the CMB from the ground, molecules such as water vapor in the

atmosphere can absorb radiation at CMB frequencies, making it harder to detect an already faint

signal. At an elevation of 5,200 m, the air pressure is about half that at sea level and the water

content is substantially further reduced, decreasing the ability for the atmosphere to interfere with

the targeted signal. In addition to the elevation, the dryness of the Atacama Desert further removes

water vapor from the atmosphere, allowing more CMB radiation to reach our telescopes. Figure

2.2 shows the atmospheric transmission at the SA observatory site as a function of frequency

21



Figure 2.1: Photo from June 2019 of the plateau of Cerro Toco, the location of the Simons
Array as well as a number of other CMB experiments. The three telescopes of the Simons Array
are indicated by the yellow box. The Atacama Cosmology Telescope can be seen directly behind
SA, and the Cosmology Large Angular Scale Surveyor can be seen behind and to the left of SA.
Photo thanks to Tom Ayotte.

for different levels of precipitable water vapor (PWV), with SA’s observing bands (see Section

2.2.3) overplotted in gray dashed lines. The average PWV at our observatory site is about 1 mm

[49], compared to about 25 mm globally [50], allowing significantly more CMB radiation to be

detected.

Secondly, the location of Cerro Toco means that well over half the sky can be observed

from the SA site. This gives us the freedom to study different regions of the sky and to access

many different astrophysical sources for calibration. Importantly, the available sky area coincides

with regions being studied by many other CMB and astrophysical experiments such that SA

observations can be cross-correlated with data from other surveys to improve cosmological results.

Finally, as can be seen in Figure 2.1, several other CMB and astronomical observatories
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Figure 2.2: Atmospheric transmission as a function of frequency for the SA observatory site
on Cerro Toco. Transmission data obtained using the am atmospheric model package using
files created for the ACT site, which is located on the same plateau as SA [51]. The solid lines
represent atmospheric transmission for three different levels of precipitable water vapor (PWV),
with transmission decreasing as PWV increases. The plotted values assume a zenith angle of
zero degrees (looking straight up). Gray dashed lines represent the four SA observing bands,
designed to fit within the atmospheric windows.

exist on Cerro Toco and in the surrounding area. The Atacama Cosmology Telescope [52, 53], the

Cosmology Large Angular Scale Surveyor [54], and soon the Simons Observatory [41], all operate

from Cerro Toco, and other observatories such as the Atacama Large Millimeter/submillimeter

Array [55] and the Atacama Pathfinder Experiment [56] operate from a plateau about 10 km away.

The existence of these neighboring observatories allows the POLARBEAR/Simons Array team to

share resources with other groups, greatly enhancing both the efficiency and safety of working

on-site.

SA personnel working at the observatory site stay in the town of San Pedro de Atacama

(at an elevation of about 2,400 m) and commute to the Cerro Toco plateau each workday. An

office for SA also exists in San Pedro de Atacama, and a radio link sends information between the

observatory “high” site and this “low” site, from which data can be transferred to a supercomputer
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in the northern hemisphere for storage and analysis.

In addition to these advantages, operating SA at the chosen site comes with challenges.

Despite the incredibly dry environment, weather can often cause problems with power and site

access. Lightning storms can disrupt power and communication systems, and snow storms can

occasionally prevent safe road access for days to weeks at at time. Care also must be taken to

protect the telescope electronics from water damage after snow accumulation, as is discussed

in Section 2.1.3. Furthermore, electrical power for the observatory must be generated entirely

onsite and is done by a set of two diesel-engine generators. These are intended to alternate the

load every several days so that maintenance can be done on the “off” generator. Keeping these

generators working stably and reliably in the often harsh weather conditions has been a challenge,

and the required manual maintenance in combination with occasional site access disruptions can

impact telescope operation. Recent installation of a new set of generators with the ability to

switch between generators without a power outage has drastically increased the robustness of site

operations, but power generation remains an important concern for SA. Lastly, the high altitude

and sometimes harsh weather at the observatory site can make working conditions very difficult,

with SA personnel typically carrying supplemental oxygen as they work.

2.1.2 Telescopes

The term “telescope” is used here to refer to the experiment’s reflecting optical components

and the structures and mechanical assemblies required to hold the receivers and scan the sky for

making observations. The telescope used in the PB-1 experiment was built by General Dynamics1,

with its optical system designed by Huan Tran [57]. This telescope is now named the Huan Tran

Telescope, and the SA telescopes have an identical optical design. However, other parts of the

telescope structure and some of the accessory hardware were updated when designing for SA

in order to account for the larger and heavier PB-2 receivers and increased need for supporting

1https://www.gd.com/
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electronics. Two new telescopes were built to hold the first two receivers, again by General

Dynamics, and PB-1’s Huan Tran Telescope is being modified to hold the third receiver. The two

new telescopes are named the Nicholas Simons Telescope and the Paul Simons Telescope. The

Paul Simons Telescope, before installation of its receiver and accessory hardware, is shown in

Figure 2.3.

Figure 2.3: Photo of the Paul Simons Telescope from 2016, taken after installation at the SA site.
The photo shows the bare telescope structure, including structural components and reflectors,
before the receiver and other telescope accessories have been installed. The back of the primary
reflector and the front of the smaller, secondary reflector can be seen mounted on the upper
and lower booms of the telescope structure, respectively. Some of the counterweights can also
be seen behind and below the primary reflector. The metal frame structure seen is used for
supporting some of the optical shielding.

Telescope Optical Design

The three SA telescopes employ an off-axis Gregorian optical design, with a parabolic

primary reflector and elliptical secondary reflector. The off-axis nature of the design enables

the telescope to be constructed without necessitating any structural elements be placed in the

optical path, creating a more well-defined beam pattern with lower contamination from sidelobes

[58]. The reflectors are designed such that they satisfy the Mizuguchi-Dragone condition, with
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the axes of the primary and secondary reflectors tilted with respect to one another in such a way

as to minimize cross-polarization and astigmatism [59]. A ray trace showing the design of the

reflectors is shown in Figure 2.4. Each reflector is machined from a monolithic piece of aluminum

to a surface accuracy of 53 µm (RMS) [60]. The parabolic surface of the primary reflector is

extended radially by a “ring shield” composed of eight separate panels. These additional panels

serve to help ensure any spillover gets deflected to the sky, but is not considered within the main

beam [61]. The primary reflector is shaped as a 2.5 m-diameter section of a paraboloid, with the

ring shield extending this diameter to 3.5 m. The elliptical secondary reflector measures 1.3 m

in diameter. The resultant beam measures about 3.5 arcmin for 150 GHz and 5.5 arcmin for

90 GHz (full width at half maximum) and the field of view, considering the reimaging optics

described in Section 2.2.2, is circular with a diameter measuring 4.5 degrees [61]. This enables

SA to efficiently observe patches of sky measuring tens to hundreds of square degrees necessary

for probing B-modes from inflation, while also achieving sufficiently high angular resolution to

probe B-modes from gravitational lensing.

The two reflectors are aligned with respect to each other and to the rest of the telescope

structure (and thus the receiver) using photogrammetry. Photogrammetry targets are distributed

across the surfaces of each reflector as well as at various points along the telescope structure.

Photos are then taken from various angles that are used to reconstruct the reflector surfaces in 3D

space and to fit the points to the expected parabolic and elliptical shapes. The positions and angles

of the reflectors can then be manipulated using alignment screws on the backs of the reflectors

such that they match the design. Photogrammetry measurements are taken iteratively after each

set of adjustments until the reflectors are shown to be in the correct positions.

Telescope Operation

Motion of the SA telescopes is controlled with motors along two axes of rotation, one

in azimuth and one in elevation, in order to target and scan across different patches of sky. The
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Figure 2.4: Cross sectional view of a 3D computer-aided design (CAD) model of one of the SA
telescopes, with geometric ray trace illustrating the optical design superimposed. The telescope
is an off-axis Gregorian design containing a 2.5 m parabolic primary reflector mounted to the
telescope’s upper boom and a 1.3 m elliptical secondary reflector mounted to the telescope’s
lower boom. The cryogenic receiver for each telescope, which contains additional optical
elements and the focal plane with detectors, also gets mounted to the lower boom. Ray trace
created using Zemax by Fred Matsuda.
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telescopes are able to move a total of about 120 degrees in elevation and about 400 degrees in

azimuth. The motors for controlling telescope motion along each axis can be operated separately

or in parallel, allowing for various methods of scanning the sky for different observations. These

include scans in azimuth while keeping the elevation angle constant (constant-elevation scans

or CESs), scans in elevation to calibrate detectors at different locations on the focal plane using

different levels of atmospheric emission, and celestial source tracking to calibrate properties such

as beam shape.

SA telescopes will observe two patches of the sky as their primary CMB science targets,

one above and one below the galactic plane. The patches are chosen based on current under-

standing of foreground sources, on the accessibility of the different sky regions at different times,

and on the ability to have SA sky coverage overlap with that of other astrophysical experiments.

In particular, the patch in the northern part of the sky overlaps with the observing regions of

experiments such as Subaru’s Hyper Suprime-Cam [62], and the patch in the southern part of

the sky overlaps with the observing regions of CMB experiments BICEP/Keck Array [31] and

SPT [63]. Furthermore, both SA patches are intended to overlap with the observing region of the

Simons Observatory’s small aperture telescopes [64]. The northern patch encompasses roughly

5% of the sky, while the southern patch encompasses roughly 8%. These CMB patches will be

observed using CESs to avoid changes in atmospheric loading during a single scan. As described

in Section 2.1.3, a chopped thermal source is observed at the beginning and end of each CMB

observation to allow proper calibration even with time-variation in the gain of the detectors.

Observations are run using custom telescope control software that commands the tele-

scope’s position, velocity, and acceleration about its two rotational axes [60]. The observations

are programmed as “schedules” that involve scanning patches of the sky along with operations to

control the refrigeration system, tune detectors and readout electronics to prepare them for data

acquisition, and run calibration procedures. A live monitoring system that can be accessed online

is employed that tracks the status of each telescope, including parameters such as elevation and

28



azimuth pointing, power to various receiver electronics, and thermal/cryogenic conditions, as

well as more general site conditions such as generator status and weather conditions.

Counterweights are installed behind the primary reflectors in order to balance the tele-

scopes in a way that accounts for their motion about the elevation axis. These weights are installed

in phases during telescope commissioning as the receivers and other accessories are installed in

order to provide the necessary counter-torque as mass on the lower boom increases.

2.1.3 Telescope Accessories

In addition to the structure designed and assembled by GD which integrates the telescope

optics, we designed and fabricated several telescope accessories serving a variety of purposes.

These include a receiver enclosure, optical baffling, electronics housings, a thermal calibration

source, and components at the interface between the receiver and the telescope structure. Although

the PB-1 experiment required the same type of accessory hardware, the specific design of each

sub-assembly was updated for SA, largely necessitated by the increased receiver and focal plane

sizes. Figure 2.5 depicts the Nicholas Simons Telescope from 2021, with the vast majority

of telescope accessory hardware installed. These sub-assemblies are described in detail in the

following sections.

Receiver Enclosure

Once integrated with the telescope, each PB-2 receiver is situated between the telescope’s

secondary reflector and its elevation axis of rotation. It is mounted to the telescope’s “lower boom”

via an interface described later in this section. In order to protect the receiver from snow, wind,

and dust at the observatory site, ensuring the optical apertures remain clear and mechanical and

electrical interfaces remain robust over the lifetime of the experiment, an enclosure is installed

around this lower boom area.

The enclosure is constructed from a series of 1/4 inch-thick aluminum honeycomb panels
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Figure 2.5: Photo of the Nicholas Simons Telescope from 2021, after the majority of telescope
accessory hardware had been installed. The telescope’s prime focus baffle, additional optical
shielding, receiver enclosure, and electronics enclosures can be seen. Photo thanks to Nolberto
Oyarce.

mounted to the telescope structure either directly or via custom machined solid aluminum

mounting brackets. All panels and mounting brackets are installed with environmental gasket

along the interfaces to seal the interior from water and dust. Honeycomb aluminum is used

in order to provide the necessary rigidity of the structure against the often strong winds at the

observatory site, while not adding excessive weight to the receiver-side of the boom that could

offset the balance. The weight reduction provided by the honeycomb aluminum also allows for

easier manipulation of the enclosure parts such that site personnel can open the enclosure to

access the receiver for maintenance as necessary. It is required that the receiver is accessible on

the telescope from the front, back, top, and bottom with as little disassembly of other components

as possible. The back panels of the receiver enclosure contain holes through which telescope
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(a) 3D model of receiver enclosure for the Nicholas
Simons Telescope.

(b) 3D model of receiver enclosure for the Paul Si-
mons Telescope.

Figure 2.6: 3D CAD models of the receiver enclosures on the first two SA telescopes, created
using SolidWorks. The panels and mounting components shown in the figure in gray in the left
figure (and corresponding components in the right figure) make up the receiver enclosures, with
components mounted to the top, bottom, front, back, and sides of the telescope’s lower boom.
The receiver can be seen in the CAD model of the left figure through holes in the top and sides
of the lower boom. In practice, these holes are sealed with a baffle structure and electronics
housings, which are omitted from this image for clarity. The receiver enclosure designs for
the two telescopes contain slight differences, though these differences are not highlighted in
these images. The models are shown from different viewpoints for the two telescopes to show
different aspects of the design.

cabling and hoses for the receiver’s cryogenic equipment are fed.

3D models of the receiver enclosures designed for first two SA telescopes are shown in

Figure 2.6. The two designs are largely the same, with some small upgrades included in that

for the Paul Simons Telescope to improve accessibility based on experience working with the

original2. In both designs, the receiver enclosure interfaces with the prime focus baffle and the

electronics enclosures discussed later in this section. Installation of the receiver enclosure for the

Nicholas Simons Telescope, which holds the PB-2a receiver, was completed in early 2021. A

photo taken in 2017 during a test assembly of the machined parts is shown in Figure 2.7. Parts

for the receiver enclosure for the Paul Simons Telescope have been machined and installation is

planned following integration of the PB-2b receiver with the telescope.

2Essential contributions to these designs were made by Christopher Aleman and Calvin Tsai.
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Figure 2.7: Photo of the Nicholas Simons Telescope from 2017 during a test assembly of the
receiver enclosure. The receiver enclosure’s solid aluminum beams along the front and bottom
of the telescope’s lower boom can be seen, along with some of the honeycomb aluminum panels
located on the top and back. Additional paneling not seen in this photo is included in the final
configuration of the receiver enclosure, shielding the receiver from environmental elements. The
complete receiver enclosure assembly for the Nicholas Simons Telescope is shown in Figure
2.5.

Prime Focus Baffle and Co-Moving Shield

Optical baffling on the telescope is required to help reduce the amount of bright, stray

light that enters the system. For the SA telescopes, the biggest source of this stray light is the

ground, which radiates at around 300 K and is therefore several orders of magnitude brighter than

the variations in radiation from the CMB that we are trying to measure. To avoid ground radiation

from reaching the receiver, a baffle placed at the telescope’s prime focus (between the primary

and secondary reflectors) was fabricated. The design of this baffle was informed by the results of

reverse-time optical simulations performed by Fred Matsuda in which isotropic radiation was
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propagated from the surface of the receiver window. These simulations were performed with

different apertures specified at various points between the two reflectors, with the goal of finding

appropriate aperture sizes and placements to force any rays from the window to terminate either

on the before the aperture or to make it all the way to the primary reflector (and thus the sky).

The optical requirements set by these simulations are shown in Figure 2.8. A set of three

apertures is specified, with one placed in the plane of prime focus and two others closer to the

primary reflector. The resulting mechanical design involves creating these apertures by forming a

cone piece, with the wider end of the cone toward the primary reflector.

Figure 2.8: Specifications for the prime focus baffle apertures resulting from optical simulations.
Apertures calculated using optical simulations are indicated by the red and blue lines terminated
by squares. Aperture a is placed directly in the plane of prime focus and is specified as 44 cm in
diameter. Apertures b and c are positioned closer to the primary reflector along the “conical axis”
and are set to have diameters of 89 cm and 109 cm, respectively. The optical axis traces the chief
ray from the center detector on the focal plane. An angle exists between this axis and the conical
axis about which the baffle apertures are centered due to the orientation of the primary mirror.
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In addition to the optical specifications, design of the prime focus baffle was required

to meet mechanical constraints. The PB-2a receiver on the Nicholas Simons Telescope is built

to operate with an external half-wave plate modulator that is situated between the telescope’s

secondary reflector and the receiver window. The baffle structure was required to account for this

additional component, which motivated the use of a detachable aperture at prime focus (aperture

a in Figure 2.8) as opposed to a simple extension of the cone. Furthermore, exact optimal

positioning of the receiver on the telescope cannot be known ahead of installation due to potential

discrepancies between the layout of designed and built optical and structural components while

reflector alignment is performed on-site, and the inclusion of the flat half-wave plate in optical

path increases this uncertainty. Therefore, the baffle was required to have ±2 cm of adjustability

in the z-direction (direction of the receiver’s optical axis). Since the baffle covers an opening

into the telescope’s lower boom, it was also required to interface smoothly with the receiver

enclosure and provide protection from weather. Finally, the baffle structure was required to be

lightweight enough such that the designed counterweights could accommodate its added torque

on the elevation axis motor, especially given its location relatively far from the axis of rotation.

The resulting baffle structure meeting the above requirements is shown during a test

assembly in the lab at UCSD from 2016 in Figure 2.9. As with the receiver enclosure, most

panels are fabricated from honeycomb aluminum to decrease the weight of the assembly. The

panel that directly interfaces with the cone section of the baffle is made of solid aluminum pieces

that have been made more lightweight by removing material. Before use on the telescope, all

surfaces on the interior of the baffle structure were coated with microwave absorber Eccosorb

HR-103 such that radiation reaching the receiver from these surfaces does not overwhelm the sky

signal. The interior surface of the cone was also coated with this absorber, and with an added

layer of 1/16 inch-thick Volara4 closed cell polyethylene foam to protect the absorber from snow.

3https://www.laird.com/products/microwave-absorbers/microwave-absorbing-foams/eccosorb-hr/301060005
4https://masterpak-usa.com/products/volara-r-voltek
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Figure 2.9: Prime focus baffle structure for the first SA telescope during a test assembly in the
lab at UCSD in 2016. This test assembly was performed before any surfaces had been lined with
microwave absorber. When installed on the telescope, the baffle is situated between the primary
and secondary reflectors, with the wider part of the baffle’s cone section pointing toward the
primary reflector.

A 1 inch-thick disk of Zotefoam HD305, another closed cell polyethylene foam, is placed at the

narrow end of the baffle’s cone section to create a seal that blocks out precipitation and dust while

staying transparent to microwave radiation. A grating is placed at the bottom of the cone section

just before this Zotefoam piece to prevent snow accumulation inside the baffle, and mounting

holes that allow for installation on the telescope are slotted such that the position of the baffle

can be adjusted with respect to the receiver and reflectors. The baffle for the Nicholas Simons

Telescope can be seen fully installed in Figure 2.5, and work is in progress to optimize its location.

Parts for the second SA baffle have been machined, and installation on the Paul Simons Telescope

will occur after the receiver has been installed. The second SA baffle is optically identical to

the first, but its mechanical structure has been updated to provide more clearance in the receiver

5https://www.flextechfoam.com/resources/zotefoams-datasheets/
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cabin6.

The SA telescopes additionally employ a co-moving shield to further block ground

radiation. This shield prevents ground radiation from diffracting around telescope apertures,

potentially becoming incident on detectors. As seen in Figure 2.5, the shield is mounted entirely to

the upper and lower booms of the telescope, moving with the receiver and optics as the telescope

moves about both its rotational axes.

Electronics Enclosures

Though the electronics required for controlling telescope motion are located on the ground

around the observatory site, many of the electronics associated with running the receiver and

collecting data must be installed on the telescope structure itself and move with the receiver. This

reduces the amount of wiring running through the limited space in the cable wraps inside the

telescope and reduces the wiring lengths needed to read out data from the receiver. This is done

for both the PB-1 and SA experiments using electronics enclosures that mount to the sides of

the lower boom structure of the telescope. For the PB-1 experiment, two electronics enclosures

were used, with one on each side of the lower boom. For SA, four electronics enclosures are

required due to the increased number of detectors and thus increased amount of necessary readout

electronics, and two are placed on either side of the lower boom as can be seen in Figure 2.5.

In addition to the detector readout electronics, other auxiliary electronics for operating and

monitoring the receiver and telescope, such as thermometer readout electronics, half-wave plate

control, and control of calibration sources, are housed in these enclosures.

The electronics enclosures are designed to be weather-sealed to protect both the electronics

they contain as well as the receiver itself, as these enclosures interface directly with the broader

receiver enclosure. The mounting hardware for the racks inside the enclosures are made of

insulating material so as to allow the electronics to be isolated from the rest of the telescope when

6Essential contributions to this updated design were made by Calvin Tsai.
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necessary, and each electronics enclosure is temperature-controlled [65].

Stimulator

Each SA telescope employs a “stimulator,” which is a thermal calibration source for

the receiver that can be optically modulated at different frequencies by a chopper. The gain of

SA detectors, or the conversion factor between the intensity of the incident radiation and the

corresponding electrical signal output by the detector, can vary over time. Measuring a known

thermal source before and after each sky observation helps to calibrate the detectors and decrease

the systematic error associated with this variation. This calibration source is also useful in

identifying readout channels and in making measurements of detector time constants. Stimulators

for SA operate at a temperatures of about 700 degrees C (973 K).

The stimulator is assembled with a light pipe that directs the radiation through a small

opening. The entire assembly is then positioned directly behind the secondary reflector on the

telescope, which has a small hole in its center for this light pipe. The stimulator for the Nicholas

Simons Telescope has been installed and has been used in measurements made by the PB-2a

receiver [66]. The stimulator for the Paul Simons Telescope was constructed at UCSD and

characterized during in-lab testing of the PB-2b receiver discussed in Chapter 3.

Telescope-Receiver Interface and Installation Equipment

The PB-2 receivers (described in detail in Section 2.2) are fabricated and tested inde-

pendently of their corresponding telescopes. Custom hardware was designed to serve as the

mechanical interface between the receiver and the telescope, referred to as the receiver mount, and

additional hardware was designed to facilitate safe receiver installation. Both of these assemblies

required redesign compared to those used in the PB-1 experiment due to the larger size and

weight of the PB-2 receivers. The PB-1 receiver weighed approximately 750 lbs, while each PB-2

receiver weighs over 1600 lbs.
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The receiver mount is required to allow the receiver to be electrically isolated from the

telescope structure, allow for adjustments in the x- and z-directions (two directions perpendicular

to gravity assuming the receiver is horizontal) and in the pitch of the receiver with respect to the

telescope structure, and of course to safely and reliably support the weight of the receiver as the

telescope moves. This is achieved using a rigid steel truss structure that mounts to the telescope’s

lower boom to which the receiver attaches via hinges on either side of the optical axis. The truss

attaches to the telescope at four points and using a set of slide blocks that can be precisely pushed

in the x- and z-directions via fine-threaded bolts to align the receiver. Adjustments can be made in

the y-direction (parallel to the direction of gravity) by shimming these blocks, though adjustment

in this direction is not expected to be necessary. The steel hinges attach directly to the truss and

to aluminum I-beams that run along the cylindrical part of the receiver. Between the hinges and

I-beams is a flat adapter plate machined of G-10 fiberglass to provide electrical isolation between

the components.

There is an additional attachment point between the truss and the receiver at the front and

in the center of the truss. This attachment point is not intended to support the main load of the

receiver, but instead is meant to reinforce the desired pitch angle of the receiver as set by the

hinges. Another G-10 fiberglass plate is used at this interface to provide electrical isolation. A

photo of the PB-2a receiver mount on the Nicholas Simons Telescope is shown in Figure 2.10.

The PB-2b receiver mount is identical apart from this front attachment point which includes small

updates.

When the lower boom is horizontal as is necessary for receiver installation, the receiver

mount attachment points are approximately 3.5 m off the ground. Thus, a custom hoisting

structure was designed to enable the receivers to be lifted into positions where they could be

mated to the receiver mounts. Several factors constrained the design of this assembly. First, the

hoisting structure needed to support the weight of the PB-2 receivers with a large margin to ensure

the safety of both the equipment and personnel. With an estimated receiver weight > 1600 lbs,
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Figure 2.10: Photo of the PB-2a receiver mount installed on the Nicholas Simons Telescope
from 2019. The rigging equipment seen in this photo is from installation of these parts and is not
present while the telescope is operating. The steel truss structure and three of its four attachment
points to the telescope can be see, along with the front attachment point between the receiver
and the truss. Hinges that are obscured in this view of the telescope connect the rear part of the
truss structure to the receiver via I-beams along the receiver sides.

all equipment was chosen to be rated for use with a minimum of 4000 lbs. Next, due to physical

constraints of the telescope and receiver assembly procedure, the receiver must be translated in

the z-direction in order to be installed on the telescope in addition to being lifted in the y-direction.

Translational motion, however, is restricted by the presence of the truss. Finally, the height of

the hoisting structure was restricted by the angle of the hoisting straps and the proximity to the

primary reflector.

The resulting design is shown in Figure 2.11. The structure employs a total of ten I-beams,

the center of which acts as a rail on which trolleys can move. The vertical support beams mount

directly to the telescope’s lower boom. This center trolley beam is made of steel as it supports the

most weight, while the other beams are made of aluminum. Simulations in SolidWorks assuming
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Figure 2.11: CAD model of the receiver hoisting structure, with dimensions. Not shown are
four small diagonal members that were added to the design following the load test.

these materials and a total load of 2000 lbs showed a safety factor of about 14 for the center

beam and of about 6 for the three beams that span the lower boom, far exceeding the requirement.

Calculations concerning the strength of the vertical beams demonstrated even larger factors of

safety. Trolleys, chain hoists, and load levelers (two of each) were used that are rated for use up to

4000-lbs each. Figure 2.12 shows the structure during a test assembly and load test performed at

UCSD before shipping the materials to the observatory site for use. Four small diagonal members,

each attaching from one of the vertical I-beams to the telescope structure, were added following

the load test to improve rigidity of the overall structure. The structure was employed successfully

to install the PB-2a receiver on the Nicholas Simons Telescope in 2018, and was used again in

2020 to remove and re-install the receiver for a retrofit operation. This same structure will be

used to install the PB-2b receiver.
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Figure 2.12: Photo of the hoisting structure during a load test performed at UCSD prior to
implementation at the observatory site. The block used as the load during this test weighed
about 2500 lbs, significantly more than the weight of the receiver. Though it was successful,
diagonal members were added to the design following this test to improve rigidity along the
axis parallel to the center trolley beam.

2.1.4 Site Layout and Operation

The SA site layout is shown in Figure 2.13. The three SA telescopes roughly form a

line from north to south, with the Nicholas Simons Telescope at the north end, the Paul Simons

Telescope at the south end, and the Huan Tran Telescope in the center. For the Simons Array, the

PB-2a, PB-2b, and PB-2c receivers will be mounted on these telescopes, respectively. Compres-

sors supporting the receivers’ cryogenic systems, along with the electronics and computers used

in telescope operations, are housed in various shipping containers around the site, with necessary

hoses and wiring routed the each telescope inside cable trays. The two diesel-engine generators

are housed in a larger container on the edge of the site, with hoses connecting them to a 25,000-L

diesel tank.
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Figure 2.13: Aerial view of the SA site. The telescopes roughly form a line in the north-south
direction, with the Nicholas Simons Telescope (PB-2a receiver) on the north end, the Paul
Simons Telescope (PB-2b receiver) on the south end, and the Huan Tran Telescope (originally
PB-1 receiver, planned PB-2c receiver) in the center. The structure that houses the site generators
is shown in the bottom right corner of the photo. Also seen in the image are the various shipping
containers that house the telescope control electronics and computers, compressors for the
receiver cryogenic systems, and general storage items. Photo thanks to Nolberto Oyarce.

Though not shown in Figure 2.13, the Atacama Cosmology Telescope and Cosmology

Large Angular Scale Surveyor, two other CMB experiments, are located just west of the SA site.

The sites for these experiments include high bay areas that have been used for assembly of the

PB-2 receivers before they are installed on the telescopes.

2.2 POLARBEAR-2 Receivers

Each SA telescope houses a single PB-2-style receiver. The term “receiver” here refers

to the instrument that holds the detectors and thereby receives the incident CMB radiation. All
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components interior to the receiver shell are cryogenically cooled to reduce loading on the

detectors due to thermal radiation.

A cross-sectional view of one of the SA receivers is shown in Figure 2.14. Each SA

Figure 2.14: Cross-sectional view of the PB-2b receiver, generated by SolidWorks. The receiver
is broken into two distinct sections, the cylindrical optics tube on the left, which contains the
vacuum window, cryogenic half-wave plate (for PB-2b and PB-2c), reimaging lenses, and Lyot
stop, and the rectangular backend on the right, which contains the detectors and cryogenic
readout components. Each section is cryogenically cooled by a pulse-tube cryocooler not visible
in this cross-sectional view. Detector and readout components in the backend are further cooled
by sub-kelvin refrigeration components, also not visible. Each receiver measures about 2 m in
length.

receiver is composed of two main sections: a cylindrical optics tube, which contains a vacuum

window, cryogenic half-wave plate (for PB-2b and PB-2c), three reimaging lenses, and Lyot stop,

and a rectangular backend, which contains the detectors and cryogenic readout components.

The three SA receivers employ the same basic design, but differ in a few key areas that

will be highlighted in the following sections. Most importantly, the PB-2a and PB-2b receivers
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are designed to be sensitive to radiation bands centered about 90 and 150 GHz, while the PB-2c

receiver is designed for higher frequencies (in order to provide data with which to clean the CMB

signal of foreground emission from galactic dust). And although all three receivers utilize a

continuously rotating half-wave plate (HWP) for modulation of the incoming polarization signal,

the HWP for the PB-2a receiver operates at ambient temperature and is a separate instrument,

while the HWPs for the PB-2b and PB-2c receivers operate at cryogenic temperatures and are

contained within the receivers themselves.

2.2.1 Cryogenics

The receivers for SA must be cryogenically cooled both to reduce the loading from

thermal emission of receiver elements on the detectors and in order for the detectors and readout

electronics to operate. As will be described further in Section 2.2.3, SA employs transition edge

sensor detectors which operate on their superconducting transition, which for SA detectors lies

near 450 mK. To meet these requirements, three cryogenic cooling systems are implemented in

each PB-2 receiver.

Two pulse-tube cryocoolers (PTCs) are used to cool each PB-2 receiver to approximately

4 K, with one PTC installed in the receiver optics tube and another in the receiver backend. The

PTCs used in SA are the commercially available two-stage PT415 models from Cryomech with

remote motor option7. This is a closed-loop refrigeration system utilizing compressed helium

gas, designed to have a cooling capacity of 40 W at 45 K (at its first stage) and of 1.5 W at

4.2 K (at its second stage). The receivers are assembled as a set of nested aluminum shells, as

can be seen in the cross-sectional view in Figure 2.14. Multi-layer insulation (MLI) consisting

of several aluminized polyester sheets exists between each of the shells to reduce the radiative

loading from one shell to the next. The outermost shell utilizes thicker aluminum and provides a

seal for the receiver such that its interior can be brought to near-vacuum pressures (< 10−4 Torr)

7https://www.cryomech.com/products/pt415/
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during operation. Evacuating the receiver is critical before cryogenically cooling as it removes

mass that would require additional cooling power and prevents molecules from condensing on

the equipment, which would add further thermal loading and potentially damage the receiver

components. The inner two shells are constructed of thinner aluminum panels and frame pieces,

with lengths of high-purity (99.9999%) aluminum serving as heat straps to ensure sufficient

thermal conduction between shell pieces on the same stage. Additional heat straps of the same

material connect the shells to various components inside the receiver that require cooling, such as

the reimaging lenses (see Section 2.2.2). Each of these inner shells is thermally connected to one

stage of the PTC, again via high-purity aluminum strips as well as gold-plated copper interfaces.

The PTC first stage, which reaches a temperature of approximately 50 K, attaches to the middle

receiver shells, while the PTC second stage, which reaches a temperature of approximately 4 K,

attaches to the innermost receiver shells. These two shells are thus often referred to as the 50-K

and 4-K shells. Because the optics tube and backend sections of each PB-2 receiver use separate

PTCs, the two sections can be cryogenically characterized individually before the full receiver is

integrated and tested, simplifying the integration process.

In addition to providing cooling for elements within the receiver that could produce optical

loading on the detectors, the backend PTC plays the crucial role of supplying a stage at which

condensation of helium-4 (He-4) can occur, which is necessary for cooling the focal plane to

sub-kelvin temperatures. In each PB-2 receiver, sub-kelvin refrigerators from Chase Research

Cryogenics8 are attached to the 4-K stage in the backend [67]. The Chase refrigeration systems

used in the three PB-2 receivers are helium adsorption fridges, operating by way of evaporative

cooling on three distinct fridge heads. One fridge head implements He-4, while the other two use

He-3. The three fridge heads reach temperatures of approximately 1 K, 350 mK, and 250 mK,

respectively, with each stage providing a buffer for the subsequent cooler stage. The 250-mK

refrigerator cools the stage to which the detectors directly mount, allowing them to operate stably

8https://www.chasecryogenics.com/

45



on their superconducting transition. Heat straps constructed of flexible gold-plated copper foil

with rigid gold-plated copper feet on the ends provide the thermal connection between the fridge

heads and the corresponding temperature stages of the focal plane structure, as discussed in

Section 2.2.3.

These helium adsorption refrigerators do not provide continuous cooling, and must be

“recycled” (liquifying the helium) once the helium in any one of the three fridge heads has

completely evaporated and cooling has ceased (referred to as the fridge “expiring”). Though the

sub-kelvin cryogenic systems for all three receivers utilize Chase helium fridges, the specifications

of each individual system vary slightly based on the target “hold time” of the receiver, defined

as the amount of time between the fridge heads reaching their target base temperatures and the

fridges expiring. A newer version of the Chase system was chosen for PB-2b, which increases

the hold time compared to the system used in PB-2a. An additional He-4 “booster” fridge with

a base temperature of around 1 K is also used in PB-2b, which further increases the hold time.

(Specific characterization of the PB-2b cryogenic system is discussed in Section 3.4.) Based on

the performance of the PB-2b combined sub-kelvin refrigeration system, a custom fridge was

designed for use in the PB-2c receiver [67].

2.2.2 Optical Elements

As shown in Figure 2.14, the main optical elements contained within the receiver are

reimaging lenses, a Lyot stop, a HWP polarization modulator, and a Zotefoam window (with

index of refraction near one at relevant wavelengths [68]). Optical filters are also included in the

system to prevent out-of-band radiation from reaching the detectors. The details of some of these

elements are described below.
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Reimaging Lenses

Three reimaging lenses are utilized within each PB-2 receiver optics tube in order to

create a flat and telecentric focal plane in the backend. These refractive elements in the optical

path are cooled to about 4 K via the optics tube PTC as described earlier so that thermal emission

from the lens masses does not overwhelm the optical loading on the detectors.

The PB-2 lenses are machined from high-purity alumina (aluminum oxide, Al2O3), which

has an index of refraction of about 3.1 [69, 70]. This relatively high index of refraction enables

the lens surfaces to have larger radii of curvature while still focusing the light reasonably fast

compared to other commonly used materials in mm-wave optics such as high-density or ultra-

high-molecular-weight polyethylene [70]. Larger radii of curvature are beneficial because they are

easier to machine precisely and easier to coat for anti-reflection (AR) purposes. Silicon is another

choice for mm-wave optics, but manufacturing of large silicon pieces with robust AR-coating

techniques for silicon has only been recently developed [71].

AR-coatings for the refractive elements in the PB-2 receivers are required to reduce

reflections and achieve an acceptable level of optical efficiency, and to ensure the thermal

loading remains small. Because each PB-2 receiver is sensitive in two observing bands, the

optical elements must employ two-layer coatings to minimize reflections over a broad range of

frequencies. Different techniques are used to coat the lenses in the different receivers for SA,

dependent on the available technologies at the time of fabrication and on the various radii of

curvature for different lenses and receivers. Lens surfaces in the PB-2a receiver are coated either

with two layers of epoxy or with mullite and Skybond [69]. Two of the three lenses for the PB-2b

receiver are coated via a two-layer plasma-spray technique [72]. An epoxy-coated lens has been

fabricated for the remaining PB-2b lens, though there remains a possibility to replace this with a

lens coated with mullite and Duroid as the epoxy coatings are less robust to thermal cycling (see

Section 3.3). Lenses for the PB-2c receiver have not yet been coated.

The optical area of each lens in the system has a diameter of 470 mm. The lens materials
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have extended diameters of about 500 mm in order to include a flange used for mounting and

aligning the lenses with respect to the rest of the receiver and for attaching the heat straps. This

optical area is significantly larger than that of the lenses utilized in PB-1, motivated by the

increased number of pixels and thus increased focal plane diameter of PB-2. The lens surfaces

are conically shaped, and two of the six surfaces are flat [61]. The detector-side of each lens is

placed at a distance of approximately 250 mm, 740 mm, and 1170 mm from the focal plane. All

lenses are mounted directly to the 4-K shell of the optics tube via custom mounting brackets

that provide the necessary freedom to align the lenses accurately and repeatably. A photo of the

installation of the lens that gets mounted closest to the focal plane in the PB-2b receiver is shown

in Figure 2.15.

Figure 2.15: Photo of the epoxy-coated reimaging lens during installation in the PB-2b receiver.
This lens gets placed nearest to the focal plane. The two other PB-2b reimaging lenses are
coated for anti-reflection purposes using a different technique. Four mounting blocks along
the edge of the lens attach the lens to the 4-K shell of the receiver’s optics tube, a section of
which is shown in the photo. Additional holes around the edge of the lens are used for installing
high-purity aluminum heat straps, which thermally connect the lens to the receiver shell and thus
the cold stage of the PTC. Installation of these heat straps was done after this photo was taken.
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Filters

Optical filters are incorporated into the receiver system at different points along the optical

path in order to block higher-frequency radiation from reaching the detectors9. Radio-transparent

MLI (RT-MLI) [73] is located immediately after the window, with a cutoff frequency around

2000 GHz. One infrared (IR) filter, machined from alumina as is done with the lenses and

AR-coated using similar techniques, exists as the receiver’s first cold optical element. This filter

measures 530 mm in diameter and is mounted to the middle shell of the optics tube, thus reaching

a temperature near 50 K when the receiver is cooled. The filter is designed to transmit light at

frequencies below 650 GHz [68].

Low-pass metal-mesh filters fabricated at Cardiff University exist at two positions in the

optical path to further reduce loading, including from optical elements within the receiver [74].

Two filters are located at the Lyot stop, and another set of filters is positioned just before the focal

plane, with one filter per detector wafer (seven filters total in this position). The filters placed at

the Lyot stop are attached to the 4-K shell of the optics tube, while the other metal-mesh filters

mount directly to the structure which holds the focal plane, thermally connected to the 350 mK

fridge head. The filters are designed to have low-pass cutoff frequencies around 360, 261, and

188 GHz, in order from farthest to closest to the focal plane [68].

Polarization Modulators

One crucial optical element in each of the SA telescopes is the polarization modulator

in the form of a half-wave plate (HWP). Time-varying fluctuations in the atmosphere can cause

low-frequency noise in the polarization signal detected by the receiver through instrumental

polarization effects [49, 75]. In order to make measurements of the faint degree-scale CMB

polarization while maintaining reasonably slow telescope scan speeds (constrained both by

telescope construction and by necessary mitigation of vibration-induced heating of focal plane

9On-chip band-defining filters are incorporated into the detector arrays.
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elements) despite this time variation, continuous polarization modulation can be used in which

the signal incident on the modulator is combined with a known modulation tone at a specified

frequency. The signal seen by the detectors is then demodulated in analysis given the known

modulation frequency in order to extract the input signal free from any instrumental effects

introduced later in the optical chain. If the modulation frequency is sufficiently above the

characteristic (or “knee”) frequency of the noise, this noise term can be mitigated [75, 76].

In SA, this modulation is achieved through the use of a continuously rotating HWP

located at the front end of each receiver, building on the successful implementation of a HWP at

prime focus on the HTT with the PB-1 experiment. The principle of operation for polarization

modulation via a HWP involves rotating a birefringent material (a stack of three sapphire pieces to

provide modulation of a broadband signal, in the case of SA). Birefringent materials have a crystal

structure such that the material’s index of refraction is dependent upon the linear polarization

state of the radiation, effectively producing a phase shift between two orthogonally polarized

light waves as they pass through. When the material is rotated at a known, stable frequency,

the polarized signal is modulated. This technique has the added benefit of allowing a single,

linearly-polarized detector to measure both polarization states, removing the need to combine

data from orthogonally polarized detectors within the same pixel in order to measure polarization

and thus avoiding systematic errors due to mismatch between co-located detectors (such as

bandpass mismatch or differential gain). Other polarization modulation techniques implemented

in CMB experiments include the variable-delay polarization modulator, recently in use on the

CLASS telescopes [77]. These are reflective optical elements that modulate incoming polarized

radiation with the use of a polarizing grid and a flat mirror [78]. Reflective elements are often

advantageous as they can be employed for a wide range of observing frequencies and do not

require AR-coatings, but are more difficult to integrate on telescopes with larger optics like those

in SA. PB-1 employed a continuously rotating HWP starting in 2014. Using this HWP, PB-1 was

able to achieve a low-frequency noise knee frequency capable of measuring polarization signals
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at low-` (`∼ 39) [79].

In SA’s Nicholas Simons Telescope with the PB-2a receiver, an ambient-temperature

continuously rotating HWP supplies this polarization modulation and is mounted to the telescope’s

lower boom just in front of the receiver window (near the telescope’s Gregorian focus) [80]. A

cryogenic continuously rotating HWP which has the benefit of decreased optical loading on the

detectors was then developed for use in the PB-2b and PB-2c receivers [81]. These HWPs are

integrated with the receivers such that the sapphire stack is positioned between the alumina IR

filter and the first reimaging lens in the optical path. The mechanism for rotating the sapphire

stack is thermally connected to the 50-K shell of the optics tube, both cooling the sapphire and

enabling the use of a superconducting magnetic bearing to provide continuous rotation.

2.2.3 Focal Plane

Each PB-2 receiver backend in SA contains a focal plane composed of 7,588 polarization-

sensitive detectors. A photo of the assembled focal plane for the PB-2b receiver is shown in Figure

2.16. The detectors are fabricated on a set of seven hexagonal silicon wafers, each containing

271 pixels such that each pixel carries four optically sensitive detectors: two detectors sensitive

to light in each of two frequency bands, with each sensitive to one of two orthogonal linear

polarization states. Detectors in the PB-2a and PB-2b receiver focal planes are sensitive to light

in frequency bands centered around 90 and 150 GHz, while the detectors in the PB-2c focal plane

are sensitive to light in frequency bands centered around 220 and 270 GHz [82]. Additional “dark”

detectors also exist on the focal plane that are not sensitive to optical signals and instead are used

for characterization and calibration purposes. The majority of these detectors are not electrically

connected to the readout electronics during normal operations.
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Figure 2.16: Photo of the complete focal plane in its assembly structure (focal plane tower)
for the PB-2b receiver, viewed from the front or “sky” side, taken in 2021 during assembly at
the SA telescope site. The focal plane is made up of seven hexagonal detector wafers, each
measuring approximately 15 cm across.

Optical Coupling to Detectors

In SA, mm-wave radiation is optically coupled to the detectors via lenslet arrays. The

lenslets, seen as the black components in Figure 2.16, are small, silicon lenses in the shape of

extended hemispheres, each of which couples to a single pixel on the focal plane. These are

fabricated in sets of 271 and assembled on silicon hexagonal arrays which directly mount to the

detector arrays. Like the other optical components in the PB-2 receivers, the lenslets contain

a two-layer AR-coating to maximize the optical efficiency of the system in the two observing

bands. The lenslets for PB-2 have radii of 3.393 mm [83].

The first components (from the point of view of incoming radiation) of the detector arrays

are sinuous antennas which lie directly below the lenslets [83]. There is one antenna per pixel.
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The sinuous antenna, shown in Figure 2.17, is a broadband antenna with a log-periodic design

that is capable of receiving light in both observing bands of the detector array [84].

Figure 2.17: Photo of a single pixel on a PB-2 detector wafer. The spiral pattern in the center
of the circular pixel is the broadband sinuous antenna. Six TES bolometers can be seen as the
rectangular components surrounding the sinuous antenna. The four TESs closer to the antenna
are coupled to the optical signal, with length corresponding to observing band. The two TESs
farther from the antenna are dark bolometers (not coupled to the optical signal from the antenna)
and are used for calibration.

Transition Edge Sensors

Detectors for SA are in the form of transition-edge sensor (TES) bolometers. Six TESs

can be seen as the rectangular components surrounding the sinuous antenna in Figure 2.17 [82],

and a schematic diagram of a TES is shown in Figure 2.18. In general, a bolometer consists of

a thin film thermistor at temperature T that is weakly connected to a thermal bath maintained

at a temperature Tbath, where Tbath < T . Optical power incident on the film gets absorbed and

thus changes its temperature by ∆T . The power then gets dissipated to the thermal bath with a

time constant that depends on the conductance of the thermal link, G, and on the heat capacity of

53



Figure 2.18: Schematic diagram of a transition-edge sensor, or TES, bolometer. A thermistor at
temperature T and with heat capacity C, represented by the pink box with variable resistance
RT ES, is weakly connected to a thermal bath at temperature Tbath, represented by the blue
box, via a link with thermal conductance G. Tbath < Tc, the transition temperature of the TES,
such that the TES can be maintained at a point along its superconducting transition via an
electrical bias voltage. Incident optical power, Popt , represented by the green arrow, can then be
absorbed by the TES, heating it and creating a subsequent increase in RT ES and corresponding
decrease in current through the TES which is measured. The voltage bias acts to ensure negative
electro-thermal feedback such that as Popt increases, the corresponding Pelec from the voltage
bias decreases and the TES remains at its transition.

the film, C. The principle of operation of a bolometer is to measure the intensity of the incident

optical power, and changes in its intensity, by measuring ∆T .

With a TES, the thermistor is made of superconducting material, and the thermal bath

is maintained such that Tbath < Tc, the temperature at which the film becomes superconducting,

known as the critical temperature. For these materials, there is a small temperature regime around

Tc where the material is transitioning between a normal resistive state and a superconducting state.

In this regime, very small changes in temperature (which, in the application of a bolometer as

described above, can be caused by absorption of small amounts of optical power) correspond to
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relatively large changes in resistance through the thermistor. This is illustrated in Figure 2.19,

showing resistance as a function of temperature around Tc for a PB-2 TES bolometer. To produce

Figure 2.19: TES resistance as a function of temperature around the TES critical temperature,
Tc, for an example PB-2b bolometer. At high temperatures, the TES is in its normal regime and
acts as a resistor with constant resistance near 1 Ω. As the temperature is lowered, the TES
transitions into its superconducting regime where the TES resistance is zero. Between these
two regimes, while the TES is transitioning, its resistance drops dramatically with temperature,
enabling measurements of very small changes in temperature. The TES critical temperature
indicates the temperature at which this transition from the normal to the superconducting regime
occurs. For PB-2, Tc is often defined as the temperature at which the TES resistance has dropped
to 80% of its resistance in the normal regime, shown at 0.425 K with the red dotted line for this
particular PB-2 bolometer. The measured and plotted resistance in the superconducting regime
is non-zero due to stray impedance in the bias and readout circuit.

a measurable change in electrical signal across the TES as the optical power is absorbed and the

thermistor’s resistance changes, a initial electrical bias must be put in place. For PB-2 detectors,

this bias is in the form of a voltage bias in order to create a negative electrothermal feedback

loop in the system and enable it to operate stably. A bias power, Pbias, is applied across the

TES to set the voltage bias. As optical power, Popt , is incident on and absorbed by the TES, the

TES’s temperature and therefore resistance increase. Due to the constant voltage bias, Vbias, the

increased resistance corresponds to a decrease in current through the TES, which corresponds to

a decrease in Pbias. This inverse relationship between Popt and Pbias prevents the thermistor from
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experiencing increases in temperature during normal operating conditions that would otherwise

drive it out of its transition [85].

The PB-2 TESs, along with the other components contained on the detector arrays, are

fabricated at the University of California Berkeley Marvell Nanofabrication Laboratory [86].

The TESs corresponding to a single PB-2 pixel can be seen in Figure 2.17. These are custom-

designed to have properties meeting the requirements of SA. The final design employs TESs

made of aluminum manganese with a critical temperature of around 450 mK and a normal

(above-Tc) resistance of 1 Ω [82]. Nominal operating power for the TESs, closely related to

what is commonly referred to as saturation power, is specified for each TES dependent upon its

targeted observing band [82].

The frequency band to which each TES is sensitive is defined using on-chip lumped-

element filters along transmission lines running between the TES optical coupling and the TES.

As noted, the TESs for the PB-2a and PB-2b receivers are designed to detect radition in bands

centered at 90 and 150 GHz. Each observing band has a fractional bandwidth of approximately

30% [82].

Focal Plane Tower and Assembly

The mechanical structure that holds the focal plane is known as the focal plane tower

(FPT). The FPT contains four metal stages which are thermally isolated from each via carbon

fiber rods [87]. The warmest, “4-K” stage mates directly to the 4-K shell of the receiver backend

at the point where it interfaces with the optics tube, while the colder stages mate to the fridge

heat straps described in Section 2.2.1 and reach temperatures of approximately 1 K, 350 mK, and

250 mK. The detector arrays mate to this coldest, 250-mK stage which provides the necessary

cooling of the TESs during operation. The warmer stages provide thermal intercepts for wiring

from the detector arrays to reduce the loading on the coldest fridge heads. The FPT’s 350-mK

stage also serves the purpose of cooling and providing a mounting point for the metal mesh filters
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described in Section 2.2.2. The bare mechanical structure is shown in Figure 2.20a.

Mechanical design of the FPT was motivated by thermal and spatial constraints, but also

with the goal of minimizing the vibrational coupling between the receiver and the focal plane.

Simulations of the structure were performed before construction to ensure avoidance of resonance

frequencies that could potentially be excited by telescope motion [87].

Some of the readout electronics, as described in Section 2.2.4, are susceptible to inter-

ference from radio frequency (RF) radiation. For this reason, the 4-K cavity within the receiver

backend is designed to be completely shielded from RF interference. Since the FPT is situated

between the backend and the optics tube, it must provide an RF seal at this interface. Two pieces

produce this RF seal. An inter-wafer RF shield is machined from a very thin piece of metal.

This has hexagonal cutouts for the detector arrays and is positioned to prevent RF radiation from

leaking into the backend through the gaps between arrays. The second piece consists of a “ring”

of aluminized mylar to create a continuous conductive connection between the focal plane and

the 4-K shell without creating excessive loading.

Assembly of the focal plane and FPT is done in steps. First, the seven detector modules

(which include the detector arrays and their readout electronics as discussed in Section 2.2.4) are

assembled individually and then installed into the machined hexagonal slots in the FPT’s 250-mK

stage. Once the detector modules are in place, the inter-wafer RF shield is added which closes

the gaps between them. Braces are then installed on the back (readout side) of the modules to

constrain their motion with respect to one another in order to further prevent vibrational motion

of the focal plane. Wiring from the readout is then routed through custom parts connected to

successively warmer stages. Finally, the MMFs and RF shield ring are installed on the front of

the FPT and the fully assembled FPT is installed inside the receiver backend as a unit. Photos

depicting some of the steps of this process are shown in Figure 2.20.
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(a) Photo of the PB-2b focal plane
tower, the mechanical structure
that holds the detector modules.

(b) Photo of the PB-2b focal plane
tower after installation of four of
seven detector modules.

(c) Photo of the PB-2b focal plane
tower after full assembly, includ-
ing low-pass filters.

Figure 2.20: Photos of the focal plane tower for the PB-2b receiver at different stages of
assembly. Photos were taken in 2021 during receiver assembly at the observatory site for
installation on the telescope. Photo (a) shows the bare focal plane tower mechanical structure
before any detector modules have been installed. Photo (b) shows the focal plane tower after
installation of four out of seven detector modules. The hexagonal wafers with black lenslet
couplings are visible on two wafers, while the lenslets on the other two wafers are covered by
plates used for protection of the wafer modules during assembly. Photo (c) shows the focal
plane tower after its full assembly. The hexagonal pieces visible in front of the detector modules
are the low-pass metal-mesh filters. Photos (a) and (b) thanks to Jennifer Ito.

2.2.4 Readout System

The readout system for SA refers to the set of electronics required to operate and collect

data from the detectors. This includes both cryogenic and ambient-temperature components.

With the large numbers of detectors needed for modern CMB polarization experiments,

a few different types of readout schemes have been and are currently being implemented. This

includes time-domain multiplexing [53, 85], digital frequency-domain multiplexing [88], and

microwave-multiplexing [41]. Multiplexing refers to the method of operating and reading out

several (N) detectors on a single pair of wires, which is essential for experiments with tens or

even hundreds of thousands of detectors because it reduces the wiring complexity within the
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receiver and reduces the thermal loading on the fridges. SA utilizes a digital frequency-domain

multiplexing (DfMux) scheme, and has been part of the effort to scale this technology to higher

multiplexing factors.

Digital Frequency Multiplexing

SA’s DfMux readout system was developed by a team at McGill University to be used in

SA and SPT-3G, and builds on the system implemented in the PB-1 and SPTpol experiments. A

schematic diagram of the system implemented in the PB-2 receivers, which employs a multiplex-

ing factor of N = 40, is shown in Figure 2.21. This is a significant increase over the multiplexing

factor of the PB-1 readout system, which had N = 8. In this system, each detector, represented in

Figure 2.21: Circuit diagram schematic for the PB-2b readout system utilizing digital frequency-
domain multiplexing, showing the circuit for a single readout module with multiplexing factor
N = 40. An LC resonator is placed in series with each TES (RT ES,i) in the module, with each
resonator in the circuit having a distinct capacitance and therefore a distinct resonant frequency
within the 1.6−4.6 MHz band. The 40 RCL circuits are connected in parallel, and bias tones at
each resonant frequency are generated by room temperature electronics. The individual tones
are amplitude-modulated based on the resistance of the corresponding TES. The tones are then
summed and combined with a nulling signal, and the resulting current is amplified using a
SQUID array before it is returned to room temperature electronics and demodulated. Additional
low-frequency feedback exists between the output of the SQUID array and its input coil but is
not shown here.

the diagram as a variable resistor, RT ES,i, is connected in series to an LC resonator, and the 40

RCL circuits within a single readout module are connected in parallel. The set of RCL circuits
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for a module is often referred to as a “comb” because of the series of peaks shown in a network

analysis of the admittance of the bolometer circuit (see Figure 2.23). The resonators consist of a

capacitor, Ci, and an inductor, L. All inductors have the same inductance with L = 60 µH, but

each capacitor within a readout module has a distinct capacitance, thereby creating a distinct

resonant frequency for each RCL circuit. Capacitance values vary between 21 pF and 161 pF,

resulting in resonant frequencies between 1.6 and 4.6 MHz. The spacing between resonator

frequencies is such that neighboring resonators (in frequency space) are no less than 40 kHz apart,

motivated by the need to keep crosstalk (the signal from one detector influencing the measured

signal from another) low [89]. With this configuration, an electrical signal consisting of several

voltage bias “tones” can be injected on a single wire, and each tone will be directed through

the RCL circuit with that corresponding frequency. As a TES absorbs incident optical power,

it will amplitude-modulate the current through only its circuit element. The individual tones

can be summed again after the resonator elements, where the combined signal is amplified and

transmitted outside the receiver. Ambient-temperature electronics are then able to demodulate the

signal so that data from individual detectors can be collected and evaluated.

The 40 LC resonators for each readout module are made of niobium and fabricated onto

a single piece of silicon which is adhered to a printed circuit board (PCB) and enclosed by an

aluminum shield. 30 of these boards are mounted to the back of each detector wafer assembly and

electrically connected via flexible cables, ideally enabling readout of 1,080 optical detectors, 60

dark detectors, and 60 calibration resistors (located on the LC PCBs) per wafer. Photos of a single

LC PCB and of a nearly assembled detector module containing the wafer module and 30 resonator

circuits is shown in Figure 2.22. (A fully assembled module would include a gold-plated copper

radiation enclosure covering the mounted LC PCBs.) Signals to and from the cold LC PCBs are

carried via the custom niobium-titanium low-inductance cabling shown in the figure.

Although the PCBs are designed with specific resonator frequencies in mind, exact

operating frequencies for each circuit vary based on unavoidable small variations in the fabrication

60



(a) Photo of an LC PCB with res-
onator chip visible.

(b) Photo of an LC PCB with ca-
bling and aluminum shield.

(c) Photo of a detector module
after installation of LC PCBs.

Figure 2.22: Photos of LC resonator components used in the PB-2 receivers’ DfMux readout
system. Photo (a) shows a single chip with 40 LC resonators mounted onto its LC PCB. Photo
(b) shows an assembled LC PCB with its aluminum shield and custom niobium-titanium cabling.
The PCB seen in the photo at the other end of the cabling connects to a PCB holding SQUID
amplifiers. Photo (c) shows a nearly assembled detector module. The detector and lenslet wafers
are located at the bottom of the image in hexagonal packaging. The shielded LC PCBs mount
directly to the back of this detector housing. 30 LC PCBs are needed per detector module. The
LC PCBs are assembled back-to-back in sets of two. Complete assembly of a detector module
includes installation of a gold-plated copper enclosure that surrounds the LC PCBs and serves
as a radiation shield. Photos (b) and (c) thanks to Jennifer Ito.

process. For this reason, resonator frequencies for each LC PCB are measured after it has been

installed within a detector module through a network analysis in which carrier tones in frequencies

throughout the expected range of around 1.6-4.6 MHz, usually with a resolution of about 0.5 kHz,

are generated and sent through the system with the TESs superconducting. A generated tone will

pass through the circuit and create a signal on the output if it matches a resonator frequency, but

will instead be directed to the electrical ground point through the bias resistor if it does not. An

example of the result of this procedure is shown in Figure 2.23, where output signal is plotted

against input tone frequency. Peaks in the data indicate resonator frequencies, and successive

detector operations can be performed by generating bias tones only at these frequencies.
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Figure 2.23: Example results from network analysis for a single set of LC resonators and
corresponding TESs. The data is obtained by sending carrier and nuller tones in a range of
frequencies through the readout system and measuring the response. The peaks correspond to
resonant frequencies of the LC circuit. Network analyses such as this are used to determine
the bias frequencies that are needed to operate and read out detectors. Due to variations in the
fabrication process, these bias frequencies are not identical for all combs, and not all combs
have perfect yield of detectors and resonators. 37 peaks can be seen in this network analysis, out
of a maximum 40 possible.

Superconducting Quantum Interference Devices

As in other CMB experiments, including PB-1, SA utilizes superconducting quantum in-

terference devices (SQUIDs10) as preamplifiers in its readout systems due to their low-impedance

and low-noise properties [88, 91]. One SQUID is used per set of LC resonators, thereby reading

out up to 40 channels. A SQUID is made of a superconducting loop containing two Josephson

junctions. The junctions consist of two superconductors coupled through a weak link, generally

made of non-superconducting material. Current is able to flow freely through this type of junction

without resistance up to a certain threshold called the critical current, Ic,JJ , at which point a

voltage will develop across the junction and increase with further increases in current. With two

(identical) Josephson junctions configured in a SQUID, current passed through the SQUID is

10In this writing, SQUID is used to refer to a DC SQUID rather than an RF SQUID. RF SQUIDs involve a
superconducting loop with a single Josephson junction, and have been used in different applications, including in the
Simons Observatory’s microwave multiplexing readout system [90].
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split between the two junctions, and a voltage will develop across the SQUID only once the input

current surpasses twice the critical current of a single junction (Ic = 2Ic,JJ).

SQUIDs are used as magnetometers because of the properties of a superconducting loop.

Magnetic flux through a superconducting loop is quantized such that

Φ = nΦ0 = n
h
2e

, (2.1)

where Φ is the flux through the superconducting loop, n is an integer, and Φ0 = h/2e with h being

Planck’s constant and e the elementary charge [92]. Thus, in the presence of a magnetic field,

an additional current is induced along the SQUID loop in order to either cancel out or add to

the magnetic flux to satisfy Eq. 2.1. In measuring this induced current by measuring the voltage

across the SQUID, one can determine the magnetic flux of the external field.

Within the PB-2 readout system, SQUIDs serve to amplify the signal from the detectors

by sending the signal through an inductor, known as the SQUID input coil and represented by Lin

in Figure 2.21. When the signal moves through this input coil, a magnetic field is created that is

proportional to the current from the detectors. The SQUID converts this to a voltage which is

then passed to successive components in the readout system. Though not explicitly shown in the

figure, additional low-frequency feedback between the output of the SQUID and its input coil

serves to account for slow variations in the external (not produced by either the signal or the bias)

magnetic field during observations [93].

Precisely measuring the current through the input coil requires tuning the SQUID into a

regime where it is sensitive to the expected external magnetic flux. This tuning is achieved via

two biases. A current bias, Ibias > Ic, is applied across the SQUID such that the current through

each Josephson junction in the superconducting loop is above the critical current of the junctions,

allowing a voltage to develop across the loop even in the absence of magnetic flux. A separate

bias referred to as a flux bias, generated as a current sent through the input coil or other nearby
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inductor, then creates an external magnetic flux, Φbias, through the SQUID loop. Figure 2.24

illustrates this operation, indicating the current bias, the flux bias, and the signal.

Figure 2.24: Schematic diagram of SQUID operation. The SQUID consists of a superconducting
loop interrupted by two Josephson junctions, represented by × marks. A bias current, Ibias,
represented in blue, is applied across the SQUID loop and is split between the two junctions. In
the presence of a magnetic field, an additional, induced current, Iind , shown in pink, develops
around the SQUID loop in order to cancel out or add to the magnetic flux through the loop
such that it is equal to an integer number of flux quanta. As long as the total current through
the SQUID is greater than the SQUID’s critical current, Ic, a voltage can be read out. Changes
in this voltage correspond to changes in induced current, which correspond to changes in the
external magnetic field. This allows the SQUID to precisely measure a current signal, Isignal ,
shown in pink, that is sent through a nearby inductor. The bias current and an additional flux
bias, Φbias induced by I f lux−bias, also shown in pink, are chosen such that the SQUID sensitivity
to changes in this current signal is optimized.

Figure 2.25a shows the results of output voltage measurements under a set of current and

flux bias combinations, referred to as a voltage-flux or V −Φ curve. This is formed in practice by

setting Ibias, sweeping through several values of Φbias, and repeating for additional Ibias values.

The curve for each Ibias choice above the SQUID’s critical current is periodic as Φbias is swept

through several flux quanta. Peaks in the V −Φ curve indicate instances when the external

flux generated by the flux bias is equal to a half-integer number of flux quanta, necessitating a

large induced current around the SQUID loop. Troughs in the curve indicate instances when

the external flux is equal to an integer number of flux quanta, in which case there is no induced
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(a) Voltage vs. flux curve for a SQUID array. (b) Corresponding current vs. voltage curve.

Figure 2.25: SQUID voltage vs. flux (V −Φ) and current vs. voltage (IV ) curves for a single
SQUID array. Each curve in Figure (a) measures the voltage response as a function of flux bias
(generated by current through the input coil) for a given bias current. The flux bias modulates the
output voltage as different levels of magnetic flux induce different amounts of current through
the SQUID loop. The IV curve in Figure (b) plots the minimum output voltage as a function
of bias current, accounting for a linear drift. Only when the bias voltage increases above the
SQUID’s critical current does an output voltage develop across the SQUID.

current around the SQUID loop. Before using SQUIDs to read out detector signals, optimal bias

points for each device are determined such that the SQUID lies roughly between a peak and a

trough where it is most sensitive to changes in the magnetic flux and therefore to changes in

current through the input coil. Figure 2.25b shows the corresponding plot of minimum output

voltage (corresponding to the troughs in the V −Φ curves) as a function of bias current11 (IV

curve). As can be seen in both plots, the output voltage is zero for bias currents less than the

critical current of the SQUID. Below this threshold, only in the presence of magnetic flux at

near half-integer flux quanta values is the output voltage measured to be non-zero. Above this

threshold, the output voltage is measured to be non-zero for all values of magnetic flux, though

changes in magnetic flux still modulate the voltage.

Application of SQUIDs, particularly in SA and in many other CMB experiments, involves

connecting SQUID elements into arrays in which the many SQUIDs work together as an amplifier.

11A linear detrend is applied to the data to account for parasitic resistance in the circuit that would otherwise show
non-zero output voltage at low current bias)
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This is the case for both PB-1 and SA, which utilize the SA4b and SA13a SQUID array designs

from the National Institute of Standards and Technology, respectively12. Configuring the SQUIDs

in arrays with elements both in parallel and in series enables the gain, dynamic impedance,

input-referred noise, and input inductance to be tuned for specific applications [94]. The SA13a

SQUID arrays used in the PB-2 receivers for SA are configured as 3 banks of SQUIDs in series

× 2 banks in parallel, with each bank of SQUIDs containing 64 SQUID elements in series [94].

Details about how this SQUID array design was chosen are described in Section 3.2.

SQUID arrays are assembled onto custom SQUID PCBs in sets of eight which are installed

with magnetic shields in each PB-2 receiver backend at the 4-K shell. Photos of assembled SQUID

PCBs are shown in Figure 2.26. Two different versions of the SQUID PCB (versions 7 and 8)

are used in SA. The main difference between the two designs is that version-7 PCBs employ a

2-point connection to the SQUID input, while version-8 PCBs employ a 4-point connection, as

seen in Figure 2.26a. SQUID arrays in the PB-2a receiver are mounted on version-7 PCBs, while

SQUID arrays in the PB-2b receiver are mounted primarily on version-8 PCBs. Each SQUID

PCB is thermally attached to the 4-K shell via heat straps made of gold-plated copper. Edge

connectors on the SQUID PCBs electrically connect the SQUID arrays to wiring that leads out

of the receiver to the ambient-temperature readout components. Electrical connections between

the SQUID chips and the SQUID PCBs are made through aluminum wirebonds. The custom

cabling from eight LC resonator PCBs feeds into one connector which mates to the SQUID PCB.

A total of 210 SQUID arrays, one for each LC PCB, are required to read out a full PB-2 focal

plane. These are installed in the receiver across 28 SQUID PCBs13.

12Choice of SQUID design for use in the PB-2c receiver is not yet finalized, but the SA13a design is used in PB-2a
and PB-2b.

13Not all 28×8 = 224 available slots on the SQUID PCBs are populated with an active SQUID array; seven of
the 28 PCBs only contain six active SQUID arrays. The SQUID arrays and PCBs are distributed in this way due to
constraints from connections made to the LC PCBs and detector wafers.
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(a) Photo of a single SQUID chip popu-
lated onto a SQUID PCB, connected to
the PCB via aluminum wirebonds.

(b) Photos of a SQUID PCB fully populated with eight SQUID
chips, with (bottom) and without (top) magnetic shielding in-
stalled.

Figure 2.26: Photos of SQUID PCBs populated with SQUID chips. The SQUID chips (NIST
SA13a design shown) are connected to the PCBs via aluminum wirebonds. A maximum of
eight SQUID chips can be populated onto a single SQUID PCB. The black connector on the left
side of the SQUID PCB connects to cabling that routes to the LC PCBs, and the edge connector
shown at the top of the SQUID PCB connects to wiring on the receiver’s 4-K shell that leads
to ambient-temperature electronics outside the receiver. The SQUID PCB with its magnetic
shielding is shown in the bottom panel of Figure (b).

Digital Active Nulling

A significant difference between the PB-1 and SA readout system is the use of digital

active nulling (DAN) with SA [93, 95]. With DAN, additional narrow-band nulling tones (Inuller

in Figure 2.21) are generated by the ambient-temperature readout electronics along with the

carrier tones (Icarrier) at the same frequencies. The nuller tones, however, are continuously

adjusted in amplitude and phase based on feedback from the SQUID, and are injected into the

circuit at a point between the RCL comb and the SQUID input coil. The currents are not meant

to flow through the resonators and TESs, but rather to combine with the carrier tones at this

junction and cancel them out such that the signal through the SQUID input coil is nearly zero.

The incorporation of this precise, active feedback loop means that it is easier to maintain the
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SQUID operating point within its linear regime even when the signal from many TESs may

be changing. This eliminates the need for a shunt-feedback circuit to around the SQUID [88]

implemented in the PB-1 readout system, which limited the bandwidth of the readout system

and thus the achievable multiplexing factor. Utilization of DAN directly enables the use of the

1.6-4.6 MHz band for readout, corresponding to SA’s increased multiplexing factor and ability

to readout significantly more detectors than PB-1. The DfMux system for SA is designed for a

multiplexing factor of 40, but other systems that implementing the same readout technology have

achieved multiplexing factors up to 68 and higher [96].

Ambient-Temperature Electronics and System Summary

The ambient-temperature electronics for the PB-2 DfMux system comprise three compo-

nents: a SQUID controller board, a mezzanine, and a motherboard. Each SQUID controller board

controls four SQUID arrays, so two of these boards are needed for each SQUID PCB. The SQUID

controller boards connect directly to connectors on the outside of the PB-2 receiver vacuum shell

so that the (still small) signals output by the SQUID arrays and transmitted outside the receiver can

be immediately amplified [97]. An aluminum structure with conductive gasket is placed around

the set of SQUID controller boards on the receiver to create an RF shield around these electronics.

These boards also provide the biases needed to tune the SQUID arrays. On the other hand, the

mezzanines and motherboards live in the electronics enclosures described in Section 2.1.3. Each

mezzanine corresponds to one SQUID controller board, and each motherboard connects to two

mezzanines. The mezzanines hold the electronics primarily responsible for generating the carrier

and nuller tones and for synthesizing the output signals [93, 97]. The motherboards carry a

field-programmable gate array and are responsible for digital signal processing and data streaming

[97]. A list of the detector and readout components, and the number of each type required for

reading out a full PB-2 focal plane, are indicated in Table 2.1.
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Table 2.1: List of readout components required for a single PB-2 receiver. Components are
listed by location in the readout circuit, which also corresponds to the temperature stage at
which they are located. Both cryogenic and ambient-temperature components are included.

Readout Component Number Required Temperature Stage
Detector wafers 7 250 mK

LC PCBs 210 250 mK
SQUID arrays 210 4 K
SQUID PCBs 28 4 K

SQUID controller boards 56 300 K
Mezzanines 56 300 K

Motherboards 28 300 K

2.3 Science Goals

The Simons Array’s primary science goals focus on further characterization of the CMB’s

B-mode power spectrum. The first of these goals is to put constraints on the predicted B-mode

signal from inflationary gravitational waves. As noted in Section 1.3.4, this signal is expected to

peak at angular scales of `≈ 100, corresponding to roughly degree-sized features. The second is to

use polarization measurements to reconstruct the lensing potential. The signal from gravitational

lensing, described in Section 1.3.3, peaks at angular scales of `≈ 1000, corresponding to features

roughly a few arcminutes in size. Measurement of the lensing power spectrum not only will

provide data with which SA and other CMB experiments can de-lens the total B-mode signal, thus

improving constraints on inflation, but will also be used to put constraints on the total neutrino

mass. SA’s ability to make polarization measurements at angular scales between ` = 50 and

`= 3000 is designed specifically for these two goals. Additionally, SA will be able to use E-mode

measurements to constrain Ne f f (related to the energy density of light, weakly-coupled particles)

[98] and ns (the spectral index of scalar fluctuations), and will probe physics beyond ΛCDM and

inflation such as cosmic birefringence and primordial magnetic fields using the EB cross spectra

(expected to be zero in standard cosmological models) [48, 99].

To forecast the level of constraining power an experiment’s data will have on these types of
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cosmological parameters, models are often used that take into account the experiment’s instrument

sensitivity, fraction of the sky to be observed, and observing time and efficiency. These types of

sensitivity calculators can also be used to inform instrument design and technological choices to

ensure the experiment’s technical design will allow it to meet its science goals. One sensitivity

calculator, BoloCalc [75, 100], was designed for use with the Simons Observatory. Though it

was developed after much of SA’s technical design had been finalized, BoloCalc has been used

within SA for sensitivity forecasting.

Instrument sensitivity is calculated by examining the noise contributions from different

parts of the system. These noise contributions are often quoted in the form of a noise-equivalent

power (NEP), which corresponds to the power a signal would need to have to reach a signal-to-

noise of one in a one-Hertz output bandwidth, or, equivalently, after measuring for 0.5 seconds.

For CMB experiments like SA, the total NEP for a detector has contributions from photon noise,

thermal carrier noise in the TESs, and readout noise14:

NEPdet =
√

NEP2
γ +NEP2

G +NEP2
readout . (2.2)

These contributions are added in quadrature, as shown, assuming they are white (equal intensity at

all frequencies) and uncorrelated, and have units of [power]/
√

[frequency]. Photon noise (NEPγ )

arises from the fundamental fluctuations in photon arrival time and is related to the optical power

on incident on the bolometers. Thermal carrier noise (NEPG) comes from fluctuations in the

heat flow between the TES thermistor and the thermal bath to which it is connected via a link

with thermal conductance G. Readout noise (NEPreadout) contains contributions from several

sources in the readout system, including the SQUID arrays. The readout noise contribution is

generally characterized as a noise-equivalent current (NEIreadout) as referred to the input to the

SQUID amplifier, which has units of [current]/
√

[frequency]. In order to convert this to an NEP

14Johnson also exists due to thermal fluctuations in the bolometer, but for modern CMB experiments the contribu-
tion from Johnson noise is often negligible compared to other noise sources and thus is left out in this discussion.
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on the bolometer, it must be divided by TES responsivity (sensitivity to changes in optical power,

dIT ES/dPopt).

For CMB experiments, it is then useful to convert the NEP into a noise-equivalent CMB

temperature (NET) with units of [temperature]
√

[time]. Similar to NEP, NET is defined as the

fluctuation in CMB temperature that would create a signal-to-noise ratio of one after one second

of integration time. This conversion must account for the change in power seen at the bolometer

for a given change in CMB temperature on the sky (dP/dTCMB), and is given by

NETdet =
NEPdet√
2 dP

dTCMB

. (2.3)

The factor of
√

2 arises because we are defining NET by an integration time of one second rather

than a bandwidth of one Hertz. Because CMB experiments employ arrays of detectors whose

data are combined when making maps of the sky, the sensitivity is improved and we can define

an array NET as [100]

NETarr =
NETdet√

Y Ndet
Γ (2.4)

where Ndet is the total number of detectors, Y is the fractional detector yield, and Γ represents

the degree to which noise is correlated between different detectors. Thus, experiment sensitivity

increases as the square root of the number of operational detectors, motivating the large increase

in detector count from PB-1 to SA, and in other current CMB experiments.

Finally, the noise in the resulting CMB maps can be calculated from a given NETarr by

accounting for the size of the observed sky patch and the observing time. This measure, known

as map depth, determines how precisely an experiment can measure the CMB, and therefore how

well it can constrain different parameters. Increasing the observing time and decreasing the sky

coverage improve map depth.

SA is planned to operated for five years, with different receivers coming online at different

times, and to observe the patches of the sky described in Section 2.1.2. Estimates of SA sensitivity
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indicate its ability to place upper bounds on the tensor-to-scalar ratio and the sum of the neutrino

masses of r ≤ 0.02 and ∑mν ≤ 40 meV15. On-sky measurements with the PB-2a and PB-2b

receivers in the coming months (see Chapter 4) will provide better estimates of NETarr values to

better understand SA’s expected constraining power.
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Chapter 3

Lab Characterization of the PB-2b

Receiver

The PB-2b receiver went through a series of measurements at UCSD during various

points in its development prior to assembly in the field in preparation for later installation

on the Paul Simons Telescope. These measurements of both the individual subsystems and

the integrated receiver serve to certify that chosen components will work reliably under normal

observing conditions in Chile and that they have expected properties that meet design requirements.

Particularly with regard to cryogenic components, replacement in the field is time-consuming

and costly, and risks further damage. We thus want to be confident all components for use in the

field are working as expected in the lab before the receiver gets integrated with the telescope. For

experiments like the Simons Array, where control of systematic effects is crucial in achieving

the sensitivity needed for making meaningful measurements of the CMB’s faint polarization

signal, these laboratory measurements also provide the opportunity to understand procedures for

performing precise on-sky characterization of various system properties which are used as inputs

in the analysis in order to accurately account for instrumental effects.

Section 3.1 discusses measurements of PB-2b detector properties prior to deployment of
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the receiver. Section 3.2 details measurements of the readout system, with a particular emphasis

on the SQUID array amplifiers. Sections 3.3 and 3.4 briefly describe in-lab characterization of

the receiver’s optical and cryogenic systems.

3.1 Detectors

Detectors for use in the PB-2b receiver in the field were tested in the lab in multiple

stages before being shipped to Chile. These tests include probing the electrical connections

following fabrication, small-scale initial measurements of sample pixels, full-scale testing in a

“dark” environment (no optical power incident on the detectors), and optical measurements in

the integrated receiver. Not all detector wafers undergo laboratory testing at every stage, but

because the seven PB-2b detector wafers are all fabricated using the same process we expect

similar performance and have been able to confidently choose wafers that we expect will work

well in the field based on the laboratory data taken.

3.1.1 Detector Properties

The primary properties used to characterize PB-2b detectors in the laboratory are normal

resistance (Rn), turnaround power (Pturn), lowest operating fractional resistance, and critical

temperature. These properties can all be measured under dark conditions. Rn refers to the

resistance of the TES when it is operating at a temperature above that at which it transitions

to its superconducting state. In this regime, the TESs act as typical resistors. PB-2b TESs are

fabricated with a target of Rn = 1.2±0.3 Ω [82]. Pturn refers to the power at which dI/dV = 0.

Pturn is used as a proxy for optimal operating power of each TES, which is an important parameter

for biasing detectors for observations in the field. The target Pturn value is dependent on the

observing band to which a given TES is sensitive because the expected levels of incident optical

power on the detectors under typical observing conditions depends on this choice. For PB-2b

74



detectors sensitive to the 90 GHz band, the target Pturn range is 7.8−10.0 pW, while for detectors

sensitive to the 150 GHz band the target range is 18.9−26.7 pW [82]. Lowest achieved fractional

resistance refers to how far into the transition (decreasing the TESs resistance) the TESs can

be biased and still operate stably. As the resistance of the TES decreases, parasitic resistances

elsewhere in the circuit begin to have a larger effect on the system and it reaches a point at which

the TES no longer becomes stable and abruptly moves to a fully superconducting state (known as

“latching”). The lower the fractional resistance (operating resistance compared to Rn) at which

latching occurs, the more freedom there is to tune to TESs to regimes with high responsivity.

Finally, Tc refers to the temperature at which the TES transitions from normal to superconducting.

The target range for Tc is 420−470 mK [82].

Some optical properties can also be measured in the lab prior to use in the field. This

includes measurements of optical detector time constants, τ , which characterize the finite response

times of the TESs. Given constraints from the readout circuit and the expected rotation frequency

of the cryogenic half-wave plate, the target range for PB-2b detector time constants is 1−5 ms

[102]. Optical measurements can also be made to determine the polarization angle of the detectors,

each of which, for PB-2, is sensitive incident radiation with a specific linear polarization. The

detector wafers are fabricated with two types of pixels that differ based on polarization angle,

and within each pixel are detectors sensitive to orthogonal polarization angles. Thus, across a

single wafer there exist detectors sensitive to four linear polarization states, spaced 45◦ apart.

Furthermore, for each pixel type sensitive to a given polarization angle, there is a corresponding

pixel type that is its mirror image in order to account for the effect of polarization wobble in

sinuous antennas. Finally, optical spectroscopic measurements can be performed in order to

measure the bandpass of each detector (the range of frequencies to which it is sensitive). PB-

2b detectors have target band centers at 89.5± 4.5 GHz and 147.5± 7.4 GHz and fractional

bandwidths of about 30% [82].
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3.1.2 PB-2b Detector Testing and Results

Detector wafers for PB-2 receivers are fabricated alongside single-pixel witness samples.

Following fabrication, each wafer is first probed to identify and record any open electrical

connections. The samples are then measured in smaller cryogenic testbeds to verify general

functionality and properties. These preliminary measurements generally include Rn, Pturn, and

Tc, and sometimes also include spectral measurements of the detectors’ bandpasses. If these

measurements indicate reasonable performance, the wafer is assembled in its mechanical mount

and fitted with a lenslet array and readout electronics, creating the detector module. An assembled

module can then be tested using the pyDfmux software (described in Section 3.2.1) either alone

or in parallel with others in larger cryogenic testbeds, including the PB-2 receivers. Detector

modules are tested under dark conditions (either in an optically closed testbed or with custom

covers directly in front of the lenslets) before undergoing any potential optical tests.

The main test of PB-2b detector modules intended for use in the field occurred at UCSD

in 2019 using the PB-2b receiver. During this cooldown, a full set of seven detector modules was

installed in the receiver. Four of the seven modules were installed with covers to allow for dark

characterization, while the remaining three modules were open to optical signals1. Five of the

seven detector modules were eventually selected for use in the field, while the remaining two

modules did not meet requirements. The two additional detector modules selected for use in the

field with PB-2b were thus characterized separately in other testbeds.

Measurements from this set of tests performed on the PB-2b detector modules are pub-

lished in Ito, et al., 2020 [102]. This includes measurements of the dark detector properties

(Rn, Pturn, lowest operating fractional resistance, and Tc), along with optical time constant and

polarization measurements on a subset of the detectors exposed to to optical signals. The results,

summarized in Table 3.1, demonstrate values within the indicated target ranges for all parameters

1The three optical detector modules were installed with neutral-density filters made of machinable microwave
absorber MF-110 to attenuate optical signals from the laboratory environment, which are much larger than the CMB
signals for which the detectors are optimized.
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Table 3.1: Summary of results from tests from PB-2b’s final in-lab cooldown showing measured
properties of detector modules selected for deployment. Detailed distributions are shown in Ito,
et al., 2020 [102]. Mean values for all properties listed fall within the target design ranges for
PB-2b detectors. Lowest operating fractional resistance is not included in this table as a mean
value was not published, but results indicate values suitable for reaching target time constants.

Mean Value
Normal Resistance (Rn) 0.99 Ω

Turnaround Power (Pturn) - 90 GHz Band 9.5 pW
Turnaround Power (Pturn) - 150 GHz Band 21.7 pW
Critical Temperature 451 mK
Optical Time Constant (τ) at RT ES = 0.7Rn 3.4 ms

listed.

Laboratory measurements of bandpasses using a Fourier-transform spectrometer (FTS)

had been planned, but due to time constraints large-scale spectral measurements of PB-2b

detectors were not performed prior to integration of the receiver at the observatory site. Data

from witness sample measurements provide sufficient indication that the spectral properties are

as designed. Large-scale spectral measurements of the PB-2b detectors will be delayed until the

receiver is operating in the field, at which time a custom FTS will be used to collect the data that

can be applied to analysis of CMB data. The FTS is one that was built to specifically couple to

the SA telescopes, and was previously used to measure the spectral properties of detectors in the

PB-1 receiver [103].

With this set of tests showing good agreement between designed and measured values for

detector properties, along with the successful operation of similar detector modules in the PB-2a

receiver in the field, we are confident the seven detector modules chosen for deployment with the

PB-2b receiver will perform well.
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3.2 Readout and SQUIDs

As described in Section 2.2.4, the readout system for the Simons Array receivers utilizes

digital frequency-domain multiplexing (DfMux) and consists of both cryogenic and ambient-

temperature components. The components of the DfMux system contribute to the overall noise

level of the experiment, and imperfections during component fabrication, handling, and operation

can decrease to the experiment’s detector yield. Both of these factors can decrease PB-2b’s

sensitivity to the CMB. Thus, careful attention to our choice of readout technology, as well as

screening and quality control of individual readout components, are important parts of laboratory

receiver measurements before fielding a successful experiment.

Noise contributions from the readout system can be characterized as a noise-equivalent

current, NEIreadout , measured in pA/
√

Hz and referred to the input of the SQUID array. Mini-

mizing noise from the readout system is a key challenge for modern CMB experiments. Warm

amplifier noise, carrier and nuller DAC noise, fundamental SQUID noise, and warm and cold

resistor Johnson noise all contribute to NEIreadout [88]. Targets for readout noise are set by com-

paring these noise contributions to photon and bolometer noise (see Section 2.3) and requiring

that the readout noise be as small as possible compared to these more fundamental noise sources

in the overall system noise. For PB-2 receivers, an estimate for the minimum expected photon

+ bolometer noise-equivalent current is about 20 pA/
√

Hz2. We require the readout to perform

such that it is not the dominant noise source (NEIreadout < 20pA/
√

Hz), and target values lower

than this so that readout noise is significantly sub-dominant. Because NEIreadout refers to a noise

current at the SQUID input coil, the importance of readout noise produced in sources after the

SQUID array in the readout circuit is affected by the properties of the SQUID array itself, and

SQUID devices must additionally be screened to account for their impact on this conversion

factor.
2This estimate is calculated using values for optical power and bolometer resistance that would produce the

lowest expected photon + bolometer noise. This conservatively low minimum photon + bolometer noise is thus used
to set a maximum allowable readout noise.
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Along with readout components adding to system noise, failure of these components

leads directly to loss of data and therefore a reduction in sensitivity. Yield hits from minor flaws

in the readout system such as broken wire bonds on a single LC resonator result in the loss of

single detectors, but, due to the nature of multiplexing, damage to other single pieces of readout

electronics can result in the loss of several detectors and significant impacts to system sensitivity.

With PB-2’s multiplexing factor of 40, though the receiver employs over 7,500 optical detectors,

failure of any single component that interacts with the summed signal amounts to a yield hit

of about 0.5%. It is therefore critically important that we thoroughly test each of the readout

components and ensure they are capable of robust, stable operation before deploying the PB-2b

receiver.

This section will describe selection and characterization of components in PB-2b’s readout

system, with an emphasis on the SQUID array amplifiers. These not only contribute their own

amplifier noise to the system and are components where single device failure affects multiple

detectors, but are also of particular importance in the readout system because properties of the

SQUID array impact the conversion factor between noise produced in sources post-SQUID array

in the readout circuit and the signal through the SQUID input coil. The dynamic range of the

SQUID arrays also impacts our ability to operate our detectors. Therefore, multiple SQUID array

designs were considered and tested before SQUID devices were selected for deployment with

PB-2b.

3.2.1 SQUID Properties and Measurement Techniques

A variety of SQUID properties can be measured during in-lab characterization of the

PB-2b receiver. These properties, along with some of the measurement tools and techniques, are

described below.
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pyDfmux

A software library known as pyDfmux is used to operate the SA readout system by

controlling the ambient-temperature electronics. This library contains algorithms for a number of

operations, including generating carrier and nuller tones at specific frequencies and amplitudes,

biasing bolometers, biasing SQUID arrays, measuring SQUID array properties, and reading out

bolometer signals. It also includes a set of transfer functions necessary for converting “counts”

in the analog-to-digital and digital-to-analog converters to physical units through electronic

components in the readout system [97]. The pyDfmux framework is what is used in making all

measurements described in this section, and is what will be used to operate the PB-2b detector

and readout system in the field.

Heating SQUIDs

Before any tests of the readout system, the SQUID arrays are heated to above their

superconducting transition temperature (∼ 9 K) using resistors on the SQUID PCB and are then

allowed to cool back down to their operating temperature (∼ 4 K). This is done to remove any

trapped flux through the individual SQUID loops that would cause the full array to lose sensitivity

to signals through the input coil [104, 105]. This process is done using a pyDfmux algorithm

which takes approximately 20 minutes to complete. SQUID arrays should not need to be heated

more than once for a given cryogenic cycle unless the receiver is undergoing extreme tests, but

the arrays are often heated immediately before any SQUID-specific tests in order to ensure an

accurate measurement.

Voltage-Flux Curves

As described in Section 2.2.4, by sweeping through a range of current and flux biases one

can map out a voltage-flux, or V −Φ, curve for a SQUID. A set of V −Φ curves can be measured

for a desired set of bias points using a pyDfmux algorithm that controls the SQUID controller
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boards to set the biases and measure the output voltage at each point.

Ideally a SQUID V −Φ curve, for current biases above the SQUID’s critical current, will

show a smooth, nearly sinusoidal, periodic pattern with a period equal to one flux quantum [91].

Some features can arise on top of this sine-like curve (in particular a “kink” on the falling edges of

the curves) that are well understood and produced by other electronic components in the system

[106]. However, other features have been seen for which the production mechanism is not fully

understood. These features can make reliably and repeatably tuning the SQUID arrays to a stable

operating point difficult, especially when trying to do so efficiently with an automated algorithm.

For this reason, SQUID V −Φ curves are checked in laboratory tests prior to use in the field to

ensure no unwanted features will hinder operation.

Maximum peak-to-peak voltage, Vpp, is a measure of the full height of the V −Φ curve for

the current bias choice which maximizes this property. Vpp can be measured with a V −Φ curve,

and is sometimes used as a proxy for transimpedance, described below, as the two properties are

generally correlated.

Transimpedance

One of the most important properties of a SQUID array amplifier is its transimpedance,

Zt , defined as

Zt =
∂Vout

∂ Iin
, (3.1)

where Vout is the measured voltage across the SQUID and Iin is the signal current through the input

coil. The SQUID amplifier converts current to voltage, and the transimpedance represents the

gain of this amplifier. Higher transimpedance amplifies the signal and thereby reduces the impact

of noise sources post-SQUID in the readout system compared to the signal. Transimpedance

corresponds to the slope of the V −Φ curve at a given current and flux bias, and the pyDfmux

SQUID tuning algorithm chooses current and flux biases to nearly maximize transimpedance. For

PB-2, we require SQUID arrays used in the field to demonstrate Zt > 350 Ω after normal tuning
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to ensure the desired signal is amplified sufficiently as to not be overwhelmed by noise sources

later in the readout system.

Dynamic Impedance

Dynamic impedance, Zdyn, also referred to as output impedance, is defined as

Zdyn =
∂Vout

∂ Ibias
, (3.2)

where Vout again is the measured voltage across the SQUID and Ibias is the bias current through

the SQUID. Higher dynamic impedance values can add noise to the system by converting current

noise through the SQUID Josephson junctions to a voltage noise at the output. For an optimal

transimpedance, the SQUIDs can be tuned to an operating point with either high or low dynamic

impedance. Unfortunately, the regime in which low dynamic impedance is achieved is prone to

kinks in the V −Φ curve discussed earlier, and stable operation at this point is not possible in

the current readout configuration [96]. We therefore assume operation at the high-Zdyn bias point

and require Zdyn < 900 Ω here. Note that work is being done to find solutions that would allow

operation at the low-Zdyn bias point by implementing a low-pass filter in the system that would

prevent resonances from influencing the V −Φ curves.

Linearity

Measurements of SQUID linearity, or linear dynamic range, can be performed by increas-

ing the amplitude of nuller tones sent through the SQUID arrays’ input coils and measuring the

change in transimpedance as the operation point moves along the V −Φ curve. As the operation

point nears a peak or trough in the curve, the slope, and therefore the transimpedance, changes.

A wider range of amplitudes for which the transimpedance remains near its maximum value is

preferable as this indicates a wider range of signals over which the SQUID arrays act stably and
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with high gain. Though no specific requirements for linearity were in place for PB-2b SQUID

arrays, this parameter was considered when comparing different SQUID designs.

Noise from Zero-Amplitude Network Analysis

One way of measuring the readout noise is by performing a network analysis with the

amplitude of the tones set to zero. As described in Section 2.2.4, during a network analysis carrier

and/or nuller tones are injected into the system over a range of frequencies and the demodulator

channels read out the signal at each. This procedure is normally used as a means of identifying

the resonator frequencies in the RCL circuit, but the same algorithm can also be used to measure

noise when the amplitude is set to zero, effectively removing the injected signal and instead

allowing the demodulator channels to read out only the noise. The measurement can be performed

with the focal plane above or below the transition temperature of the detectors.

To quantify and compare results from this type of network analysis, we generally measure

a noise level at 6,000 frequencies over a range of frequencies slightly larger than the readout band,

and then take the median of these values to represent the noise level of a particular module or

SQUID array. We require a median noise lower than 20 pA/
√

Hz for PB-2b SQUID arrays.

Amplitude-Dependent Noise

Another noise measurement was made to evaluate the SQUID array’s ability to support a

full comb (up to 40 channels) of current without significant noise increases. In this measurement,

the bolometer stage is heated above the transition temperature of the TESs and a voltage bias is set

at the corresponding resonant frequencies (“overbiased” state of the bolometers). The amplitude

of the carrier tones is then increased gradually, with bolometer noise measured at each amplitude

for each carrier frequency. Tests of this type for the PB-2b readout system include amplitudes

from 0.0001 to 0.05 as measured in normalized units from the ambient-temperature readout

electronics. It is important that this measurement be performed on SQUID arrays connected to
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resonator combs with high yield, as yield hits will cause lower currents through the SQUID array

than would be expected in the field.

Results from operation of PB-2a in the field indicate typical overbias amplitudes of around

0.035. However, absolute noise values from this measurement cannot be directly linked to noise

when operating detectors using the same overbias amplitude in the field because the detectors will

be in a different state (overbiased as opposed to in the transition with optical power), which affects

the actual current amplitude through the system. We instead focus the amplitude-dependent noise

results discussed later in this section on the degree to which this amplitude dependence exists

rather than on the specific noise values achieved at a given amplitude.

Input Inductance

The inductance of the SQUID input coil, Lin, is set during fabrication of the SQUID chips

and is not expected to vary significantly among SQUIDs of the same design. Design values of Lin

was a critical factor in selecting SQUID arrays for PB-2 as is discussed in Section 3.2.2. Effective

input coil inductance, which accounts for any stray inductance in the wiring of the readout circuit,

can also be estimated by looking at changes in noise as a function of frequency.

3.2.2 Selection of PB-2b SQUID Design

After a series of measurements with different SQUID array designs, the SA13a design

from the National Institute of Standards and Technology (NIST) [94] was chosen for use in

PB-2b. This is the same type of SQUID array as is in use in the PB-2a receiver. Other candidates

considered include the SA4b design also from NIST [94] and the E2 and F2 designs from STAR

Cryoelectronics3,4.

3https://starcryo.com/
4The STAR Cryoelectronics SQUID array designs were not considered for PB-2a due to PB-2a’s deployment

timeline.
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SQUID Input Inductance Consideration

NIST SA4b SQUID arrays were originally intended to be used in the Simons Array

following their successful use in the PB-1 receiver. The critical difference between this design

and the SA13a or STAR Cryoelectronics designs is the inductance of the SQUID input coil which

is designed to be O(100) nH for SA4b SQUID arrays and O(10) nH for the other SQUID arrays

[107]. This difference was found to be important considering the active nulling involved in the

PB-2 readout system due to an effect referred to as “current sharing” [87]. With PB-2’s use of

digital active nulling (DAN) as described in Section 2.2.4, in the ideal case a nuller signal is

created that perfectly cancels the signal from the carrier tones and neither the carrier nor the

nuller signal is affected by the impedance of the SQUID input coil. However, DAN uses feedback

from the signal at the ADC and therefore also attempts to null any noise that gets injected into

the system from sources after the SQUID input coil. Since these nulling signals are not canceled

by the carrier tones, they see two paths to ground - one through the SQUID input coil and one

through the resonator comb and bias resistor - as shown in Figure 3.1. With ZSQ > 0, the current

through the SQUID is less than the uncanceled nuller current because some of this current finds

an easier path to ground through the resonator comb. The system then needs to generate a larger

nuller signal to combat the injected noise signal, and the overall system noise increases. This

effect is greater at higher frequencies because inductor impedance scales with frequency. The

reduced input coil inductance and therefore reduced ZSQ associated with the SA13a and STAR

Cryoelectronics SQUID array designs lessens the overall impact of current sharing, and for this

reason it was clear the SA4b SQUID arrays would not be suitable for any PB-2 receiver.

Overview of Low-Inductance SQUID Designs

After identifying the need for low-inductance input coils, two SQUID array designs were

primarily considered for use in PB-2b: NIST’s SA13a design and STAR Cryoelectronics’ E2
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Figure 3.1: Simplified diagram of the PB-2 DfMux readout circuit illustrating current sharing.
The full circuit diagram is shown in Figure 2.21. Particularly when there is noise injected into
the system in components situated post-SQUID array, Inuller can include signals that are not
canceled by the carrier current that is driven through the RCL circuit represented by the purple
box. These uncanceled nuller tones see two paths to ground from the junction represented by
the red dot - one (desired) path through the SQUID input coil, and one through the RCL circuit
and the bias resistor. SQUID arrays with lower input coil inductance create a lower impedance
through this first path, resulting in less unwanted nuller current through the resonator comb and
less overall noise in the system.

design5. Table 3.2 gives a summary of a comparison between these two SQUID array designs

based on design values and laboratory measurements. These measurements and results are

discussed in detail in the following sections.

Input Inductance, Transimpedance, Dynamic Impedance, and Linearity

The design values for the different input coil inductances for the different SQUID array

designs are listed in Table 3.3 [107]. Additionally, noise measurements at a range of frequencies

within the readout bandwidth were performed on a small set of SA13a and STAR Cryoelectronics

SQUID arrays (O(10) each) to determine the effective input coil inductance, which includes

stray inductance from the circuit wiring. These measurements show the E2 SQUID arrays having

5STAR Cryoelectronics’ F2 design was also briefly investigated, but was removed from consideration after a set
of small-scale measurements with around 20 SQUID arrays indicated a slightly better performance of the E2 arrays.
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Table 3.2: Summary comparing STAR Cryoelectronics E2 and NIST SA13a SQUID designs
based on several SQUID parameters. Columns 2 and 3 indicate quantitative results when
applicable, while column 4 contains conclusions. Italicized values indicate design values, while
all other values are measured mean values from large-scale laboratory tests unless otherwise
specified.

SQUID Star Cryo. NIST
Parameter E2 SA13a Conclusions
Input
Inductance (Lin)

11 nH 50 nH Sufficiently low Lin for both designs.
Slight preference for E2 design due to
lower value.

Transimpedance
(Zt)

820 Ω 690 Ω Sufficiently high Zt for both designs.
Slight preference for E2 design due to
lower value.

Dynamic
Impedance
(Zdyn)

∼ 580 Ω 740 Ω Majority with sufficiently low Zdyn for
both designs, but with a few outliers.
Slight preference for E2 design due to
lower value.

Linearity - - Sufficiently good linearity for both
(based on small-scale testing).
Slight preference for E2 design due to
larger linear dynamic range.

Efficiency /
Reliability of
Tuning

- - Unacceptable tuning efficiency and reli-
ability for E2 design due to high occur-
rence rate of problematic V −Φ behav-
ior.
Strong preference for SA13a design
due to better V−Φ behavior and demon-
strated reliability of tuning in PB-2a.

Noise 8.4 pA/
√

Hz
(median
value from
zero-amp
network
analysis)

5.5 pA/
√

Hz
(median
value from
zero-amp
network
analysis)

Sufficiently low noise achieved with
both designs as measured by zero-
amplitude network analyses. More high-
noise outliers seen for SA13a design.
Noise increases with carrier tone ampli-
tude seen for both SQUID designs.
Slight preference for SA13a design
due to slightly lower occurrence rate of
poorly understood amplitude-dependent
noise and lower median noise from zero-
amplitude network analysis.
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a lower effective input coil inductance compared to the SA13a SQUID arrays by about 30 nH

[107].

Table 3.3: SQUID array input coil inductance design values for the NIST SA4b, NIST SA13a,
and STAR Cryoelectronics E2 and F2 designs. Measurements have been made of Lin,e f f ective for
the SA13a and E2 designs [107], which includes contributions from the wirebonds and other
wiring to the SQUID array, but design values are listed here to give a better comparison to
the SA4b design and because the stray inductance values should be consistent across SQUID
designs so long as the same readout hardware and wiring technique is used.

Lin [nH]
NIST SA4b 300
NIST SA13a 50
STAR Cryoelectronics (E2 & F2) 11

The lower input coil inductance of the STAR Cryoelectronics SQUID arrays makes them

a better candidate for use in PB-2b, but both designs sufficiently suppress the noise enhancement

from current sharing compared to the SA4b design.

Figure 3.2 shows histograms of the tuned transimpedances achieved by a nearly full

set of E2 SQUID arrays and of SA13a SQUID arrays. Data from the E2 SQUID arrays were

obtained during an in-lab cooldown of the PB-2b receiver during which a full set of detectors and

readout electronics were in use. Data from the SA13a SQUID arrays were obtained during in-field

measurements in the PB-2a receiver from an arbitrarily selected day of observation. The two

designs perform similarly, with both distributions showing mean values well over the requirement

of Zt > 350 Ω. Though the E2 distribution contains some SQUID arrays below this threshold

while the SA13a distribution does not, this is a result of the different conditions under which the

SQUID arrays were selected. The SA13a arrays shown here were rigorously screened for use in

the field with PB-2a and only selected if they had been previously shown to meet transimpedance

requirements. Since the E2 data comes from a laboratory test, fewer restrictions were imposed

upon the SQUID arrays during the selection process. On the other hand, the E2 data also show a

greater number of SQUID arrays with transimpedance greater than that achieved by any of the
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(a) Histogram of transimpedance values from STAR
Cryoelectronics E2 SQUID arrays.

(b) Histogram of transimpedance values from NIST
SA13a SQUID arrays.

Figure 3.2: Histograms showing the measured transimpedance of STAR Cryoelectronics E2
SQUID arrays compared to NIST SA13a SQUID arrays. Both distributions indicate SQUID
arrays that meet the requirement of Zt > 350 Ω. The wider distribution of E2 SQUID arrays
on the low-Zt side is mainly a result of selection effects as described in the text. The wider
distribution of E2 SQUID arryas on the high-Zt side indicate a preference for the E2 design over
the SA13a design in this regard.

SA13a arrays. Because of this, the data show a very slight preference for E2 SQUID arrays, but

indicate that both designs meet the transimpedance required for use in the field.

Figure 3.3 shows histograms of the dynamic impedances achieved by a full set of SA13a

SQUID arrays and of E2 SQUID arrays. Data used in the histograms were obtained during the

same two measurement periods described above for the transimpedance data. The two SQUID

designs have similar dynamic impedance values. Both datasets show a few outlier SQUID

arrays with Zdyn above the threshold of 900 Ω. Again there is a slight preference for the STAR

Cryoelectronics E2 design due to its slightly lower mean Zdyn value, but the data indicate both

designs meet requirements.

Measurements of each SQUID design’s linear dynamic range were also performed on the

smaller set of SQUID arrays tested for Lin measurements. Detailed techniques and measurement

results are reported in [107], with results showing a slight preference for the STAR Cryoelectronics

E2 SQUID arrays.
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(a) Histogram of dynamic impedance values from
STAR Cryoelectronics E2 SQUID arrays.

(b) Histogram of dynamic impedance values from
NIST SA13a SQUID arrays.

Figure 3.3: Histograms showing the measured dynamic impedance of STAR Cryoelectronics E2
SQUID arrays compared to NIST SA13a SQUID arrays. The distributions for the two designs
are similar, with most SQUID arrays achieving Zdyn values between 400 and 900 Ω, meeting the
requirement. Both sets show a few outlier SQUID arrays with high Zdyn.

Full-Scale Operation/Reliability and Noise Measurements

STAR Cryoelectronics E2 SQUID Arrays

A full-scale test of the PB-2b readout system using STAR Cryoelectronics E2 SQUID

arrays was performed in 2019 at UCSD during a cooldown of the PB-2b receiver. Testing

of E2 SQUID arrays prior to this cooldown had been done on a smaller scale as mentioned

above (see Howe, 2019 [107]), and on a larger scale but without the SQUID arrays connected

to resonators and detectors, but this cooldown was the first full test of system operation. The

cooldown in which this full-scale readout test was performed was the last in-lab cooldown of the

PB-2b receiver, which also included tests of the detectors and of the cryogenic HWP system, as

discussed elsewhere in this chapter.

During this cooldown, 29 SQUID PCBs containing a total of 230 E2 SQUID arrays (one

SQUID PCB was populated with only six SQUID arrays rather than eight) were installed in

the PB-2b receiver, 28 of which were connected to detector modules. All SQUID PCBs were

thermally connected to the PB-2b backend’s 4-K shell via gold-plated copper heat straps. This

setup corresponds to the deployment-style receiver configuration that will be implemented when

90



observing in the field. A full set of ambient-temperature electronics were connected to the SQUID

PCBs on the outside of the receiver such that all SQUID arrays could be operated in parallel

and their properties measured under field-like conditions. About ten SQUID arrays were not

able to be operated during this cooldown due to networking issues with the ambient-temperature

electronics, but characterization data for the remaining SQUID arrays were obtained.

One primary test of the SQUID arrays that was performed under these field-like conditions

was to take densely sampled voltage-flux (V −Φ) curves using the pyDfmux algorithm described

earlier. Looking at the V −Φ curves helped us to evaluate our ability to reliably and repeatably

tune the SQUID arrays to stable operating points, as unwanted features or kinks apparent in a

V −Φ curve can cause the SQUID to have a lower transimpedance and a smaller linear dynamic

range.

V −Φ curves for the operable SQUID arrays were obtained several times over the course

of the cooldown and visually inspected for unwanted features, appropriate tuning points, and

repeatability. In the final dataset of this cooldown in which densely sampled V −Φ curves were

measured for 214 SQUID arrays, 33% of SQUID arrays were flagged during visual inspection for

displaying unwanted features. For comparison, unwanted V −Φ behavior was not seen to be an

issue worth quantifying in earlier, smaller-scale tests of the E2 SQUID arrays. The flagged V −Φ

curves were categorized based on the type of unwanted features they exhibited, though the curves

within each category varied in prominence of the unwanted feature(s). The four categories were

(1) falling-edge kinks (25 SQUID arrays, 12%), (2) rising-edge kinks (2 SQUID arrays, 1%), (3)

double shoulder (37 SQUID arrays, 17%), and (4) broad peaks (7 SQUID arrays, 3%). Examples

of each are shown in Figures 3.4, 3.5, 3.6, and 3.7.

Some of the unwanted features in their V −Φ curves showed some correlation with

position on the SQUID PCB and attachment to resonators and detectors. As seen in Figure 2.26b,

each SQUID PCB contains up to eight SQUID arrays, and thus each SQUID array is placed in

one of eight possible positions. Position 1 refers to that closest to the connector which leads to the
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Figure 3.4: Example of a V −Φ curve from STAR Cryoelectronics E2 SQUID array
STCR_053.8 during full-scale tests, flagged for having a kink on the falling edge. 24 other
V −Φ curves were flagged for similar behavior after visual inspection.

Figure 3.5: Example of a V −Φ curve from STAR Cryoelectronics E2 SQUID array
STCR_064.7 during full-scale tests, flagged for having a kink on the rising edge. One other
V −Φ curve was flagged for similar behavior after visual inspection.

wiring for the resonators and detectors, and position 8 refers to that farthest from the connector.

All V −Φ curves exhibiting falling-edge kinks were seen on SQUID arrays in positions 5-8 on

the SQUID PCB, and half were in position 8. This position dependence follows logically given

92



Figure 3.6: Example of a V −Φ curve from STAR Cryoelectronics E2 SQUID array
STCR_046.6 during full-scale tests, flagged for having a double shoulder. 36 other V −Φ

curves were flagged for similar behavior after visual inspection.

Figure 3.7: Example of a V −Φ curve from STAR Cryoelectronics E2 SQUID array
STCR_058.6 during full-scale tests, flagged for having broad peaks. Six other V −Φ curves
were flagged for similar behavior after visual inspection.

distortions known to occur when parasitic capacitance is present in the SQUID circuit [106] and

given the longer PCB traces leading to positions 5-8. Conversely, the double-shoulder features for

which we do not understand the production mechanism were not seen to depend on the SQUID
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array’s position on the PCB. Additionally, though the sample size was small, only one of 14

SQUID arrays not connected to detectors and resonators displayed features in its V −Φ curve,

explaining why the pervasiveness of this effect was not seen in earlier large-scale measurements.

More testing with different configurations would be required to understand how the rest of the

readout circuit is interacting with the SQUID arrays to influence this behavior. Attempts were

made to improve SQUID array performance by eliminating or minimizing all unintentional paths

to electrical/Earth ground, but these changes did not significantly impact the percentage of SQUID

arrays suffering from these effects.

Though all categories of V −Φ curves can cause difficulties with tuning, some can be

accounted for with careful configuring. With feedback from the DAN system, the PB-2 SQUID

arrays should remain near their tuning point when in use, so it is only strictly necessary to have a

stable operating point on one side of the V −Φ curve. For reasons related to the slow feedback

loop, PB-2 SQUID arrays must be biased on the falling edge of a V −Φ curve, so SQUID arrays

exhibiting rising-edge kinks can generally still be used. Likewise, SQUID arrays exhibiting

falling-edge kinks can theoretically be used if the SQUID output is connected in its reverse

configuration, effectively moving the kink to the opposite side. “Double-shoulder” SQUID arrays,

on the other hand, show disruptions on both sides of the curve, often making stable operation

impossible. In some instances a stable operating point can be identified if a higher current bias is

used that moves the operating point away from regimes in which features are present, but this

often comes at the cost of transimpedance. Likewise, SQUID arrays with “broad peaks” in their

V −Φ curves often show degraded transimpedance.

Although many of these SQUID arrays can in principle be tuned to stable operating points,

use of SQUID arrays exhibiting these types of features in the field can be problematic for three

reasons. Firstly, as noted above, finding stable operating points can often require sub-optimal

tuning at a point with lower transimpedance. This means readout noise produced in sources

post-SQUID in the readout chain will have a larger impact on the bolometer signals. With the
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requirement of Zt > 350 Ω and given the achievable transimpedance values of E2 SQUID arrays

shown in Figure 3.2a, for many SQUID arrays there is room for transimpedance degradation

without dipping below this threshold, but not for all.

Secondly, the reliability and efficiency of finding stable operating points for the SQUID

arrays must be considered for operation in the field. For example, it is important to note that the

data shown in Figure 3.2a, where the STAR Cryoelectronics E2 SQUID arrays are demonstrated

to be capable of achieving high tuned transimpedance values, were obtained after hand-tuning of

the SQUID arrays based on careful examination of their V −Φ curves to manually identify stable

operating points – a procedure that is not sustainable or efficient for continuous observations in

the field.

Finally, the high percentage of SQUID arrays exhibiting some form of this behavior

combined with a lack of understanding about the mechanisms causing it is reason for concern.

Slight variations in the V −Φ behavior were seen across multiple measurements (within the same

cooldown/test configuration). Without clear, reliable repeatability during lab tests, and without a

clear correlation that explains the behavior, there is definite risk associated with operating these

SQUID arrays in the field, and the possibility cannot be ruled out that an even higher percentage

of SQUID arrays would exhibit similar behavior when subjected to the conditions in the field

compared to those in the lab.

Full-scale tests of amplitude dependent noise were also performed during this cooldown.

As mentioned, these tests are performed by injecting carrier tones of increasing amplitudes into

the system and measuring the noise at each. An example of results from this measurement for a

single SQUID array and set of resonators is shown in Figure 3.8. The results are shown only for

I-phase (in-phase) noise, but similar, often more extreme trends are also shown in the Q-phase

(quadrature) data [108]. The Q-phase data are omitted here because Q-phase data are not typically

used in PB-2 science analysis. Noise increases are seen with respect to both bias frequency and

carrier tone amplitude. The plots shown in Figure 3.8 are fairly representative of the sample of
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(a) Noise vs. bias frequency for a set of carrier tone ampli-
tudes during an amplitude-dependent noise measurement
on a single E2 SQUID array, STCR_052.8.

(b) Corresponding noise vs. carrier tone ampli-
tude averaged over all bias frequencies during
an amplitude-dependent noise measurement.

Figure 3.8: Example of the results of an amplitude-dependent noise measurement on a STAR
Cryoelectronics E2 SQUID array, STCR_052.8. The left plot shows the noise as a function
of bias (resonator) frequency, where each colored line corresponds to a different amplitude of
carrier tones injected into the system. The right plot shows the same data but averaged over bias
frequency, with mean noise plotted as a function of carrier tone amplitude. A general increase in
noise is seen with increasing carrier tone amplitude for this SQUID array. The degree to which
the noise increases with carrier tone amplitude varies by SQUID array, with some SQUID arrays
exhibiting a much weaker change in noise as carrier tone amplitude changes, and some a much
stronger change.

E2 SQUID arrays tested, though the degree to which the noise increases with both carrier tone

amplitude and bias frequency varies. Noise increases with respect to bias frequency are generally

subtle and are thought to result from increases in parasitic impedance of inductive elements in

the circuit. Noise increases with respect to carrier tone amplitude, however, are expected to

correspond to the SQUID array’s ability to handle increases in current through the input coil, and

were seen in several SQUID arrays during this cooldown to be significant.

Figure 3.9 shows histograms of the results for one set of amplitude-dependent noise

measurements performed on 180 sets of resonators late in the cooldown, after work had been

done to optimize the grounding configuration of the readout electronics and the receiver. Each

“count” plotted in the histograms corresponds to a single readout channel (single resonator in a

comb), rather than to an entire readout module or SQUID array. Thus, data from a single SQUID

array are represented by about 40 channels or counts. At low carrier tone amplitude, a large
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Figure 3.9: Results of amplitude-dependent noise measurements taken on a set of 180 E2
SQUID arrays. Each plot depicts a histogram of the I-phase noise values measured for the active
channels when a carrier tone of a given amplitude was passed through the resonator circuit. A
total of about 5100 channels were measured during this test, with the exact number of active
channels at each carrier tone amplitude varying. As carrier tone amplitude is increased, overall
noise levels of the system increase and the histograms flatten. The mean and median noise values
for the lowest carrier tone amplitude, 1.0×10−4, are 17.2 and 16.1 pA/

√
Hz, respectively, while

the mean and median noise values for the highest carrier tone amplitude, 5.0×10−2, are 79.2
and 25.7 pA/

√
Hz, respectively. The histograms only show data up to 60 pA/

√
Hz, but many

channels, especially at higher carrier tone amplitudes, had noise values much higher than this.
Carrier tone amplitude are quoted in normalized units from the ambient-temperature readout
electronics.

majority, 82%, of channels show noise levels below 20 pA/
√

Hz. However, once the carrier tone

amplitude has been increased to 1.0×10−2 (in normalized units from the ambient-temperature

readout electronics), the percentage drops to 74%, and again to 28% once the amplitude reaches
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(a) Amplitude-dependent noise measurement
results for E2 SQUID array STCR_073.7 dur-
ing a test in which a nearly full set of SQUID
arrays were operated in parallel.

(b) Amplitude-dependent noise measurement results for
E2 SQUID array STCR_073.7 during a test in which this
SQUID array was operated by itself (no measurements
running in parallel).

Figure 3.10: Noise vs. frequency data for E2 SQUID array STCR_073.7 during two tests of
amplitude-dependent noise, one in which the SQUID array was operated in parallel with others
(left) and on in which it was operated by itself (right). Different colored lines correspond to
different carrier tone amplitudes. The noise increase as a function of carrier tone amplitude seen
in the plot on the left completely disappears when the SQUID is operated alone, indicating that
contamination from other readout circuits may have a large impact on the amplitude dependence.

5.0×10−2, the highest measured during this test.

Attempts were made to reduce overall amplitude-dependent noise in the system by

investigating the impact of operating channels on different SQUID arrays in parallel. In a

dedicated test of one SQUID array, STCR_073.7, the results of which are shown in Figure 3.10,

nearly all amplitude-dependence was removed once the SQUID array was measured with channels

on all other SQUID arrays turned off. However, this SQUID array also underwent a significant

degradation of transimpedance over the course of the multi-SQUID array measurement, while

its transimpedance remained stable during the single-SQUID array test, so the root cause of

the amplitude-dependent noise remains unclear. Additional amplitude-dependent noise tests of

single SQUID arrays indicated various levels of improvement. However, none provided a robust

explanation or solution, and the specific methods used for acquiring the improved data are not

realistic to apply to field operations. Further investigation at a larger scale would be needed to

understand the effectiveness of these techniques and if they can be implemented in a way that
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could be used during regular observations in the field.

Amplitude-dependent noise measurements were also made over larger sets of SQUID

arrays but with certain “bad” channels turned off to see if doing so would allow other channels to

show improved performance. The data shown in Figure 3.9 were measured on channels on 180

SQUID arrays6 (rather than on the full set needed to read out all detectors, which is 210). “Bad”

channels that were turned off during this measurement were chosen as those on SQUID arrays

seen to be outliers based on noise performance from other metrics (such as median noise from

zero-amplitude network analyses, as described below). Histograms from a measurement during

which all available channels were operating is shown in Figure 3.11. Comparing these data to

those shown in Figure 3.9, a slightly lower percentage of channels (70%) show noise less than

20 pA/
√

Hz at a carrier tone amplitude of 1.0×10−2 (and similarly shifted for other carrier tone

amplitudes). However, the difference is in part just from removing the “bad” channels rather than

from improvement on the measured channels, and the difference is not large enough to provide a

reliable solution to this problem in the field.

Lastly, a phase rotation was applied to the I- and Q-noise data to test whether or not it was

possible to shift to a coordinate system (I′ and Q′) in which all of the amplitude dependence exists

only in the Q′ component of the signal [87, 108]. This was shown to be somewhat effective in

earlier small-scale measurements with STAR Cryoelectronics E2 SQUID arrays [107]. Results of

applying this phase rotation to the large-scale data are shown in Figure 3.12, and some statistics

of the data comparing the noise at the lowest and highest carrier tone amplitudes before and after

applying this phase rotation are summarized in Table 3.4. As can be seen in the data, application

of a phase rotation is effective at reducing the overall I-phase noise levels at both high and low

amplitudes. However, the amplitude-dependent nature of this noise remains even after applying

a phase rotation as we still observe a dramatic increase in mean and median noise levels with

increases in carrier tone amplitude.

6Although the algorithm was run for a total of 180 SQUID arrays, the number of SQUID arrays for which results
were obtained may be smaller than this.
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Figure 3.11: Results of amplitude-dependent noise measurements taken on a set of 206 E2
SQUID arrays. This measurement differs from that shown in Figure 3.9 in that it includes a
nearly full set of SQUID arrays, rather than intentionally turning off SQUID arrays that had
previously exhibited high noise. The goal was to determine if turning off “bad” SQUID arrays
would allow others to achieve improved noise levels. The mean and median noise values for the
lowest carrier tone amplitude, 1.0×10−4, are 17.5 and 16.4 pA/

√
Hz, respectively, while the

mean and median noise values for the highest carrier tone amplitude, 5.0×10−2, are 81.4 and
27.9 pA/

√
Hz, respectively. These values are slightly higher than those achieved when the “bad”

SQUID arrays are turned off, as expected, but the overall difference in performance is not large
enough to solve the problem of amplitude dependence.

Although the histograms in Figures 3.9, 3.11, 3.12 depict the most straightforward

way of representing the data collected in this measurement, a better indicator of SQUID array

performance is to plot channel noise as a function of total current through a full comb of resonators

and TESs (corresponding to a single SQUID array) as opposed to as a function of individual
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Figure 3.12: Results of applying a phase rotation to the data shown in Figure 3.9 (taken on a set
of 180 E2 SQUID arrays) in order to minimize the I-phase noise. Although this technique is
effective in reducing the overall noise levels at all carrier tone amplitudes, it is clear that I-phase
noise in the rotated coordinate system still suffers from an amplitude dependence, with noise
levels increasing with carrier tone amplitude. Statistics on this data with and without applying
the phase rotation are indicated in Table 3.4.

carrier tone amplitude. These two values are not directly comparable when comparing different

SQUID arrays involved in the measurement because channel yield varies for each readout module,

and thus the number of bias tones associated with each SQUID array varies. Although ideally the

DAN feedback causes the corresponding current through the SQUID array input coil to be zero

regardless of carrier tone amplitude and number of carrier tones (because the corresponding nuller

tones will cancel them), this is not necessarily the case in practice due to noise sources such as

crosstalk (signal from tones on neighboring resonator combs contaminating the signal through the

measured module). In general, it is believed that the current load on the SQUID array scales with
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Table 3.4: Statistics corresponding to amplitude-dependent noise data collected for 180 E2
SQUID arrays before and after applying a phase rotation to reduce the I-phase noise. Statistics
shown correspond to the 2019-10-22 dataset shown in Figures 3.9 and 3.12 (before and after
phase rotation, respectively). “Low Amplitude” and “High Amplitude” correspond to carrier tone
amplitudes of 1.0×10−4 and 5.0×10−2 in normalized units, the lowest and highest amplitudes
measured, respectively. “Low Noise” indicates channels with median noise < 20 pA/

√
Hz.

Applying the phase rotation reduces the overall noise levels and increases the percentage of
channels with low noise, but does not remove the amplitude dependence of the noise. Even after
applying the phase rotation, significant increases are seen in both the mean and median noise
levels as carrier tone amplitude is increased.

Before After
Phase Rotation Phase Rotation

Median Noise Low Amplitude 16.1 13.1[
pA/
√

Hz
]

High Amplitude 25.7 19.9
% Change 60% 52%

Mean Noise Low Amplitude 17.2 14.0[
pA/
√

Hz
]

High Amplitude 79.2 53.7
% Change 360% 280%

% Low Noise Low Amplitude 82% 96%
High Amplitude 28% 51%

the current through the corresponding comb, though the proportionality is not precisely known.

Because of this, we use total current through the resonator combs as a proxy for current load on

the SQUID array. We group the data for each histogram based on this quantity which is found

by summing the currents through each resonator/TES on a given comb for a given carrier tone

amplitude. Figure 3.13 shows this depiction, using the same data plotted in Figure 3.9.

Using data from dark detector measurements, we roughly estimate the current through an

individual TES to be about 4.8 µA when observing the CMB in the field. We then estimate the

total RMS current through the comb as

Itot =
IT ES√

2
×
√

N ≈ 21 µA, (3.3)

assuming the resonator comb has 100% yield (N = 40). We therefore can conservatively evaluate

the expected amplitude-dependent noise performance of the STAR Cryoelectronics E2 SQUID
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Figure 3.13: Results of amplitude-dependent noise measurements taken on a set of 180 E2
SQUID arrays (same dataset as shown in Figure 3.9) organized by total current through the
resonator comb (Itot). Each plot depicts a histogram of the I-phase noise values measured
for the active channels when the total (RMS) current through the resonator comb was within
the specified range. The y-axis indicates normalized channel counts rather than absolute
channel counts because the total number of channels measured for each current range varies
significantly (due to differences in channel yield on different combs). Like with carrier tone
amplitude, as total current through the resonator comb increases, overall noise levels of the
system increase and the histograms flatten. The mean noise values for the most relevant current
ranges, 10µA < Itot < 20µA and 20µA < Itot < 30µA, are 26.0 and 37.5 pA/

√
Hz, respectively.

The median noise values for these current ranges are 16.9 and 18.6 pA/
√

Hz, respectively. The
histograms only show data up to 60 pA/

√
Hz, but many channels, especially at higher current

ranges, had noise values much higher than this.
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(a) Noise vs. frequency for zero-amplitude network
analysis noise measurement on E2 SQUID array
STCR_069.6 using data taken before grounding im-
provements were made to the system. Results indi-
cate noise levels that do not meet the requirement,
with a median noise level of 35.5 pA/

√
Hz.

(b) Noise vs. frequency for zero-amplitude network
analysis noise measurement on E2 SQUID array
STCR_069.6 using data taken after grounding im-
provements were made to the system. Results indi-
cate noise levels that meet the requirement, with a
median noise level of 10.2 pA/

√
Hz.

Figure 3.14: Zero-amplitude network analysis example plots for a single E2 SQUID array
during full-scale tests in the PB-2b receiver performed while the focal plane was cooled below
the transition temperature of the detectors. The plot on the left shows data taken before
improvements had been made to the grounding of the ambient-temperature readout electronics,
while the plot on the right shows data taken after. The reduction of overall noise levels between
the two datasets indicates that readout noise levels for E2 SQUID arrays depend heavily on the
grounding scheme of the readout electronics. Both datasets exhibit narrow-band features which
are thought to arise from environmental pickup but are unlikely to influence the overall readout
noise level significantly.

arrays in the field by examining the top-center and top-right panels of Figure 3.13, which show

channel noise levels for SQUID arrays operating with 10−20 µA and 20−30 µA of current

through their corresponding resonator combs, respectively. In these two regimes, 71% and 58%

of channels exhibit noise levels below 20 pA/
√

Hz, leaving a significant number of E2 SQUID

arrays linked to high noise at full scale.

Finally, noise measurements from zero-amplitude network analyses were performed on

the full set of E2 SQUID arrays during this cooldown. Examples of data from a single SQUID

array measured at different times during the cooldown are shown in Figure 3.14, with noise

plotted against frequency. The two datasets were measured two weeks apart, with the most crucial

change between the two measurements being the ground connection for some of the SQUID
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controller boards. The left (earlier) plot shows data from a SQUID array with a median noise

level of 35.5 pA/
√

Hz and elevated noise levels across a wide region of the readout band. The

right (later) plot shows data from the same SQUID array, now with a median noise level of

10.2 pA/
√

Hz and only narrow-band features present. Both wide-band and narrow-band features

are indicative of environmental pickup within the electronics. Narrow-band features should not

influence the overall readout noise level significantly so long as they do not over lap directly

with the resonator frequencies, which is unlikely. For this reason, we take the median of the data

from this measurement to represent the noise associated with a given SQUID array. Wide-band

features, however, along with elevated noise floors, can span multiple resonator frequencies and

therefore can impact overall readout noise. This measurement illustrates the need to implement

proper grounding in order to minimize environmental pickup.

Overall results for 206 SQUID arrays (nearly full set) are shown in Figure 3.15, where the

median noise level associated with each SQUID array is plotted. With the grounding iterations,

the noise levels in all SQUID arrays was reduced to less than 20 pA/
√

Hz, as required.

Figure 3.15: Histogram of median noise levels of a nearly full set of E2 SQUID arrays mea-
sured during zero-amplitude network analyses. Data shown were taken after improvements
to the grounding configuration of the ambient-temperature electronics had been implemented,
decreasing the noise levels on some SQUID arrays. During this test, all measured SQUID arrays
achieved noise levels below 20 pA/

√
Hz, as desired, with a mean of 8.7 pA/

√
Hz and a median

of 8.4 pA/
√

Hz.
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It is important to note, however, that both the zero-amplitude network analysis data and

the amplitude-dependent noise data were measured after careful assessment of the SQUID arrays’

V−Φ curves to identify acceptable tuning points. If the V−Φ curves were to change significantly,

they could require manual re-optimization of the tuning points to achieve acceptably low noise, a

procedure which, as stated, is not feasible regularly in the field.

The problems identified with full-scale operation of E2 SQUID arrays during the cooldown

described in this section are linked but not entirely correlated. As with the V −Φ curves, some

trends were seen between noise (both from zero-amplitude network analyses and from amplitude-

dependent tests) and position on the SQUID PCB, with SQUID arrays farther from the connection

point to resonator combs more often exhibiting high noise.

NIST SA13a SQUID Arrays

Development of the readout system for PB-2b benefited from experience with the PB-2a

receiver. Though no full-scale tests were performed with NIST SA13a SQUID arrays in laboratory

measurements of the PB-2b receiver, this type of SQUID design was implemented in PB-2a and

has been used in both laboratory and field measurements with a fully populated focal plane and

readout system. Though there exist differences between the two receivers, the PB-2a and PB-2b

readout systems are nearly identical7, and thus data taken in PB-2a was able to help inform the

choice of SQUID design for PB-2b. However, fewer SQUID-specific measurements have been run

in the PB-2a receiver because the collaboration’s focus has been on full-receiver characterization

and calibration. Since installation of the PB-2a in the field, the NIST SA13a SQUID arrays in

PB-2a have fortunately not played a limiting role in receiver operation and observations, reducing

the need for this type of data.

Densely sampled V −Φ curves for a nearly full set of SA13a SQUID arrays in the PB-2a

7The readout system initially deployed with the PB-2a receiver differed from that in PB-2b receiver due to its use
of aluminum LC resonators. However, these were replaced in 2020 with niobium LC resonators, matching those in
PB-2b.
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receiver were measured shortly after the receiver was installed in the field. An example of

one of these measurements is shown in Figure 3.16. The V −Φ curve shown in Figure 3.16

Figure 3.16: Example of a V −Φ curve from a NIST SA13a SQUID array taken in the PB-2a
receiver in the field in 2019. The curve for this particular SQUID array is representative of the
larger set of V −Φ curves measured across the receiver. Although there is a clear distortion on
the rising edge of the curve, this type of feature is not expected to hinder our ability to operate
the SQUID arrays sufficiently as SQUID tuning points are chosen to be on the opposite side.

is representative of the larger set of 207 V −Φ curves recorded across the receiver during this

measurement. There is a clear distortion on the rising edge of the curve, as was seen for many

other SQUID arrays. These types of features actually correspond to the “falling-edge kinks”

described in relation to E2 SQUID array testing due to the flipped orientation of the SQUID

connection on the PCB, and are not unexpected as they had been seen in laboratory measurements

and are likely due to parasitic capacitance in the circuit [106]. The flipped nature of the SQUID

connection was implemented intentionally in order to prevent these features from hindering our

ability to operate the SQUID arrays as SQUID tuning points are chosen to be on the opposite side.

From visual inspection, other types of features were seen on only about 6% of V −Φ

curves, and the features seen are relatively mild. Additionally, unlike the trends seen with the E2

SQUID arrays, no significant dependence on the SQUID array’s position on the SQUID PCB has
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been observed with the SA13a SQUID arrays in PB-2a.

The smooth V −Φ behavior of these SQUID arrays directly impacts our ability to tune

them reliably and efficiently in preparation for data taking with bolometers in the field. Since its

installation in the field, SQUID tuning has not caused any problems for PB-2a, with high and

often perfect tuning yield on SQUIDs attached to active resonator combs.

Amplitude-dependent noise data for the set of SA13a SQUID arrays in the PB-2a receiver

are shown in Figures 3.17 and 3.18. These figures show histograms of median channel noise for

each carrier tone amplitude. Figure 3.17 shows the original data, while Figure 3.18 shows data

from the same measurement after applying a phase rotation as was done for the E2 SQUID array

data. Statistics from this dataset before and after applying the phase rotation are summarized in

Table 3.5.

Table 3.5: Statistics corresponding to amplitude-dependent noise data collected for 137 SA13a
SQUID arrays before and after applying a phase rotation to reduce the I-phase noise. Statistics
shown correspond to the 2021-05-17 dataset shown in Figures 3.17 and 3.18 (before and after
phase rotation, respectively) collected using SA13a SQUID arrays operating in the PB-2a
receiver in the field. “Low Amplitude” and “High Amplitude” correspond to carrier tone
amplitudes of 1.0×10−4 and 5.0×10−2 in normalized units, the lowest and highest amplitudes
measured, respectively. “Low Noise” indicates channels with median noise < 20 pA/

√
Hz.

Applying the phase rotation reduces the overall noise levels and increases the percentage of
channels with low noise. Though the phase rotation does not remove the amplitude dependence
of the noise entirely, the data show this technique to have a larger impact on SA13a SQUID
arrays than on E2 SQUID arrays in this regard. Corresponding data for E2 SQUID arrays can be
found in Table 3.4 for comparison.

Before After
Phase Rotation Phase Rotation

Median Noise Low Amplitude 16.6 13.6[
pA/
√

Hz
]

High Amplitude 20.8 15.9
% Change 25% 17%

Mean Noise Low Amplitude 18.2 14.9[
pA/
√

Hz
]

High Amplitude 60.4 39.1
% Change 230% 160%

% Low Noise Low Amplitude 73% 88%
High Amplitude 47% 68%
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Figure 3.17: Results of amplitude-dependent noise measurements taken on a set of 137 SA13a
SQUID arrays in the PB-2a receiver while operating in the field. Each plot depicts a histogram of
the I-phase noise values measured for the active channels when a carrier tone of a given amplitude
was passed through the resonator circuit. A total of about 5300 channels were measured during
this test, with the exact number of active channels at each carrier tone amplitude varying.
Corresponding data for E2 SQUID arrays can be found in Figure 3.9 for comparison. As with
the E2 SQUID arrays, overall noise levels are seen to increase as carrier tone amplitude is
increased, though the correlation is slightly less pronounced. Some statistics for this dataset
are shown in Table 3.5. The histograms only show data up to 60 pA/

√
Hz, but many channels,

especially at higher carrier tone amplitudes, had noise values much higher than this. Carrier tone
amplitudes are quoted in normalized units from the ambient-temperature readout electronics.

As was seen for the E2 SQUID arrays, there is a clear correlation between I-phase noise

levels and carrier tone amplitude, with noise increasing as amplitude is increased. However, this

dependence is less dramatic for the SA13a SQUID arrays compared to the E2 SQUID arrays, and
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Figure 3.18: Results of applying a phase rotation to the data shown in Figure 3.17 (taken on a
set of 137 SA13a SQUID arrays while operating in the field) in order to minimize the I-phase
noise. Corresponding data for E2 SQUID arrays can be found in Figure 3.12 for comparison.
As with the E2 SQUID arrays, applying the phase rotation reduces the overall noise levels at
all carrier tone amplitudes but a dependence on carrier tone amplitude persists, though this
dependence is reduced. Statistics on this data with and without applying the phase rotation are
indicated in Table 3.5.

the implementation of a phase rotation further reduces this dependence for the SA13a SQUID

arrays. While a weaker dependence on carrier tone amplitude is beneficial for operating SQUID

arrays in the field reliably under varying conditions, the SA13a SQUID arrays also show slightly

higher noise values at low carrier tone amplitude compared to the E2 SQUID arrays.

Preliminary noise measurements from zero-amplitude network analyses have also been

made for SA13a SQUIDs in the PB-2a receiver in the field. Figure 3.19 shows a histogram of
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Figure 3.19: Histogram of median noise from zero-amplitude network analyses performed on
a full set of SA13a SQUID arrays during operation in the field in the PB-2a receiver. Though
data was collected for the full set of 210 SQUID arrays, the data plotted correspond only to the
205 SQUID arrays with noise levels below 100 pA/

√
Hz, for clarity. However, the statistics

listed are calculated using the full set of data. A large majority of SA13a SQUID arrays (96%)
achieve noise levels below 20 pA/

√
Hz, indicating that this SQUID design is capable of meeting

the requirement. However, a few outliers show higher noise.

median noise values taken from a measurement performed in 2019.

96% of SQUID arrays achieve noise levels below 20 pA/
√

Hz, meeting the requirement.

The median value for the full set is 5.5 pA/
√

Hz, well below this threshold. However, nine SQUID

arrays were measured with noise levels above this value, two of which showed extremely high

noise (> 10000 pA/
√

Hz) and severely impacted the mean value of the full dataset. Figure 3.19

only plots data up to 100 pA/
√

Hz, but the statistics listed take the full set of data into account.

Without additional iterations on this measurement which have not been a priority compared

to other commissioning tasks in the field, it is unclear whether the outliers are caused by problems

in the SQUID or by other factors in the readout system. The overall set of data from PB-2a,

however, indicates that SA13a SQUID arrays are capable of performing with low noise in the

field.

One important note about the SA13a SQUID arrays operating in the PB-2a receiver is

that all of these SQUID arrays underwent screening in the laboratory before being chosen for

use in the field. At minimum, this screening involved tuning with the pyDfmux algorithm with
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the SQUID arrays operated in a PB-2 receiver, with or without being connected to resonators

and detectors, to ensure transimpedance levels meeting the 350 Ω requirement. The full-scale

measurements presented in this section of the E2 SQUID arrays also came after screening, but

the criteria for these SQUID arrays were less stringent because the SQUID arrays were to be used

in a laboratory test and because the data from the screening runs were less reliable.

Decision to Use NIST SA13a SQUID Arrays

In all, the STAR Cryoelectronics E2 SQUID arrays demonstrated promising characteristics

during small-scale tests, and a majority have been shown to achieve required performance in large-

scale tests with careful attention to tuning parameters and grounding schemes. Unfortunately, a

lack of demonstrated ease and reliability of tuning, combined with a stronger dependence of noise

on carrier tone amplitude that is not yet understood, would make full-scale operation in the field

risky without further testing thought to be incompatible with PB-2b’s commissioning schedule.

On the other hand, though the NIST SA13a SQUID arrays show slightly worse (but still

sufficient) performance with regard to quantitative parameters like transimpedance, they have

been shown to perform very reliably at full-scale. For this reason, NIST SA13a SQUID arrays

were chosen for use in the PB-2b receiver in the field8. STAR Cryoelectronics SQUID arrays

remain a promising possibility for use in future experiments and are being further characterized

and tested in other systems within the CMB community [109]. Section 3.2.3 details laboratory

measurements performed on the set of NIST SA13a SQUID arrays intended for use in the field.

3.2.3 Characterization of PB-2b Deployment SQUIDs (SA13s)

The SA13a SQUID arrays deployed with PB-2b were fabricated at NIST in late 2019 and

are identical in design to those operating in the PB-2a receiver. A total of 360 SQUID arrays were

8Earlier publications indicate a choice of STAR Cryoelectronics E2 SQUID arrays for PB-2b. This was the
project’s plan following small-scale testing, but results from large-scale testing prompted re-evaluation, and ultimately
a reversal of this decision.
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fabricated across two silicon wafers (evenly distributed) for potential use in the PB-2b receiver,

where a minimum of 210 SQUID arrays is needed to read out all detectors. The wafers are shown

in Figure 3.20.

Figure 3.20: Photos of the two fabricated wafers of NIST SA13a SQUID arrays for use in
PB-2b, W057 and W058. Photos were taken after eight SQUID arrays had been removed from
each wafer to be used for initial screening.

Eight SQUID arrays from each fabricated wafer were tested at UC Berkeley in a small test

cryostat upon arrival of the wafers. The purpose of this immediate small-scale test was to verify

basic operability of these SQUID arrays before investing time and resources into large-scale

testing, given the tight deployment schedule at the time. Results from this initial test are shown in

Figure 3.21.

The results demonstrated expected SQUID functionality with sufficiently high tran-

simpedance values, indicating no overall problems with fabrication. This gave us confidence to

move forward with large-scale screening of devices for use in the field.

Screening of the remaining SQUID arrays occurred in the PB-2c receiver backend, also at

UC Berkeley. This is thought to be a suitable environment for PB-2b SQUID array screening as

the PB-2c backend is nearly identical to that of PB-2b apart from the details of the sub-kelvin

refrigeration components, which are not expected to impact SQUID performance. A total of

256 SQUID devices were screened across two cooldowns of this receiver. In the first cooldown,
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(a) Voltage vs. flux curve for one of the SQUID ar-
rays tested during initial screening of SA13a SQUID
arrays for the PB-2b receiver.

(b) Overall results for the achieved transimpedance
for the 14 SA13a SQUID arrays measured during
this test.

Figure 3.21: Results from initial screening of NIST SA13a SQUID arrays intended for use in
PB-2b. Eight SQUID arrays from each fabricated wafer were assembled across two SQUID
PCBs and tested at UC Berkeley. Two of the 16 SQUID arrays, one from each wafer, could
not be operated during this test for reasons thought to be unrelated to the SQUID chip and are
not included in these results. The left plot shows a set of voltage vs. flux curves for one of
the SQUID arrays tested. The voltage behavior at different current and flux biases matches
expectations for NIST SA13a SQUID arrays from previous measurements using the PB-2a
devices. The histogram on the right depicts the overall results of achieved transimpedance for
the 14 SQUID arrays. The results were sufficient such that we felt confident moving forward
with large-scale testing of these wafers.

208 SA13a SQUID devices were populated onto 26 version-8 SQUID PCBs. In the second, 48

SQUID devices were populated onto four version-7 SQUID PCBs and two version-8 SQUID

PCBs. 24 of the 26 SQUID PCBs from the first cooldown remained in the receiver for the second,

some with slight changes in their electrical configurations, in order to test for repeatability. The

two PCB versions differ mainly in the connection made between the PCB and the SQUID input

coil as described in 2.2.4, but both designs are expected to be suitable for use in the PB-2b receiver

and this choice should not impact results from screening9.

A voltage vs. flux (V −Φ) curve for one of the SQUIDs tested during these runs in shown

in Figure 3.22. The plot on the left shows data from the first cooldown and the plot on the right

9SQUID arrays in the PB-2a receiver are all populated on version-7 SQUID PCBs, which have been working
well.
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(a) Data from first PB-2b SA13a SQUID screening
cooldown.

(b) Data from second PB-2b SA13a SQUID screen-
ing cooldown.

Figure 3.22: Voltage vs. flux (V −Φ) curves for SQUID array SA13_070.1 during testing in
both screening cooldowns inside the PB-2c receiver backend. SA13_070.1, like the majority
of SQUID arrays screened during these cooldowns, was tested without its output connected
to resonators and detectors. The curves shown are representative of the larger set of SQUID
arrays that were tested during these screening cooldowns, and match with expectations given
measurements made with SA13a SQUID arrays used in the PB-2a receiver. The left plot
shows data from the first cooldown and the right shows data from the second. The results
show consistency between these two separate cooldowns, providing further evidence that these
SQUID arrays will operate reliably in the field.

shows data from the second. The data measured in the two separate cooldowns are extremely

similar, showing nearly identical SQUID array behavior and providing evidence that these SQUID

arrays will operate reliably in the PB-2b receiver in the field. Furthermore, these V −Φ curves

are representative of the overall set of SQUID arrays tested and match with expectations formed

from measurements of other SA13 SQUID arrays.

Overall results of SQUID properties measured in the two cooldowns are shown in Figure

3.23. Data for 231 of the 256 SQUID arrays were obtained after running the SQUID tuning

algorithm. No data were obtained for the remaining 25 SQUID arrays due to an inability to tune

the arrays, either due to open electrical connections or unknown issues either with the SQUID chip

or another piece of hardware. In all, distributions were found with means of 582 Ω, 5 mV, and 675

Ω for transimpedance, peak-to-peak voltage, and dynamic impedance, respectively, in agreement

with expectations based on data from the PB-2a receiver. Furthermore, noise measurements with
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these SQUID arrays were performed, the results of which are discussed below and depicted in

Figure 3.24.

Figure 3.23: Histograms of measured SQUID properties for the 231 SA13a SQUID arrays that
were tested in the PB-2c receiver backend. There were 25 additional SA13a SQUID arrays
included in these cooldowns for which we were not able to measure data. The distributions for
transimpedance (Zt) and peak-to-peak voltage (Vpp) contain two peaks, with the larger peaks
centered around 650 Ω and 5 mV, respectively. A set of six SQUID PCBs were found to contain
only SQUID arrays whose measured Zt and Vpp values fell in the smaller, lower-valued peaks of
the distributions, indicating a problem with other components of the electronics system rather
than with the SQUID arrays themselves. Nevertheless, SQUID arrays on these cards were not
selected for deployment. The distribution for dynamic impedance (Zdyn) is more uniform, with
a mean value of 675 Ω.

During these screening cooldowns, the SQUID PCBs were installed in the PB-2c backend

similarly to how they will be installed in the PB-2b receiver, but with two notable differences.

Firstly, during these test runs the majority of SA13a SQUID arrays were tested with open input

coils rather than being electrically connected in a deployment-like configuration. Only two

SQUID PCBs during each cooldown contained SQUID arrays whose input coils were connected

to resonators and detectors. Secondly, PB-2b employs SQUID cooling brackets made of gold-

plated copper [65]. These brackets provide a thermal link between the SQUID PCBs and the

4-K shell of the receiver backend, but also serve as an important ground path for the SQUID
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chips. In the test cooldowns in the PB-2c backend, only the SQUID PCBs connected to resonators

and detectors were installed with these deployment-style SQUID cooling brackets. These two

changes to the readout circuit for certain SQUID arrays resulted in a clear correlation between the

properties of a given SQUID chip and its position on the SQUID PCB. For SQUID PCBs that were

not connected to detectors and did not have deployment-style cooling brackets, the corresponding

SQUID arrays located farthest from the intended connection point to resonators and detectors

(position 8) exhibited a clear degradation in transimpedance and noise properties, as illustrated by

the yellow points in Figure 3.24. Comparatively, SQUID arrays in other positions on the SQUID

PCBs, as well as SQUID arrays in position 8 on SQUID PCBs that were connected to detectors

and resonators, achieved high transimpedance and low noise, as shown by the cyan points and

black stars, respectively10. Because the correlation between performance and deployment-style

connections is so definitive, we do not expect this type of SQUID array position dependence

to arise when operating PB-2b in the field. In addition to this trend with SQUID position for

some SQUID PCBs, we also observed six SQUID PCBs for which all SQUID arrays exhibited

uncharacteristically low transimpedance and peak-to-peak voltage values compared to other SA13

SQUID arrays both from this batch and from previous fabricated wafers. Data from these SQUID

arrays are represented by the red “Low-Vpp SQUID PCB” points in Figure 3.24. Because the set

of SQUID arrays showing this poor performance was entirely correlated with SQUID PCB and

thus other pieces of readout hardware, we did not take these results to be indicative of a larger

issue with the SQUID array fabrication. However, the root cause of the problem seen with the

performance of SQUID arrays on these PCBs remains unknown.

In order to ensure reliable and repeatable operation of PB-2b in the field with suitably

low readout noise, selection criteria for PB-2b SQUID arrays were put in place and SQUID

10There is one yellow data point at high Zt and relatively low noise compared to the other “Position 8 - No
Detectors” SQUID arrays. However, this SQUID array was tested with a diode thermometer attached to its SQUID
PCB, which may have been providing a comparable ground path to one that is normally provided by a SQUID
cooling bracket. This additional connection may explain the relatively good performance of this SQUID array despite
its position on the SQUID PCB and its lack of connection to detectors and resonators.
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Figure 3.24: Measured transimpedance vs. median noise from zero-amplitude network analysis
for 214 SA13a SQUID arrays tested in the PB-2c receiver backend for screening. Data for
an additional three SA13 SQUID arrays was obtained during these cooldowns but are omitted
from this plot for clarity because the points lie outside the axis limits (one SQUID array in
the “Position 8 - No Detectors” category with very high noise, and two SQUID arrays in the
“Other” category with very high transimpedance). The data points are colored to highlight the
differences across four categories of SQUID arrays. The yellow points represent SQUID arrays
that were installed in the eighth position on the SQUID PCB, farthest from the connector which
generally leads to detectors and resonators but which was left open for this test. The black
stars represent two SQUID arrays also in this eighth position on the SQUID PCB, but ones that
were connected to detectors and resonators during this test. Though the sample size is small, it
is clear that this degraded performance for position-8 SQUID arrays shows up only when the
SQUID array is not connected in its deployment-style configuration, giving us confidence that
even SQUID arrays deployed in the field in position 8 will work well to read out detectors. The
red points represent SQUID arrays that were contained on a subset of six SQUID PCBs whose
SQUID arrays exhibited unusually poor performance. As seen in the plot, because this poor
performance was so highly correlated to SQUID PCB, it is unlikely the problem is in the SQUID
arrays themselves or is indicative of a problem with the fabrication batch. Neither these SQUID
arrays nor these SQUID PCBs will be used in the field. The cyan points represent all other
SQUID arrays that were tested during these screening cooldowns, which are seen in general to
have high transimpedance and low noise, as desired.

arrays were selected based on their performance in the screening runs described above. SQUID

arrays were chosen only if they showed Zt > 350 Ω, Zdyn < 900 Ω, and median noise from

zero-amplitude network analysis measurements < 20 pA/
√

Hz. We also required the SQUID

array to have been successfully tuned using the standard pyDfmux tuning algorithm and that
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its V −Φ curve was shown to be free of any major features. Exceptions were made for the Zt

and noise requirements only for SQUIDs that were screened in position 8 on the SQUID PCB

and that satisfied all other criteria (21 SQUID arrays fell into this category). In addition, the 16

SQUID arrays that were included in the initial smaller-scale tests did not undergo Zdyn or noise

measurements, and these criteria were ignored when evaluating this set of SQUID arrays.

Of the 272 SQUID arrays tested between these three runs, 215 satisfied these criteria. The

total number needed to read out the full PB-2b focal plane is 210, leaving 5 SQUID arrays to be

used as spares. One additional SQUID array fell short of the noise requirement slightly but met

all other criteria and was selected as an additional spare. Histograms of Zt , Zdyn, median noise

from zero-amplitude network analysis measurements, and Vpp are shown in Figure 3.25.

In all, 240 SQUID arrays were prepared across five version-7 SQUID PCBs and 25

version-8 SQUID PCBs for deployment with the PB-2b receiver. 210 of the screened and

selected SQUID arrays were populated across 28 SQUID PCBs in positions such that they will

be connected to resonators and detectors when the PB-2b receiver is operating in the field. The

remaining 6 screened SQUID arrays, along with 24 additional unscreened SQUID arrays, were

populated into the remaining PCB positions to be used either as spares or for calibration and

troubleshooting in the field11.

3.2.4 Other Readout Components

Other components of the readout system were also tested before deploying the PB-2b

receiver. On the side of the cryogenic readout components, the LC resonators intended for use in

PB-2b are made of niobium and differ in material compared to those originally deployed with

PB-2a and PB-1, which were made of aluminum12. The higher superconducting temperature

11Not counting a handful of SQUID arrays that failed to meet screening requirements seemingly due to issues
with the SQUID PCB or other hardware in the readout chain, 96% of SQUID arrays fabricated on these NIST wafers
satisfied our requirements, giving us confidence that the unscreened SQUID arrays will work well if needed.

12Though PB-2a was originally deployed with aluminum LC resonators, these were replaced in 2020 with niobium
resonators like those used in PB-2b.
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Figure 3.25: Histograms of measured transimpedance (Zt), dynamic impedance (Zdyn), median
noise from zero-amplitude network analysis, and peak-to-peak voltage (Vpp) for the SA13a
SQUID arrays that underwent in-lab testing and were selected for use with the PB-2b receiver
in the field. Choice of field-use SQUID arrays was based on selection criteria described in the
text. Peak-to-peak voltage is not included as a selection criterion, but a histogram is included for
completeness. 216 SA13a SQUID arrays fall into this category, 210 of which will be connected
to resonators and detectors as PB-2b operates in the field. The remaining 6 SQUID arrays,
along with 24 additional but untested SQUID arrays, have been designated for use as spares. A
small subset of these deployment SQUID arrays were not tested for dynamic impedance and/or
median noise, as indicated by the sample number (N) values at the top of each plot.

of niobium makes this a better choice, but the fabrication and assembly processes needed to

be developed to ensure robustness of the connections to prevent substantial yield hits. Once
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these processes were established, LC PCBs were checked during test cooldowns of the system to

confirm high channel yield on each. Additionally, during integrated testing of the PB-2b receiver

it was found that the glue used to adhere the resonator chips on to the PCBs had not been applied

in the same manner on each PCB, causing some chips to crack or slide after undergoing cryogenic

cycling. These types of failures result in large detector yield hits, and to mitigate this problem

every LC resonator chip was inspected after the last laboratory test before being shipped for use

in the field. Finally, one of the most physically fragile parts of the readout system is the soldered

connection between the custom cabling that connects the LC PCBs to the SQUID PCBs (seen in

Figure 2.22), which requires the use of ultrasonic solder. Like a crack in an LC resonator chip,

failure of a single one of these connection points results in a loss of 38 detector channels. To

ensure robustness, the solder joints are stressed immediately following assembly before being

installed in the receiver [65].

In addition to mitigation efforts to reduce yield hits from any single readout component,

each full connection through the custom cabling, through the LC resonator chip and PCB, through

the set of detectors, and back through the custom cabling is probed at every step during the

installation process as the receiver is assembled so that we can be aware of and repair any broken

connections that arise.

Careful testing of all the readout components that reside inside the receiver is crucial

before assembly in the field as these components cannot be replaced without substantial loss of

observation time and risk to other components. This is not the case for the ambient-temperature

readout components, which can be accessed much more easily. However, these were used in labo-

ratory measurements in a deployment-like configuration to ensure the receiver readout could be

tested in as close to field-like conditions as possible. A replica of one of the electronics enclosures

described in Section 2.1.3 was created for use in the lab, which is where the readout motherboards

and mezzanines were mounted during integrated receiver measurements. Additionally, scripts

written using the pyDfmux software along with custom breakout connectors were created to
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perform quality control checks on the ambient-temperature electronics separately from the rest of

the readout system. These were used on readout components during laboratory testing, but are

also intended for use in the field if needed.

3.3 Receiver Optical Components

The PB-2b receiver’s optical components are also characterized prior to deployment in

the field. These components include the vacuum window, the filters, the alumina lenses, and the

cryogenic half-wave plate (CHWP). Details of some of the AR-coating techniques and optical

measurements made by the POLARBEAR/Simons Array team will be published in an upcoming

paper that is currently under preparation [110].

The PB-2b window is made from Zotefoam and is 200-mm in thickness. The window

material is the same as that used in both the PB-1 and PB-2a receivers, and thus no additional

optical characterization was performed for PB-2b. However, the window assembly was tested

prior to use in the field to ensure it is capable of holding vacuum. The window was successfully

able to hold vacuum in a laboratory test performed over six days, indicating it is ready for use

in the field where the pressure differential from the interior to the exterior of the receiver is

substantially lower due to the altitude.

The low-pass metal mesh filters that exist in the receiver at the Lyot stop in the optics tube

and just in front of each detector wafer undergo ambient-temperature spectroscopy measurements

at Cardiff University where they are fabricated prior to use in the PB-2b receiver. These measure-

ments serve to verify the cutoff frequencies of the filters are as designed to ensure out-of-band

radiation is appropriately attenuated so as to not overwhelm the sub-Kelvin thermal stages. The

alumina filter located just behind the receiver window is also optically tested prior to receiver

deployment to the field. For PB-2b, the AR-coating for this filter is made of mullite and Duroid

5880LZ [75]. Reflectivity of the AR-coated filter across a range of frequencies is measured
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and data are compared to models based on measurements of the filter and coating thicknesses.

Laboratory measurements of all filters for PB-2b were shown to match expectations from models

and previous measurements of similar materials in the PB-2a receiver.

The custom reimaging lenses are machined of alumina such that the optical surfaces are

of the correct shape as defined in the optical model. Following machining, each surface of the

lens is measured using a coordinate-measuring machine (CMM) to ensure the machined surface

matches the design. Additionally, samples of the lens material are tested using an FTS to confirm

expected indices of refraction.

Once the lens surfaces and indices of refraction have been verified, two layers of AR-

coatings must be added to maximize the CMB signal that is able to reach the detectors within

the two observing bands. Due to constraints on the accessibility of different technologies that

were exacerbated by the COVID-19 pandemic, two different AR-coating methods are employed

on lenses for the PB-2b receiver. For the two lenses closer to the Zotefoam window in PB-2b,

a plasma-spray technique is used to apply both layers of AR-coating. This technique involves

spraying the desired surfaces with heated mixtures of ceramic materials using different plasma

energies, and allows the dielectric constant of the coating to be tuned [72]. For the remaining lens,

the coating is made of two layers of epoxy with different indices of refraction [75]. Each epoxy

layer is carefully applied to the surface via a mold and then machined down to a uniform desired

thickness. The epoxy layers are then diced in a grid pattern to prevent the coatings from detaching

from the lens surface as a result of differential thermal contraction of the different materials upon

cooling in the receiver. Photos of the three AR-coated PB-2b reimaging lenses are shown in

Figure 3.26. However, the epoxy technique appears less robust following multiple cryogenic

cycles, especially around the edges of the lens. Because of this, there remains a possibility to

replace the epoxy-coated lens with one coated using the mullite and Duroid technique mentioned

above. Coated lens samples undergo a final optical test to determine the level of transmission

within PB-2b’s observing bands.
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(a) PB-2b collimator lens, for
installation closest to the focal
plane.

(b) PB-2b aperture lens, for instal-
lation in the middle of the optics
tube.

(c) PB-2b field lens, for installa-
tion closest to the receiver win-
dow.

Figure 3.26: Photos of the three AR-coated reimaging lenses for the PB-2b receiver, prior to
installation in the receiver during assembly at the site. The AR-coating on the collimator lens
(seen in Figure (a)) is a two-layer epoxy coating, while the aperture and field lenses (seen in
Figures (b) and (c)) are coated using a plasma-spray technique. The darker spots near the center
of the collimator lens are areas where the epoxy is slightly under-cured, but this is not expected
to be a problem for lens performance. However, the epoxy coating is expected to be less robust
to multiple cryogenic cycles, and there remains a possibility to replace this lens in the future.

The CHWP is located at the front of the PB-2b receiver, just after the window and the

alumina filter. It is composed of three pieces of sapphire, which is a birefringent material that

provides the polarization modulation when rotated. The pieces are stacked together using epoxy

such that the crystal axis of the middle piece is at an angle with respect to the outer pieces,

allowing the HWP to modulate broadband radiation [111]. The individual pieces of sapphire are

measured to identify the orientation of each crystal axis prior to stacking, and the alignment of

the pieces relative to one another is checked after assembly.

For PB-2b, AR-coatings for the sapphire stack are in the form of thin sheets of alumina

that are coated separately and then adhered to the sapphire on either side. The full assembly is

then tested for transmission as a function of HWP angle to confirm modulation and measure

efficiency.

In addition to optical tests of the sapphire assembly, the rotation mechanism for the CHWP

was thoroughly tested. The mechanism was first developed in a dedicated cryogenic testbed at

University of California Berkeley, and then integrated with the PB-2b receiver during its final
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in-lab cooldown. The test included all mechanical parts of the CHWP, but employed a single piece

of sapphire in order to allow work machining and coating the deployment piece to continue in

parallel. Detailed results from tests of operational performance and data quality, including angle

encoder performance and measurements of magnetic interference, are presented in Hill, et al.,

2020 [81]. The results demonstrate satisfaction of all system requirements for PB-2b. Following

this success, work is being done to implement similar systems in other CMB experiments [81].

Finally, although the final AR-coated lenses, filter, and CHWP sapphire stack were not

installed during PB-2b’s in-lab cooldowns, these pieces or representative samples were cooled in

separate testbeds in order to verify their robustness to cryogenic cycling.

3.4 Cryogenic System

Tests of the PB-2b cryogenic system occurred in phases as the receiver was built. These

tests are crucial to the success of the experiment in the field and are used to ensure:

• all stages reach sufficiently low base temperatures (lowest stable temperature) for operating

detectors, operating SQUID arrays, and cooling optical components,

• the procedures for controlling the fridge in order to perform fridge cycles and operate

detectors are understood,

• the fridge hold time (time between the fridge stages reaching their lowest temperature and

the helium expiring) is sufficient for science observations, and

• all receiver components, in particular the optical components and AR-coatings, can with-

stand cryogenic cycling.

The first phase of cryogenic characterization involved only the receiver backend, with

additional panels in place to seal the area at which the optics tube would normally attach. During
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this testing period, the PB-2b backend underwent several cooldowns during which the initial time

needed to cool was measured, fridge cycle operations were understood and fridge cycle time

measured, and load curves (base temperature and hold time as a function of loading) were recorded

for the various PTC and sub-kelvin refrigeration stages. Several thermometers and heaters were

placed in different locations within the receiver backend during these tests in order to fully

characterize the thermal environment under different loading conditions, including characterizing

thermal gradients across each stage. Load curves of PB-2b’s Chase helium fridge alone during

this phase of testing motivated the development of the secondary sub-kelvin booster fridge to

provide extra cooling power and extend the hold time. Detailed measurement descriptions and

results indicating suitable performance are presented in Howe, et al., 2018 [67].

Work was done to characterize the cryogenic performance of the receiver optics tube on its

own, similar to backend characterization (but with no sub-kelvin refrigeration). However, all tests

of this type indicated unacceptable levels of loading on the thermal stages, with base temperatures

higher than expected from calculations and from experience with the PB-2a receiver optics tube.

It was determined that this excess loading was likely the result of insufficient insulation between

the 300-K and 50-K shells, and cryogenic testing of the full receiver moved forward assuming

additional insulating material would be added at the necessary interfaces [107].

The next phase of cryogenic validation thus involved integration of the full PB-2b receiver

(backend and optics tube). These tests occurred over two cooldowns − one under dark conditions

where metal blankoff plates were attached to the end of the optics tube in place of the CHWP

and window, and one fully optical. Setup details and results for the dark test and the first optical

test are shown in Howe, 2019 [107]. The final in-lab cooldown of the PB-2b receiver (the

same cooldown as was referenced in Sections 3.1 and 3.2) included a nearly deployment-like

configuration13, providing the most comprehensive test of cryogenic performance. A photo of

13The one crucial difference between this cooldown and the receiver’s configuration in the field is the use of
optical components without AR-coatings. The omission of these coatings causes a larger percentage of radiation to
get “trapped” inside the receiver’s 4-K cavity, heating up the optics and thereby further loading the detector stage.
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Figure 3.27: Photo of the PB-2b receiver just prior to its final in-lab cooldown during which
tests of all the subsystems were performed. The PTCs which provide cooling for the 4-K and
50-K stages inside the receiver for both the backend and the optics tube can be seen on the right
side of the receiver. Photo thanks to Jennifer Ito.

the receiver just prior to this cooldown is shown in Figure 3.27. Table 3.6 indicates the base

temperatures measured by thermometers situated at several locations within the receiver. Cycling

the fridge during this test generally took about 7 hours. A dedicated test of hold time was also

performed which indicated a maximum hold time of 48 hours. These measurements demonstrate

sufficiently low temperatures for operating the receiver and indicate our ability to schedule

operations with a duty cycle of two days.

This final in-lab cooldown of the PB-2b receiver also included testing the impact of

vibration on the cryogenic performance. In this test, the receiver was driven at a range of

frequencies for several seconds at a time while recording the temperatures of various stages inside

the receiver. Increases in the temperatures of sub-kelvin components could be seen corresponding

to the vibration. This has the potential to be a problem when the receiver operates on the telescope,

as telescope motion may cause vibrational heating, but with the data collected it is unclear how

severe the effect will be. This will be examined during initial calibration checks in the field, and
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Table 3.6: Summary of base temperatures achieved at various locations within the PB-2b
receiver during its final in-lab cooldown. This cooldown included a nearly deployment-like
configuration, providing the most comprehensive test of cryogenic performance.

Base
Thermometer Location Temperature
Backend PTC First Stage Head 40 K
Backend PTC Second Stage Head 3.2 mK
Backend 4-K Shell 3.9 K
SQUID Card 3.9 K
Booster Fridge Head 910 mK
Chase Fridge Coldest Head 250 mK
MMF Stage 450 mK
Bolometer Stage 250 mK
Optics Tube PTC First Stage Head 40 K
Optics Tube PTC Second Stage Head 3.5 K
CHWP Baseplate 50 K
Optics Tube 4-K Shell 4.5 K
Aperture Lens (Closest to Focal Plane) 6 K

mitigation steps such as setting up a feedback loop to actively control and stabilize the fridge

head temperature are being developed and will be implemented if necessary.
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Chapter 4

Conclusion

We still have so much to learn from the CMB, and the community continues to expand

and grow with both the Simons Array and several other current and future experiments. Techno-

logical advancements have been made throughout the history of CMB observations which make

these experiments possible, and many share similar technologies, including SQUID arrays. For

example, receivers for the current BICEP Array experiment at the South Pole utilize time-domain

multiplexing readout schemes with series SQUID arrays [112]. Likewise, CMB-Stage 4, a fu-

ture experiment designed to incorporate telescopes at both the South Pole and in the Atacama

Desert, will use time-domain multiplexing readout with DC SQUID arrays [113]. The Simons

Observatory, a experiment in the Atacama Desert for which receiver characterization is currently

underway, will utilize RF SQUIDs in its microwave multiplexing readout scheme [114]. Work is

simultaneously being done to understand our ability to utilize SQUID arrays positioned at colder

stages in the receiver which could help to decrease parasitic impedances in the readout circuit in

future CMB experiments [115], as well as to better understand how to efficiently use the newer

low-inductance SQUID arrays such as those considered for SA.

Recent progress with the Simons Array includes the construction of the two new telescopes

at the observatory site in Chile in 2016 alongside the original Huan Tran Telescope, at which time
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the receivers were under development in laboratories in Japan and the United States. Laboratory

characterization of SA’s first two receivers is complete, while SA’s third receiver, PB-2c, remains

under development in the lab in order to prioritize the commissioning of PB-2a and PB-2b.

SA’s first receiver, PB-2a, was installed on the Nicholas Simons Telescope at the SA

observatory site in late 2018, achieving first light in early 2019. Initial calibration measurements

were taken, but complications with the cryogenic and readout systems of the receiver made

progress to science-level observations difficult in the first two years. In late 2020, the PB-2a

receiver was removed from the telescope and its cryogenic and readout systems updated based on

instrument performance data that had been collected. The updated PB-2a receiver was reinstalled

on the telescope in December 2020, and commissioning is underway with both calibration and

CMB data collected regularly.

The PB-2b receiver described in detail in Chapter 3 was shipped to the SA observatory

site in early 2020 for assembly and installation on the Paul Simons Telescope. Unfortunately,

assembly at the site was halted in March 2020 almost immediately after it had begun due to the

COVID-19 pandemic which required our team to evacuate the country. Availability of required

personnel, along with safety concerns over the number of people working at once, prevented

further progress on PB-2b until after work on PB-2a had been completed. Thankfully, receiver

assembly work was able to safely continue in March 2021 and is expected to be completed in

Q3 of 2021. Once the receiver is installed on the telescope, calibration will begin to ensure all

subsystems are operating as expected and can be run reliably and repeatably. The characterization

performed in the laboratory prior to receiver shipment in 2020 gives us confidence the instrument

will perform as expected, and we look forward to analyzing the CMB observations from this

telescope over the next several years.

With both the Simons Array and innovative new projects like those mentioned above

coming online over the next decade, the field of CMB science is at a very inspiring point.

Experiment sensitivity to the sum of the neutrino masses is approaching the lower bound made by
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laboratory experiments, such that a detection which will shed light on these fundamental particles

is possible in the near future. Sensitivity to the B-mode signal from gravitational waves will also

see dramatic improvements, with CMB-S4 in particular expecting to place an upper limit on the

tensor-to-scalar ratio r of 0.001 at 95% confidence level (in the absence of a detection) [30]. With

this level of sensitivity, we can expect either to see evidence for this gravitational wave signal

from inflation or to be able to rule out many classes of inflationary models. These advancements

and others, combined with the huge collaborative efforts from scientists in this field as experiment

size and complexity grow, will undoubtedly lead to exciting new knowledge about the history of

our universe.
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