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Abstract 

In recent years, electrohydrodynamic flow applications have gained popularity due to their ability 

to control flow characteristics by subjecting them to an electric field. A prime example of this is electrospray 

thruster for electric propulsion applications. The useful ability to carefully control the operating regimes of 

an electrospray device with properties such as flow rate and voltage has proved beneficial for the small 

satellite industry.  

With the use of the open-source software OpenFOAM, a numerical solver capable of successfully 

capturing multiphase electrohydrodynamic phenomena has been implemented. The solver takes advantage 

of the existing OpenFOAM infrastructure to couple the dynamic interplay between electric fields and fluid 

dynamic. The numerical simulations employ sophisticated algorithms to elucidate the intricate behavior of 

charged droplets, shedding light on key parameters such as cone-jet length, jet diameter, and droplet 

diameter. Additionally, a selection of validation test cases is showcased to assess the solver’s accuracy and 

validity. In this work, electrospray simulations with varying liquid flow rate and applied voltages are 

presented. With heptane as the working fluid, results show that the solver produces comparable results to 

those simulated by competing numerical approaches. Moreover, the results from these simulations 

demonstrate satisfactory agreement with both experimental data and analytical solutions. Qualitatively, the 

simulations performed in this study accurately show the cone-jet formation and breakup of droplets 

normally seen in experimental works. By competently simulating electrospray phenomena in the steady 

cone-jet regime, this research contributes valuable insights that can inform the design and optimization of 

electrospray systems in various applications, spanning from drug delivery to electric propulsion. 
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I. Introduction 

Electrospray phenomena are deeply rooted in the physical principles of electrohydrodynamics 

(EHD), a field that combines the dynamics of fluids with the discipline of electrostatics. By its strict 

definition, electrospray phenomena refer to the emission of fine droplets from a liquid surface under the 

effects caused by an electric field. This phenomenon has found applications in several fields such as 

materials science, medicine, mass spectroscopy, and most prominently, electric propulsion for space 

applications [1–3]. The need for alternative propulsion systems has sparked new interest in the study of 

electrospray phenomena. 

A fundamental aspect of the electrospray process is the formation of what is known as the Taylor 

Cone. As a liquid is subjected to an electric field, the balance between electric and surface tension forces at 

the liquid's surface results in the formation of a cone, first described by Sir Geoffrey Taylor in 1964 [4]. As 

the cone elongates, a fine liquid jet is emitted from its apex. The jet experiences a sequence of instabilities, 

leading to the formation of smaller droplets through a process known as the Rayleigh instability [5]. The 

final outcome is a multitude of highly charged, monodisperse droplets. 

 

Fig. 1 Graphical representation of a typical electrospray setup. 
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The size of droplets formed during electrospray is influenced by various factors and operating 

parameters, including the liquid flow rate, applied voltage, liquid properties, geometry of the emitter, and 

finally the testing environment that this flow is produced in. The formation of small droplets is favored at 

higher voltages and lower liquid flow rates, allowing for a degree of control over the size distribution. This 

control is particularly advantageous in applications such as mass spectrometry, where precise droplet size 

is critical for accurate ionization and analysis. Similarly, high levels of control of electrospray operation 

benefit applications such as electric propulsion, as it provides a highly predictable behavior for attitude 

control in space. Additionally, the choice of liquid used in an electrospray device is pivotal for its proper 

operation. Commonly employed liquids include volatile solvents, ionic liquids, and even biological 

solutions. The selection depends on factors such as viscosity, conductivity, permittivity, and volatility. Ionic 

liquids, for instance, have gained prominence due to their low volatility, allowing for prolonged propulsion 

in space applications. 

An intriguing aspect of electrospray phenomena is the ability to manipulate the charge on the 

droplets. The charge is typically imparted through ionization of the liquid. The nature of the solvent and 

the presence of dissolved ions influence the ionization process. The resulting charged droplets can be 

positively or negatively charged, depending on the nature of the ions involved. This charge manipulation 

plays a crucial role in the propulsion capabilities of electrospray thrusters. In the context of space 

propulsion, electrospray thruster devices have gained popularity as an enabling technology for the small 

satellite field. The ability to provide precise attitude control, in addition to the efficiency achieved through 

their high specific impulse, has sparked a myriad of new possibilities that tackle many of the challenges of 

the satellite industry. These devices are mainly used in low thrust applications, such as spacecraft precision 

control (orbital insertion, maneuvering, maintenance, etc.). In order to create enough thrust to propel a small 

spacecraft, these electrospray devices require strategic group positioning of multiple emitters. This 

arrangement of emitter is usually referred in literature as “multiplexing” [6,7].  
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Fig. 2 Example of “multiplexed” emitter array of electrospray thrusters fabricated with advanced 

microfabrication techniques [8]. 

Furthermore, the scale of electrospray devices has allowed for the micro-manufacturing of 

propulsion systems, providing new alternatives for the miniaturization of spacecraft [8]. An example of a 

multiplexed electrospray system fabricated with microfabrication techniques is pictured in Fig. 2.  

These thrusters are also characterized by their lack of complex dynamic parts and ease of operation, 

making it an ideal propulsion system for extended space missions. The efficiency of electrospray thrusters 

is further enhanced by their low power requirements. The electric field, responsible for the propulsion, 

demands relatively modest power inputs, aligning with the energy constraints often encountered in space 

applications. This characteristic contributes to the overall appeal of electrospray propulsion systems in the 

design of efficient and long-lasting satellite missions. In comparison to other electric propulsion 

alternatives, electrospray thruster provides outstanding power economy advantages due to their scalability. 

For example, ion engines, another form of electric propulsion, lack the flexibility to be downscaled to 

accommodate the power requirements of smaller satellites given their inherent power demands [9].  

Despite the promising characteristics of electrospray thrusters, challenges persist. One significant 

hurdle involves the potential for electrode impingement and contamination [10]. The interaction of the 

liquid propellant with the emitter can lead to material degradation over time, impacting the thruster's 
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performance. Researchers are actively exploring materials and coatings to mitigate these challenges and 

enhance the durability of electrospray thrusters [6,10,11]. 

As with other complex fluid dynamic problems, an important tool used to understand and optimize 

fluid problems is advanced numerical simulations. These types of simulations allow for accurate prediction 

and analysis of electrospray behavior under varying operating parameters, while providing complementary 

value to experimentation. In some cases, experimentation may come at a high cost, as it is in the case of 

electrospray for propulsion purposes. In this scenario, numerical methods provide valuable insights for 

further design optimization. For this reason, this work deals with the adaptation of a numerical solver 

capable of proficiently simulating electrohydrodynamic phenomena. More specifically, an emphasis on 

electrospray processes has been given to the analysis presented.  
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II. Historical Background 

Electrohydrodynamics is a field that has been long studied. In fact, it dates back to the late 1800’s, 

when Rayleigh developed the first linear stability analysis of a droplet under an electric field [5]. In 1964, 

Taylor first delved into the conditions that would lead to cone formation, also known as the “Taylor Cone” 

[4]. In this work, Taylor proved that a liquid meniscus of conical shape could reach an equilibrium state 

when subjected to an electric field. This contribution also led to the discovery that this type of conical 

meniscus could only exist at semi-cone angle of 49.3°. Although Taylor was the first person to characterize 

the behavior of electrospray phenomena, there is an argument to be made regarding the systematic analysis 

of similar phenomena much earlier than Taylor [12]. In fact, in 1917, John Zeleny had arguably examined 

electrospraying behavior without fully characterizing it as such [13]. While he was unable to provide a 

theoretical explanation for this phenomenon, Zeleny’s analysis has served as a basis for onset properties 

used in Taylor cone-jet emission [13].  

        	

Fig. 3 a) Photography of cone formation a soap solution at equilibrium showing the semi-vertical 

angle discovered by Taylor [4]. Used with permission of The Royal Society (U.K.) from 

Disintegration of Water Drops in an Electric Field by S.G. Taylor; permission conveyed through 

Copyright Clearance Center, Inc. b) Electrospray of ethanol in the steady cone-jet mode [14].	

a) b) 
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In 1969, Melcher and Taylor presented the leaky dielectric model, a model that introduced a 

complete derivation of the governing equations related to the coupling of fluid dynamics and electrostatics 

[15]. This model makes several approximations that allow for simplifications of the equations of 

electromagnetism, reducing them to an electrostatic state. The assumption of characteristic time of magnetic 

phenomena being several orders of magnitude smaller than that of electric phenomena is what makes this 

simplification possible.  

In recent years, most of the research in the field has focused on numerical simulations of this type 

of phenomena. With the existing complexity in replicating electrohydrodynamic phenomena in an 

experimental setting, numerical approaches often offer an insightful and feasible option to model 

electrospray phenomena. For this reason, several studies have emerged more recently. 

 In 2006, Lastow and Balachandran used the commercially available software ANSYS CFX 4.4 to 

simulate electrohydrodynamic atomization, in which they modified the existing heat conduction equation 

to solve the coupled EHD equations [16]. Due to the absence of the charge conservation method 

implementation, Lastow and Balachandran’s model was unable to correctly represent the charge density 

inside the liquid bulk.  

Using the leaky dielectric model proposed by Taylor and Melcher as a foundation, López-Herrera 

et al. introduced a charge-conservative approach for multiphase problems using the Finite Volume Method 

(FVM) software Gerris [17]. In comparison to other approaches, the FVM, when coupled with interface 

tracking methods, is capable of successfully capturing cone-jet formation as well as further droplet breakup. 

Other capabilities of this method include the ability to reproduce droplet deformation under the effects of 

an electric field. In 2013, Wei et al. developed a transient, multiphase solver that utilized a 2D axisymmetric 

framework to simulate the cone-jet mode. Similar to previous numerical approaches, Wei’s work solved 

the electrostatic equations using the leaky dielectric model [18]. A couple of years later, Roghair et al. 

developed an FVM-based electrohydrodynamics model that was capable of correctly simulating fluid-fluid 

interfaces under an electric field. In their analysis, they successfully developed a multi-region numerical 

technique to simulate the deformation of interfaces for electrohydrodynamic problems. Rahmanpour and 
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Ebrahimi used ANSYS FLUENT to determine the shape of the cone jet. In their numerical study, no 

assumptions were made regarding initial shape and charge distribution of the cone-jet [19]. More recently, 

Dastourani et al. and Huh et al. have extended Roghair’s work to simulate electrospray with liquids of low 

and high conductivities [20,21]. 

 

Fig. 4 Steady-cone jet photography obtained by Gañán-Calvo [22]. 

  
Q = 0.50 

mL/h 

Q = 6.20 

mL/h 
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III. Governing Equations 

A. Electrospray Phenomena 

Electrospray phenomena represent a captivating and intricate realm within the domain of 

electrohydrodynamics, incorporating several topics that are associated with the disintegration of liquid into 

fine droplets under the influence of strong electric fields. As discussed in the introduction, the underlying 

principles of electrospray phenomena involve the application of high electric potentials to a liquid, often 

emerging from a capillary, leading to the formation of a Taylor cone and subsequent ejection of charged 

droplets. The interaction between electric forces, surface tension, and the fluid properties of the ejected 

liquid intricately governs the resulting droplet size, velocity, and overall jet behavior. The complex 

interdependence of these factors forms the foundation for diverse applications, including the controlled 

fabrication of nanoparticles, drug delivery systems, and advancements in mass spectrometry. In this section, 

an emphasis on physical parameters and governing equations that characterize electrospray phenomena will 

be given, with the purpose of elucidating its fundamental importance to the field of electric propulsion. 

From an operational standpoint, there is a known range of operating parameters that allow for the 

formation of stable cone-jets. The stable cone-jet mode has gained relevance due to its direct application to 

nanoparticle generation, ion beam processes, and electrospray thrusters [23]. More importantly, the ability 

to control the initial diameter of the electrospray jet has proved to be an advantage for the cone-jet mode as 

it produces droplets that can be smaller than those emitted by other jet breakup phenomena, such as pressure 

atomizers. This initial diameter can be determined by the properties of the liquid chosen as the propellant. 

These properties include fluid properties such as electrical conductivity, permittivity, as well as operating 

parameters such as liquid flow rate and voltage applied. It is known, that for a given set of parameters (i.e. 

applied voltage and liquid properties), there is a range of liquid flow rates that would allow for the formation 

of a steady cone-jet. This range consists of a maximum and minimum flow rate value at which the cone-jet 

behavior becomes unstable. Equivalently, for a set of given flow rate and liquid properties, there is a range 

of applied voltages for which a steady cone-jet exists. A steady-cone jet is known as the emission that 



 

   9 

remains in stable shape over a distance comparably longer than its jet diameter. A picture of a steady-cone 

jet is displayed in Fig. 5. The jet may reach a point of instability when it breaks up into many smaller 

droplets due to Rayleigh instabilities [5,24].  

 

Fig. 5 A steady cone-jet of methanol (𝝈 = 𝟒. 𝟓	 × 	𝟏𝟎(𝟑 𝑺 𝒎⁄ ) with a small amount of hydrochloric 

acid [25]. Reprinted from “Zeroth-order, electrohydrostatic solution for electrospraying in cone-jet 

mode” by C. Pantano, A.M. Gañán-Calvo, A. Barrero, Copyright (1994), with permission from 

Elsevier. 

An example of a stability parameter is the onset voltage, 𝜙*+,. The onset voltage is defined as the 

minimum electric potential that is required to achieve a hydrostatic cone. When a strong electric field is 

applied, the fluid at the emitter of an electrospray device will begin to deform due to the overcoming of the 

surface tension forces. Once the deformation begins, the electric field intensity at the tip of the fluid will 

continue to increase until all parts of the fluid surface tension forces reach an equilibrium with the 

electrostatic forces. When this equilibrium is reached, a cone measuring a half angle of 49.3 degrees is 

formed. The expression that defines this onset voltage is shown in Eq. 1. In this expression, 𝑟- stands for 
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the radius of emitter, 𝛾 is the surface tension coefficient, and 𝐿- is the distance from the emitter to the top 

electrode (extractor). 

𝜙*+, = P
𝑟-𝛾
𝜀'
	 ln T

2𝐿-
𝑟-
U	 (1) 

Comparably, a relation for the minimum liquid flow rate exists in the form of Eq. 2, where 𝜌 is the 

density of the liquid [20,26]. From this expression, it is clear that the minimum liquid flow rate is dependent 

on the fluid properties. It is crucial to highlight that this empirical expression is only valid for liquids with 

conductivities greater than 𝜎 > 10(.	𝑆/𝑚. As seen experimentally, the liquid flow rate has a direct impact 

on the diameter of the jet. Namely, in the cone-jet mode, the jet diameter decreases as the liquid flow rate 

decreases, causing the size of the droplet that originate from breakup to decrease as well [27]. When the 

value of the selected flow rate is significantly higher than 𝑄*+,, the hydrodynamic stresses become more 

prominent in the force equilibrium and a fully hydrodynamic jet takes place, instead of a cone-jet [28]. 

𝑄*+, =
𝛾𝜀
𝜌𝜎
	 (2) 

The comprehensive exploration of electrospray phenomena presented in this subsection 

underscores the crucial role that operating parameters play in shaping the intricate dynamics of this 

electrohydrodynamic process. Recognizing the paramount importance of these operating parameters not 

only enhances the fundamental understanding of electrospray phenomena but also provides a roadmap for 

optimizing and tailoring this process across a spectrum of applications.  

 

B. Fluid Dynamics 

The fluid dynamics involved in the present work are modeled using the incompressible Navier-

Stokes equations. To track fluid quantities at the interface, this work uses a modified phase-fraction based 

interface capturing approach. This approach is commonly known as the Volume of Fluid (VOF) method. 

The volume of fluid introduces a tracking parameter, 𝛼, that allows for the solver to describe the interface 
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between multiple fluids [29]. This volume fraction parameter ranges from 0 to 1, usually indicating what 

fluid is present in each cell (i.e. 𝛼 = 1 indicates a cell full of fluid 1, while 𝛼 = 0 indicates a cell filled with 

fluid 2).  

 

1. Interface Tracking Method (Modified Volume of Fluid) 

By its strict definition, the Volume of Fluid (VOF) method is a computational technique widely 

employed in Computational Fluid Dynamics (CFD) to model and simulate fluid flows with distinct 

interfaces and free surfaces. Introduced by Hirt and Nichols in the 1980s [29], the VOF method tracks the 

volume fraction of each fluid phase within computational cells, allowing for the accurate representation of 

complex fluid interactions. The key concept involves solving a transport equation for the volume fraction, 

denoting the ratio of the volume occupied by one fluid phase to the total volume in a given computational 

cell. In its conventional sense, this approach enables the identification and tracking of fluid interfaces by 

using a threshold value for the volume fraction, making it particularly well-suited for problems involving 

multiple phases or fluid-fluid interactions.  

When employing the interface tracking method for a two-phase flow, the VOF model treats two 

immiscible fluids as a unified effective fluid throughout the entire computational domain. Consequently, 

physical properties of this fluid, such as density and viscosity, can be determined through the computation 

of a weighted average of the volume fraction, as it can be seen from Eq. 5 and 6. Regarding the solution of 

the volume fraction, the transport equations are solved alongside the Navier-Stokes equations. The transport 

equation for the volume fraction is given by Eq. 3 and can be defined as the conservation of the mixture 

components along the path of a fluid parcel. 

In the traditional VOF, the volume fraction field is solved at each time step according to Eq. 3.  

𝜕𝛼
𝜕𝑡	

+ ∇ ∙ (𝛼𝑢d⃗ ) = 0 
(3) 

A modified version of the VOF method was proposed by Ubbink and Issa in their interface 

compression algorithm [30]. The purpose of this implementation is to counteract numerical diffusion at the 



 

   12 

interface by adding an artificial compression term to Eq. 3. With the addition of this term, the expression 

now takes on the following form, where 𝑢d⃗ / is the artificial compression velocity [31]. In physical terms, 

this velocity can be explained as the relative velocity between the two present fluids, stemming from 

variations in density and viscosity across the fluid-fluid interface.  

𝜕𝛼
𝜕𝑡	

+ ∇ ∙ (𝛼𝑢d⃗ ) = ∇ ∙ [(𝛼 − 𝛼0)	𝑢d⃗ /] 
(4) 

In the fluid flow, the density and viscosity variables are assigned to each computational cell using 

a weighted arithmetic averaging method.  

𝜌 = 𝜌1𝛼 + 𝜌0(1 − 𝛼) (5) 

 𝜇 = 𝜇1𝛼 + 𝜇0(1 − 𝛼) (6) 

The surface tension source term is calculated using the Continuum Surface Force (CSF) approach 

developed by Brackbill et al. [32]. In this model, the surface tension force is distributed volumetrically, and 

it is only present in the computational cells that contain parts of the fluid-fluid interface. The CSF approach 

models the surface tension force as follows: 

𝐹2 = 𝛾𝜅(∇𝛼) (7) 

 Where 𝛾 represents the surface tension coefficient and 𝜅 is the curvature of the interface. This 

interface curvature, which is the opposite of the divergence of the unit normal vector, 𝑛m: 

𝜅 = −∇ ∙ 𝑛m = 	∇ ∙ T
∇𝛼
|∇𝛼|U (8) 

In Eq. 8, 𝛼 refers to the volume fraction used in the VOF model. 

The continuity and momentum equations used in the model are given by the Navier-Stokes 

equations and are represented below. 

∇ ∙ 𝑢d⃗ = 0	 (9) 
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𝜌o
𝜕𝑢d⃗
𝜕𝑡
+ 𝑢d⃗ ∙ ∇𝑢d⃗ p = −∇p + ∇ ∙ rµ	t∇ud⃗ + ∇vd⃗ 3wx + ρgd⃗ + �⃗�2 + �⃗�45 (10) 

 In Eq. 9 and 10, 𝑢d⃗  is the velocity vector. 𝜌 denotes the fluid density, �⃗�	is the gravity vector and 𝑝 is the 

pressure. The term �⃗�2 describes the forces due to surface tension. �⃗�45 is the body force acting on the fluid 

as a result of the presence of the electric field, 𝐸d⃗ . 

With the derivation of the Maxwell Equations applicable to electrostatics, it is possible to couple 

the electrostatic forces to the fluid interface. An in-depth description of the electrostatics involved in this 

study is given in the next subsection. The electric force �⃗�45 is what allows us to couple the equations of 

fluid motion by adding it as a body force to the momentum equation listed in Eq. 10. This can be done using 

the electrostatic Maxwell stress tensor. The definition of the electrostatic Maxwell Stress Tensor is given 

in Eq. 11, where 𝐼 is the identity matrix. The electrostatic force is then defined as the divergence of the 

Maxwell Stress Tensor. 

𝑇d⃗d⃗657 = 𝜀'𝐸d⃗ 𝐸d⃗ −
1
2
𝜀't𝐸d⃗ ∙ 𝐸d⃗ w	𝐼 (11) 

�⃗�45 = ∇ ∙ 𝑇d⃗d⃗657 (12) 

 

C. Electrostatics 

In order to calculate �⃗�45 and couple the electric forces with the fluid dynamics effects involved in 

electrospray phenomena, we must start with Maxwell’s equations of electromagnetism.  

∇ × 𝐸d⃗ +
𝜕𝐵d⃗
𝜕𝑡

= 0 (13) 

 ∇ × Hdd⃗ − 89::⃗
8<
= J⃗ (14) 
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 ∇ ∙ Ddd⃗ = ρ$ (15) 

 ∇ ∙ Bdd⃗ = 0 (16) 

Here, Eq. 13-16 refer to Faraday’s Law of Induction, Ampere’s Law, Gauss’s Law of Electricity, 

and Gauss’s Law of Magnetism, respectively. In these differential equations, 𝐸d⃗  is the electric field intensity 

vector, while 𝐵d⃗ , 𝐷dd⃗ , 𝐻dd⃗ , and 𝐽 are defined as the magnetic field flux, the electric displacement field, the 

magnetic field intensity, and the electric current density, respectively. 𝜌4 stands for the charge density.  

 

D. Leaky Dielectric Model for Electrostatics 

In the context of electrohydrodynamics, the leaky dielectric model developed by Melcher and 

Taylor is particularly relevant for understanding and predicting the behavior of liquids in the presence of 

electric fields [15,33].  This model treats both fluids as ohmic conductors, in which a charge leakage through 

the liquid is allowed. The understanding of poorly conducting liquid, known as “leaky dielectrics” began 

with the studies performed by Allan & Mason in 1962 [34]. In their work, they delved into the conditions 

under which liquid drops could burst, shedding light on the mechanisms involved in the breakup of fluid 

particles.  

In the original derivation of the leaky dielectric model, charge convection is neglected, leading to 

a natural decoupling of the physics involved in electrohydrodynamics (electrostatics and fluid dynamics) 

[35].  This approach fails to model ionic concentration dynamics, which, under strong electric fields, are 

arguably indispensable in successfully replicating the behavior of electrohydrodyamic phenomena [36–38]. 

In summary, the leaky dielectric model provides a comprehensive framework for understanding the 

behavior of droplets deformed by electric fields, and experimental studies have demonstrated qualitative 

and quantitative agreement with the model. The model proposed by Melcher and Taylor serves as the 

precursor for the charge conservative approach implemented in this work.  
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Due to the characteristic time for electric phenomena, 	𝑡- ≈
=
>
	,	being orders of magnitude greater 

than that of magnetic phenomena, 𝑡* ≈ 𝜇*𝜎ℓ0, a further simplification on the Maxwell’s equations can be 

made. In these expressions, 𝜀 is defined as 𝜀 = 𝜀?𝜀'. Here, 𝜀? and 𝜀' are the relative permittivity and the 

permittivity of vacuum, respectively. 𝜎 refers to the liquid electric conductivity, while 𝜇* and ℓ refer to 

the magnetic permeability and the characteristic length, respectively. 

According to Saville, the leaky dielectric model allows for the neglection of magnetic effects. 

Under static conditions, such as the ones employed in electrospray devices, electric and magnetic effects 

are independent of each other because their fields are not coupled [39].   

Considering only electrostatics (𝐵d⃗ = 𝐻dd⃗ = 0), Eq. 13 becomes 

∇ × 𝐸d⃗ = 0 (17) 

Since 𝐸d⃗  is irrotational, it can also be written as the gradient of the scalar potential field: 

𝐸d⃗ = 	−∇ϕ (18) 

where 𝜙 denotes the electric potential. Taking the divergence of Ampere’s Law (Eq. 14)  and using 

the vector identity ∇ ∙ ∇ × 𝐴 = 0 (where 𝐴 is any vector) yields: 

∇ ∙ r∇ × Hdd⃗ x − ∇ ∙
𝜕𝐷dd⃗
𝜕𝑡

= ∇ ∙ J⃗ (19) 

−
∂
𝜕𝑡
t∇ ∙ Ddd⃗ w = ∇ ∙ J⃗ (20) 

Then, using Gauss’s Law for Electricity (Eq. 15) yields the following expression.  

𝜕𝜌4
𝜕𝑡

+ ∇ ∙ 𝐽 = 0, (21) 

the current density vector 𝐽, can be represented as 

𝐽 = 𝜎𝐸d⃗ + 𝜌4𝑢d⃗  (22) 
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Here, the current density is given by the sum of the conduction and convection current density. The 

conduction current density term, 𝜎𝐸d⃗ , is also known as the point form of Ohm’s law. Combining Eq. 18 and 

22 into Eq. 21 yields the charge conservation equation:  

−
𝜕𝜌4
𝜕𝑡

= ∇ ∙ [−𝜎∇𝜙 + 𝜌4𝑢d⃗ ] (23) 

The first term on the right-hand side of the equation is known as the charge conduction term, while 

the second term is known as the charge convection term [17].  

To solve for the electric field, Gauss’s Law for electricity (Eq. 15) is utilized. Assuming the ambient 

fluid is homogenous and isotropic allows for the electric displacement 𝐷dd⃗  to be defined as the product of 

electrical permittivity and the electric field intensity. Using Eq. 18 allows for the derivation of the Poisson 

equation that relates the electrostatic field with the free electric charges in the domain. 

𝐷dd⃗ = 𝜀𝐸d⃗  (24) 

 	∇0𝜙 = − @!
=

 (25) 

In domains where multiple fluid phases are present, an averaging method is required to calculate 

properties in interfacial cells. To determine the average conductivity and permittivity in each cell, an 

averaging parameter based on the work by Huh [21] is used here:  

𝜎 = �𝜎1
1/B𝛼1 + 𝜎0

1/B(1 − 𝛼1)�
B
 (26) 

𝜀 = �𝜀1
1/B𝛼1 + 𝜀0

1/B(1 − 𝛼1)�
B
 (27) 

The averaging parameter, 𝑓, allows for the expressions below to reduce to the Weighted Arithmetic 

Mean (WAM) method when 𝑓 = 1, and the Weighted Harmonic Mean (WHM) when 𝑓 = −1. The WAM 

has been implemented in several relevant numerical EHD studies [17,18,20,40,41], but has struggled to 

appropriately treat mass conservation and electric charge at the fluid-fluid interface. For this reason, and 

based on the suggestions made by Huh et al., adding this cell-averaging scheme allows for greater control 

of droplet size and charge conservation for fluids like heptane.
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IV. Numerical Approach 

A. Multiphase Flow Solver (InterFoam) 

In this present work, a numerical approach using a multiphase method in the open-source CFD 

Software, OpenFOAM, is proposed [42,43]. OpenFOAM takes advantage of the Volume of Fluid (VOF) 

approach to track fluid interfaces [44]. The interFoam solver has been modified to include the coupling of 

electrostatic forces with existing fluid dynamics while making no simplifications of the charge conservation 

method. OpenFOAM provides the significant advantage of allowing users to make modifications to the 

existing fluid dynamics algorithm. In comparison to the leaky dielectric model, the modified solver 

presented in this work includes the charge conservation equation approach based on López-Herrera’s work 

[17]. Here, the time derivative term in the charge conservation equation is preserved. An in-depth 

explanation of this method was presented in Section III. 

For the solution of the Navier-Stokes equations, the PIMPLE algorithm is employed. The PIMPLE 

algorithm is a key computational tool within the OpenFOAM platform, designed to address the challenges 

inherent in transient fluid flow simulations [45]. This algorithm combines the strengths of the PISO 

(Pressure-Implicit Split Operator) and SIMPLE (Semi-Implicit Method of Pressure-Linked Equations) 

algorithms, creating a synergistic approach for solving unsteady flow problems. Operating through a cyclic 

process, PIMPLE alternates between explicit and implicit phases within each time step. The explicit phase 

employs the PISO algorithm to iteratively update the velocity field, providing stability and accuracy in 

capturing transient phenomena. Subsequently, the implicit phase refines the pressure field using the 

SIMPLE algorithm, ensuring consistency and convergence. The SIMPLE algorithm is commonly used for 

steady-state analysis, while the PISO algorithm is capable of dealing with transient calculations. The 

integration of these two well-established methodologies enables PIMPLE to deliver robust performance 

across a diverse range of fluid dynamics scenarios. The implementation of the PIMPLE algorithm allows 

the user to reach solution convergence by adding outer correctors to ensure that the explicit components of 
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any partial differential equation are converged. A general description of the algorithm used to solve the 

discretization of these equations is pictured in Fig. 7. Under this algorithm, there are several requirements 

needed to achieve stability and convergence of the solution. Most importantly, the solver tolerance for each 

of the discretized equations must be lower than the residual tolerance set for the PIMPLE method. Then, 

for added stability, under-relaxation factors can be used. However, the use of under-relaxation factors can 

slow down the convergence rate, and consequentially, increase the run time of a given simulation. To 

analyze convergence, a quantity of interest, such as the velocity magnitude or the volume fraction averaged 

over the whole domain is evaluated over time. 

 

1. MEPSFoam Solver 

The adapted solver in this work, namely the MEPSFoam (Multiphase Electrohydrodynamic Phenomena 

Solver), is a modified version of the original interFoam solver that is already included in the open-source 

CFD software, OpenFOAM. This multiphase solver has been revised to include effects due to electrostatic 

forces in the fluid-fluid interface. A comprehensive review of the capabilities of the base interFoam solver 

and its performance has been carried out by Deshpande et al. [44].  In their evaluation, the authors concluded 

that interFoam’s performance is comparable to other VOF solvers. Specifically for surface tension-

dominated flows, Deshpande showed that its capabilities are on par with multiphase solvers such as the one 

developed by Francois et al., which uses a face centered balanced force approach [46].  

 The major advantage of interFoam compared to other solvers is its accessibility. Due to its open-

source availability, interFoam is easily accessible while also having the technical support of thousands of 

users around the world. Additionally, it is comfortably modifiable, making it the ideal toolkit for researchers 

looking to add further physical capabilities to an already rich solver.   
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2. Modifications to Solver 

Compared to previous EHD solvers that have used OpenFOAM, such as those developed by 

Roghair and Huh [21,47], the MEPSFoam solver has been adapted using a much newer version 

(OpenFOAM Version 8), taking advantage of improved performance and robustness for multiphase 

problems. Examples of these improvements include the development of the selectable interpolation for 

interface-capturing capability as well as the new family of piecewise-linear interface calculation (PLIC) 

scheme [48]. Among other enhancements, a more efficient Crank-Nicolson numerical scheme has been 

added for second-order time discretization. 

As part of the modifications made to the solver, dictionaries for electrostatic variables and fields 

were implemented into the base OpenFOAM 8 software. Specifically, dimensioned variables were 

introduced for the electric conductivity and electric permittivity. This addition allows for the user to specify 

the fluid properties for any given problem. Similarly, other fields such as the electric potential, charge 

density, and the tensor field for the Maxwell Stress Tensor were calculated.  

In the same manner, an equation to solve for the electric field intensity has been introduced. An 

excerpt of the discretization of this equation, ∇0𝜙 = − @!
=
, (Eq. 25) is shown in Fig. 6.  

 

Fig. 6 OpenFOAM discretization of Eq. 25 to solve for charge Density, 𝝆𝑬 and electric field 

intensity, 𝑬. 

In order to solve for the electrostatic forces at the interface, the divergence of the Maxwell Stress 

Tensor 𝑇d⃗d⃗657 was discretized using the OpenFOAM equation discretization method [49]. To couple this 

force with the equations of fluid motion, the electrostatic force �⃗�45 is included in the discretization of the 
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momentum equation in the MEPSFoam solver. In the original interFoam solver, the momentum equation 

is solved with no inclusion of the electrostatic force. The solver developed by Roghair et al. served as an 

initial guide to correctly implement the discretization of the electric equation in the PIMPLE algorithm 

[41,47].  

Last but not least, the averaging procedure mentioned in Section III (Eq. 26 and 27) was inserted 

into the solver to describe the scalar values of the electrical conductivity and permittivity, and therefore, 

solve for the volume fraction at each computational cell.  

 

3. Numerical Methods 

For the time-discretization, the Crank-Nicolson scheme, a second-order accurate temporal scheme, 

was selected. As implemented, this scheme uses a blending factor, 𝜓, to blend between a pure Euler scheme 

(𝜓 = 0) and a pure Crank-Nicolson scheme (𝜓 = 1). A value of 𝜓 = 0.9 is normally used for a compromise 

between accuracy and robustness. For spatial discretization, a Gauss upwind scheme is used for the 

divergence terms containing velocity and charge density variables. A smooth solver (Gauss-Seidel) is used 

to solve for the velocity and a pre-conditioned conjugate gradient solver for the pressure. The charge 

conservation equation is solved using a precondition bi-conjugate gradient linear solver as it is a widely 

known solver effective for asymmetric matrices.  

The time step required for these simulations was calculated with two main constraints in mind. The 

first constraint considered was the characteristic time for electric phenomena, 𝑡- ≈
=
>
	, as it determines the 

relationship between the electric permittivity and conductivity of the conductive fluid. Additionally, to 

maintain stability in the solver, the time step chosen must be able to keep the maximum Courant number 

below the threshold selected (𝐶𝑜 = 	0.5). For this to be possible, the time step must obey the criterion, 

𝐶𝑜*DE < 0.5, where 𝐶𝑜 is defined as follows: 

𝐶𝑜 =�
𝑈+Δ𝑡
Δ𝐿++

 (28) 
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For multi-dimensional representations, the maximum Courant number is estimated as a sum of all 

dimensions. In Eq. 28, Δ𝑡 is the time step, 𝑈 is the velocity of the flow, and Δ𝐿 is the characteristic length 

of the mesh in each dimension. In order to satisfy this condition, an initial of Δ𝑡 = 2 × 10(F	𝑠 is prescribed, 

while the adaptive time-stepping capability in the solver adjusts the time step to satisfy the criterion 

whenever needed. The time step required for most instances in time is in the order of 	Δ𝑡 = 1 × 10(G	𝑠. 

 

Fig. 7 Flowchart of MEPSFoam solver algorithm.
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B. Validation 

1. Fluid-Flow Benchmark: Rising Bubble in Liquid Column 

To prove the validity of the solution of the Navier-Stokes after the coupling of the electric 

equations, a two-dimensional problem involving a rising bubble in a liquid column is considered [50]. In 

this problem, all electric effects have been neglected by setting the electric potential, electric permittivity, 

and electric conductivity to zero. The case consists of placing a circular bubble of radius 𝑟 in a rectangular 

domain. The configuration used for this test case is shown in Fig. 8. As pictured in this figure, the circular 

bubble is placed at a location (𝑥 = 0.5	𝑚, 𝑦 = 0.5	𝑚). The initial radius of the bubble 𝑅H is set to 0.25 m. 

The total physical duration of the simulation is 3 s. Two cases are considered to test the accuracy of the 

fluid solver compared to other numerical simulations that have been performed in recent years.  

 

Fig. 8 Rising bubble geometry and problem setup. 
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Three main results are analyzed: Bubble geometry at 𝑡 = 3	𝑠, mean rising velocity over time, and 

center of mass of the bubble. The parameters used in the two test cases are displayed in Table 1. In this 

table, the dimensionless number, Reynolds Number 𝑅𝑒 and the Eötvös Number 𝐸𝑜, are introduced. These 

dimensionless quantities are widely used to predict fluid flow patterns. The Reynolds Number is defined as 

𝑅𝑒 = @"I#J$
K"

, where 𝜌1 is the density of fluid 1, 𝑢L is the gravitational speed,	𝐿/ is the characteristic length, 

and 𝜇1 is the dynamic viscosity of fluid 1. Here, 𝑢L = �𝐿/𝑔. The characteristic length is further described 

as 𝐿/ = 2𝑅H. By its strict definition, the Reynolds Number characterizes the interaction between inertial 

and viscous forces present in the fluid. Similarly, the Eötvös number, defined as 𝐸𝑜 = 	@"I
%J$
2

, indicates the 

relationship between gravitational and surface tension forces.  

Table 1 Parameters used in Rising Bubble Test Case 

Test 
Case 

Density, 𝝆𝟏 
"𝒌𝒈
𝒎𝟑# 

Density, 𝝆𝟐 
"𝒌𝒈
𝒎𝟑# 

Dynamic 
Viscosity, 
𝝁𝟏(𝑷𝒂 ∙
𝒔) 

Dynamic 
Viscosity, 
𝝁𝟐(𝑷𝒂 ∙
𝒔) 

Surface 
Tension 

Coefficient, 
𝜸	 "𝑵

𝒎
#  

Reynolds 
Number, 

Re 

Eötvös 
Number, 

Eo 

1 1000 100 10 1 24.5 35 10 

2 1000 1 10 0.1 1.96 35 125 

 

To quantify the results obtained using the MEPSFoam solver, they have been compared with 

benchmark data generated using the three different participating groups in Hysing et al. work [50]. The 

three groups mentioned in this study are as follows: TU Dortmund, EPFL Lausanne, and Uni Magdebug. 

TU Dortmund utilized the TP2D (Transport Phenomena in 2D) Code to solve this problem. This flow solver 

treats immiscible fluids using the level set method [51,52]. The second group, EPFL Lausanne, uses the 

Finite Element Method (FEM) software, FreeLIFE, designed to solve free-surface two-fluid problems. This 

solver adopts a level-set approach to capture the interface between the two fluids [53]. Thirdly, the Uni 

Magdebug participating group uses an incompressible two-phase flow solver that incorporates a 
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Lagrangian-Eulerian approach. This solver is named MooNMD and it stands for Mathematics and object-

oriented Numeric in MagDeburg [54]. Similar to the previous two solvers, MooNMD adopts a FEM 

approach. It is important to note that all 3 solvers make use of a second-order time discretization scheme: 

one-step-theta, BF2, and fractional-step-theta, respectively.  

To compare the shape of the bubble at 𝑡 = 3	𝑠, the interface between the fluid 1 and fluid 2 has 

been characterized. This allows for an accurate representation of the geometrical shape of the bubble at the 

end of the simulation. To calculate the center of mass of the bubble, the following definition is employed: 

𝑋MN6 = (𝑥MN6 , 𝑦MN6) =
∫ 𝑥O&

𝑑𝑥

∫ 1O&
𝑑𝑥

 (29) 

 Where, the region occupied by the bubble is denoted by 𝐴P. In a similar manner, the rise velocity 

is defined as the average velocity at which the bubble or drop rising. This velocity is averaged over the 

entire computational domain and can be defined as: 

𝑈DQL =
∫ 𝑢O&

𝑑𝑥

∫ 1O&
𝑑𝑥

 (30) 

 These quantities are represented in the figures below. In both cases, the MEPSFoam solver 

produces largely aligned results to those mentioned above. The second test case is considered a more 

challenging problem as it exposes the limitations of the different interface tracking methods at large density 

and viscosity ratios between the two fluids involved. Additionally, the occurrence of break up is partially 

responsible for the small discrepancies in the results. 
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Fig. 9 Test case 1 results for MEPSFoam solver. a) Bubble geometry at 𝒕 = 𝟑	s. b) Bubble rise 

velocity over time. c) Center of mass calculation over time. 

a) b) 

c) 
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Fig. 10 Test case 2 results for MEPSFoam solver. a) Bubble geometry at 𝒕 = 𝟑	s. b) Bubble rise 

velocity over time. c) Center of mass calculation over time. 

Qualitatively, it is possible to compare the two cases considered in this benchmarking scenario 

using the computed interface geometries with the diagram extracted from Clift et al [55]. For both test 

cases, the shapes obtained computationally appear to be in agreement with the plot below. As shown in  and 

given the properties of both cases, the first test case models an ellipsoidal bubble, while the second one 

resembles a skirt-shaped bubble.  In addition to its dimensionless properties, test case 2 also has a lower 

surface tension coefficient, meaning that the surface tension effects are not strong enough to hold the shape 

of the bubble together, allowing it to break up.  

a) b) 

c) 
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Fig. 11 Geometrical regimes for bubble/drops through a liquid column as function of 𝑹𝒆 and 𝑬𝒐. 

Diagram from Clift et al [55]. 

 

2. Validation of the Solution of the Maxwell Equations with No Induced Flow 

To further validate the implementation of the Maxwell Equation while minimizing induced flow effects, 

two main cases are considered: a charge relaxation test case and conductive/dielectric planar layer test case. 

Charge Relaxation/Decay 

To verify the implementation of the charge-conservation approach, a test case consisting of a two-

dimensional Gaussian charge bump is considered. The setup consists of a single, conducting liquid in a 

square domain of 𝐿 = 1	𝑚. The electric potential, 𝜙, is set to 0 at all boundaries. Similarly, no initial 

velocity has been introduced to the problem. Conductivity 𝜎 and permittivity	𝜀 were chosen to be 𝜎 =

1		𝑆/𝑚 and 𝜀 = 2		𝐹/𝑚. Gravitational effects have been neglected in this problem. 

a) 

b) 

c) 
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This test case has been inspired by the work of López-Herrera [17]. A uniform charge density 

profile at 𝑡 = 0	𝑠 is initialized in a circular shape with radius 𝑎, using the Gaussian expression in Eq. 31.  

 

Fig. 12 Gaussian charge decay simulation. a) Initial gaussian charge density profile at 𝒕 = 𝟎	𝒔. b) 

Left, electric Potential at 𝒕 = 𝟔	𝒔. Right, charge density profile at 𝒕 = 𝟔	𝒔. 

𝜌4(𝑥, 𝑡 = 0) =
𝑒
(?%
0D%

𝑎√2𝜋
 (31) 

 Here, 𝑟 is the radial coordinate, 𝑟0 = 𝑥0 + 𝑦0, and 𝑎 is selected to be 𝑎 = 0.05	𝑚. The parameter 

𝑎 allows us to set the standard deviation of the Gaussian distribution. Under the assumption that the domains 

wall are several orders of magnitude further from the charge bump (𝑎 ≪ 𝐿), the analytical solution 

simplifies to an exponential time charge decay (Eq. 32). As time proceeds in the simulation, it is observed 

that the charge accumulation in the domain begins to decay. 

𝜌4(𝑥, 𝑡) = 𝑒(
><
= 	 (32) 

Fig. 13 exhibits the charge relaxation behavior of the initial Gaussian distribution. The spatial 

distribution at different times is also shown. The plot in Fig. 14 shows the results obtained when using Eq. 

31 with 𝑥 = 𝑦 = 0, meaning that the charge bump is initialized at the center of the computational domain. 

b) a) 
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In this figure, the maximum charge density as a function of time is illustrated. Numerical and analytical 

results show good agreement, indicating a successful implementation of the charge conservation equation 

and the effects of conductivity. 

 

Fig. 13 Distribution of charge as a function of position at 𝒕 = 𝟎, 𝟐, 𝟒, 𝟔	𝒔. 

 

Fig. 14 Transient relaxation of maximum charge density at center of domain (𝒙 = 𝟎, 𝒚 = 𝟎). 
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Planar Layer Test Case 

The second validation test, the Planar Layer test case, consists of setting a one-dimensional domain 

of 𝐿 = 1	𝑚 with two vertically stacked liquids. This validation test provides proof of successful 

implementation of the solution of Eq. 25. Three different cases are considered for the Planar Layer test: two 

conducting liquids, two dielectric liquids (𝜎1 = 𝜎0 = 0	𝑆/𝑚), and one conductive liquid/one dielectric 

liquid (𝜎0 = 0). The configuration for this validation case is depicted in Fig. 15. The parameters for these 

cases are shown in Table 3. Note that, since OpenFOAM is unable to use 0 for the entry of dielectric 

conductivities, are very small number has been used instead (𝜎 = 1 × 10(F'	𝑆/𝑚). 

For this configuration, the top wall is open to atmospheric conditions. Furthermore, a no-slip 

velocity boundary condition and voltage of 𝜙' = 1	𝑉 has been applied at the bottom wall, creating a 

potential between electrodes at a distance 𝐿. Like the previous test case, no gravitational effects have been 

considered as the case focuses on the correct implementation of the Maxwell Equations. With this in mind, 

no initial velocity has been initialized to minimize induced flow effects.  

 

Fig. 15 Planar Layer test case. a) Configuration for Planar Layer validation test. b) Dielectric-

conductive case. c) Conductive-conductive case. 

a) b) c) 
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According to Roghair et al. and López-Herrera et al., the exact solutions for the two-phase planar 

layer cases are given by analytical expressions shown in Table 2 [17,41]. These expressions were obtained 

by Taylor in a successful attempt to characterize the stress balance between electric tangential stresses and 

hydrodynamic stresses existing only in viscous fluids [35].  

Table 2 Analytical Expressions for Planar Layer Test Case 

Test Case Fluid Potential Distribution, 
𝝓𝑫 

Electric Field 
Distribution, 𝑬𝑫 

Conductive-Conductive 

Fluid 1 𝜙!,# =
−2𝑦 + 𝑅
1 + 𝑅  𝐸!,# =

2
1 + 𝑅 

Fluid 2 𝜙!,$ =
𝑅(−2𝑦 + 1)

1 + 𝑅  𝐸!,$ =
2𝑅
1 + 𝑅 

Dielectric-Dielectric 

Fluid 1 𝜙!,# =
−2𝑦 + Q
1 + 𝑄  𝐸!,# =

2
1 + 𝑄 

Fluid 2 𝜙!,$ =
𝑄(1 − 2𝑦)
1 + 𝑄  𝐸!,$ =

2𝑄
(1 + 𝑄) 

Conductive-Dielectric 

Fluid 1 𝜙!,# = 1 𝐸!,# = 0 

Fluid 2 𝜙!,$ =	−2𝑦 + 1 𝐸!,$ = 2 

 

Table 3 Parameters for Planar Layer Test Case 

Test Case Fluid Conductivity, 𝝈	 " 𝑺
𝒎
#  Permittivity, 𝜺	 "𝑭

𝒎
# 

Conductive-Conductive 
Fluid 1 1 2 

Fluid 2 4 1 

Dielectric-Dielectric 
Fluid 1 0 1 × 10%#$ 

Fluid 2 0 1 × 10%#$ 

Conductive-Dielectric 
Fluid 1 1 × 10%& 3 × 10%#$ 

Fluid 2 0 1 × 10%#$ 
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The results obtained in all 3 cases yield consistent agreement with the analytical solutions, 

indicating the correct implementation of the electric Poisson equation. Fig. 16 below illustrates these 

findings in more detail. 

 

Fig. 16 Analytical comparison of Planar Layer validation test. 
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V. Results and Discussion 

After validating the modifications to the MEPSFoam solver, a discussion of the droplet deformation 

results is presented in this section. Furthermore, electrospray simulations are introduced to illustrate the 

reliability and accuracy of the MEPSFoam solver.   

A. Droplet Deformation Physics 

As an ideal validation test, the physics of droplet deformation under the effects of an electric field 

have been studied. In 1966, Taylor analyzed this problem and provided an analytical solution for the 

measurement of the droplet deformation, 𝐷H [35].  

𝐷H =
9
16

𝐶𝑎4
(2 + 𝑅)0

𝑓H (33) 

 		𝑓H = 1 + 𝑅0 − 2𝑄 + "
F
(𝑅 − 𝑄) 0R"S

1RS
 (34) 

The expressions in Eq. 33 and 34 are valid for small deformations only as it was derived by 

perturbation analysis. In this expression, 𝑓H is known as the discriminating function as it determines the 

direction of the deformation. When 𝑓H < 0, the deformation of the droplet is known to adopt an oblate 

shape, while a prolate shape occurs when 𝑓H > 0.  In a prolate shape, the deformation occurs along the 

same direction as the electric field. Contrastingly, in an oblate deformation, the elongation of the droplet 

occurs in the direction perpendicular to the external electric field. A point of zero deformation occurs at 

𝑓H = 0. Please note that this criterion is dependent on the external electric field orientation 𝐸T. 
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Fig. 17 Droplet deformation as a function of the discriminating function, 𝒇𝒅. 

The electric capillary number 𝐶𝑎4 is a good indicator of the relationship between electric forces 

and surface tension forces. Its definition is given in Eq. 35. 

𝐶𝑎4 =
𝐸T0 	𝑅H 	𝜀0	

𝛾
 (35) 

Where 𝑅H is defined as the initial droplet radius, 𝛾 is the surface tension coefficient between the 

two fluids. The external electric field is given by 𝐸T = VW
J

. Here, Δ𝜙 is the applied electric potential and 𝐿 

is the length between the two electrode plates. The parameters included in Eq. 33 and 34 relate to the 

properties of both fluids. More precisely, 𝑅 is equal to the ratio of conductivities between the inner fluid 

(fluid 1) and the outer fluid (fluid 2).  Similarly, the ratios of permittivities and dynamic viscosities are 

represented by Q and R, respectively. These ratios are defined in Eq. 36 below. 

𝑅 =
𝜎1
𝜎0

 𝑄 =
𝜀1
𝜀0

 𝛽 =
𝜇1
𝜇0

 (36) 

In addition to the evident deformation of the droplet, Taylor discovered a particular fluid behavior 

inside the droplet. Under the stresses established by the presence of an electric field, a circulatory flow 

inside the droplet takes place: the existence of four vortices balanced by another four vortices in the outer 

fluid.  exhibits this behavior. As per Taylor’s description, sustaining equilibrium necessitates a constant 
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balance between electric stress and a variable pressure difference on either side of the droplet. This pressure 

difference is contingent upon fluid motion within and outside the droplet. Additionally, the values of 𝑅	and 

𝑄 possess the ability to determine the direction of rotation in the outer vortices. When 𝑅 > 𝑄, the rotation 

of the top right vortex flows in a clockwise motion, and for 𝑅 < 𝑄, the direction of this same vortex is in 

the counterclockwise direction. 

 

Fig. 18 Circulation inside a silicone oil droplet. Experiment carried out by Taylor [35]. Used with 

permission of The Royal Society (U.K.) from Studies in electrohydrodynamics. I. The circulation 

produced in a drop by an electric field by S.G. Taylor; permission conveyed through Copyright 

Clearance Center, Inc.
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1. Droplet Deformation Subjected to a Uniform Electric Field 

As described in Section III, the deformation of a liquid droplet under the effects of an electric field 

provides an accurate validation test case to prove the accuracy of the coupling of the electric forces with 

the existent fluid dynamics involved in the code. In this validation case, a droplet immersed in a background 

fluid is subjected to an external electric field. A schematic of the case configuration is pictured in Fig. 19. 

As shown, an electric potential 𝜙' is applied at the top electrode, forcing the generated electric field to have 

a downward direction. It is important to note that, in this case, both fluids share the same densities, removing 

buoyancy effects from the problem. This problem has been widely studied in the literature. Therefore, 

providing a significant diversity of solutions for comparison [17,40,41,56,57]. Experimentally, this problem 

was first introduced by Taylor in 1964. For this reason, his work will be of utmost importance to 

characterize the deformation analysis. 

 

Fig. 19 Axisymmetric setup for droplet deformation case. 

For this problem, a two-dimensional axisymmetric configuration with a mesh composed of 25,000 

cells has been chosen to simulate the deformation of the droplet. A minimum cell size has been set to 1.953 

mm to match the mesh resolution used in Lopez-Herrera’s work. This configuration allows us to save 

computational resources while solving the full tri-dimensional domain when revolved around its axis of 

symmetry.  
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Fig. 20 Front and lateral view of axisymmetric mesh used in droplet deformation case. A grading 

distribution has been used to focus on maximizing the resolution at the location of the original 

droplet. 

In order to characterize the deformation, an expression defining the aspect ratio of the droplet is 

used. In Eq. 37, 𝑎	is defined as the deformation parallel to the external electric field. On the other hand, 𝑏 

is the measurement of the droplet deformation in the direction perpendicular to the electric field. These are 

shown in more detail in Fig. 17. 

𝐷- =
𝑎 − 𝑏
𝑎 + 𝑏

 (37) 

For comparison, the results obtained from the simulation using MEPSFoam have been compared 

with the analytical solution derived by Taylor (Eq. 33) [35]. This analytical solution was derived by 

studying the force balance between electrical and capillary stresses. It is important to note that, in order to 

reach a quantitative agreement with the analytical solution, the domain must comply with the assumption 

of Stokes flow Taylor suggested in its derivation. In this manner, the domain length for the problem must 

follow the requirement that 𝐿 ≫ 𝑅H due to confinement effects potentially being significant for the 

deformation. For this reason, the domain length has been chosen to be 𝐿 = 2.   

In his work, Taylor quantified the fluid motion inside and outside the droplets by deriving 

expressions that explained the velocity components. In the original article, these expressions are given in 
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spherical polar coordinates. However, the fluid motion expressions are listed below in cartesian coordinates, 

where the subscripts 1 and 2 refer to the inner fluid and the outer fluid, respectively. 

𝑢1,E = 𝐴o
𝑅H(1

�𝑥0 + 𝑦0
−
1
𝑅H"
�𝑥0 + 𝑦0p (2𝑥0 − 𝑦0) (38) 

𝑢1,Y = −𝐴𝑥𝑦 o
3

𝑅H�𝑥0 + 𝑦0
−

5
𝑅H"�𝑥0 + 𝑦0

p (39) 

 

𝑢0,E = 𝐴o
𝑅H.

(𝑥0 + 𝑦0)"
−

𝑅H0

(𝑥0 + 𝑦0)0
p (2𝑥0 − 𝑦0) (40) 

𝑢0,Z = 2𝐴𝑥𝑦 o
𝑅H.

(𝑥0 + 𝑦0)"
p (41) 

Where 𝐴 is described by the same parameters used to derive the droplet diameter solution 𝐷H in 

Eq. 36. 

𝐴 = −
9
10
𝑅H𝜀0𝐸T0

𝜇0
𝑅 − 𝑄
(𝑅 + 2)0

	(1 + 𝛽)(1	 (42) 

To test the validity of the entire solver, two main parametric studies were considered. First, a study 

on the effect of the conductivity ratio, 𝑅, on the deformation of the droplet. Secondly, a range of different 

electric capillary numbers were selected to compare with the results from other droplet deformation studies 

mentioned above. The findings of these two cases are discussed below. 

 

B. Droplet Deformation Discussion: Electric Capillary Number Effects and Conductivity 

Ratio Parametric Study 

Following on the section above, the setup of the problem begins with initializing a circular droplet 

in the middle of the axisymmetric domain (centered at 𝐿 = 2). The initial droplet radius is set to 𝑅H = 0.1. 

Neumann boundary conditions have been set for the right wall only, while for all other boundaries a 

combination of Neumann and Dirichlet boundary conditions are used. A voltage is applied to the top 
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electrode wall, while the bottom electrode wall is set to ground. Similarly, no-slip boundary conditions have 

been set for these two electrode walls. To comply with the 2D axisymmetric configuration shown in Fig. 

19, the left wall (axis of symmetry) has been fixed with a “wedge” boundary condition used for 2D 

rotationally symmetric cases. In this problem, the right wall is treated as a boundary open to atmospheric 

conditions. Gravitational effects were purposely neglected in these two cases. Table 4 contains the boundary 

conditions applied to the computational domain used in this parametric study. 

In a similar fashion, the operating parameters utilized for the parametric study of electric capillary 

numbers, defined as 𝐶𝑎4 =
4'% 	[(	=%	

2
, are listed in Table 5. Note that the applied electric potential and 

capillary number include the ranges that were used for the different cases. The following electric capillary 

numbers were considered for this study: 𝐶𝑎4 = 0.001, 0.004, 0.025, 0.1, 0.225, 0.4, 0.625, 0.9, 1.6, and 

2.5. With the exception of the applied electric potential 𝜙', all other variables were held constant to achieve 

these values. In order to ensure stability according to the Courant Number, a maximum limit of 𝐶𝑜 = 	0.5  

was maintained. Given the size of the mesh, a start time step of Δ𝑡 = 2 × 10(F s was imposed. However, 

the simulation has been developed to use adaptive time stepping, allowing to remain below the maximum 

Courant number at all time steps. 

Table 4 Boundary Conditions used for Droplet Deformation Case 

Boundary Pressure Velocity Electric Potential Charge Density 

Top Electrode ∇𝑝 = 0 𝑢 = (0, 0, 0) 𝜙 = 𝜙' ∇ρ( = 0 

Bottom Electrode ∇𝑝 = 0 𝑢 = (0, 0, 0) 𝜙 = 0	𝑉 ∇ρ( = 0 

Right Wall 𝑝 = 𝑝)*+ ∇𝑢 = 0 ∇𝜙 = 0 ∇ρ( = 0 

Left Wall 
(symmetry) 

Symmetry (Wedge) Symmetry (Wedge) Symmetry (Wedge) Symmetry (Wedge) 
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Table 5 Initial Operating Parameters Matrix for Droplet Deformation – 𝑪𝒂𝑬 Study 

Initial 
Droplet 

Radius, 𝑹𝒅 

Conductivity 
Ratio, 𝑹 

Permittivity 
Ratio, 𝑸 

Viscosity 
Ratio, 𝜷 

Applied 
Electric 

Potential, 
𝝓𝟎 

Electric 
Capillary 
Number, 
𝑪𝒂𝑬 

Surface 
Tension 

Coefficient, 
𝜸	 "𝑵

𝒎
# 

0.1   2.5 2 1 0.1-5 V 0.001-2.5 1 

 

For a qualitative analysis at first glance, it is observed that at 𝐶𝑎4 = 0.625 (see Fig. 21), the 

discriminating function 𝑓H is greater than zero, yielding an accurate prolate deformation. The direction of 

the top right vortex follows the correct direction when 𝑅 < 𝑄.  

The results of the parametric study of 𝐶𝑎4 vs Droplet Deformation are shown in Fig. 22. As 

expected, the deformation of the droplet tends to increase as the electric capillary number is increased. At 

high capillary numbers, the results start to deviate from the analytical solution. This could potentially be 

related to the assumption made by Taylor, in which his analytical expression was only valid at small 

deformations. At 𝐶𝑎4 > 1, the deformations begin to be more significant, potentially violating this 

assumption. For reference, small deformations are defined as deformations below the threshold: 𝐷- < 0.1. 

Moreover, the increase in electric capillary number also indicates an increase in electrostatic stresses in 

comparison to the surface tension stresses at the interface of the droplet. Thus, suggesting that the 

deformation will be greater. 
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Fig. 21 Prolate deformation of droplet at 𝑪𝒂𝑬 = 𝟎. 𝟔𝟐𝟓. Left: Streamlines are shown using a 

Surface Line Integral Convolution (LIC) representation. Right: Iso-contours of charge density 

around droplet interface. 

 

Fig. 22 Droplet deformation for various values of 𝑪𝒂𝑬. Data from Refs. [41,56,57]. 

The second parametric study for the droplet deformation problem is the variation of the 

conductivity ratio, 𝑅, at constant operating parameters. Here, the values of 𝑅 = 1.81, 2.75, 3.6, 4.2, 5.1, 
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6.4, 8.7, and 14.4 were considered. In this case, a constant applied electric potential of 𝜙' = 2.68	𝑉 was 

used, making the electric capillary number to be 𝐶𝑎𝐸 = 0.18 (see Table 6). 

According to theory, the value of 𝑅 = 5.1	indicates no deformation at all, since 𝑓H = 0. From the 

analytical solution, it is expected that the droplet will deform in an oblate shape for values 𝑅 < 5.1, while 

the deformation will take on a prolate shape for 𝑅 > 5.1.  By comparing the results obtained with previous 

studies of droplet deformation, it is evident that the deformations generated by the MEPSFoam solver 

follow a comparable trend. However, there is an offset that is apparent at each 𝑅	value. The exact cause for 

this effect remains elusive. A probable cause for this discrepancy could be explained by the selection of 

initial parameters in the configuration of the problem as there is no confirmation that all initial conditions 

have been exactly replicated from the published work. 

 

Table 6 Initial Operating Parameters Matrix for Droplet Deformation – Conductivity Ratio 

Parametric Study 

Initial 
Droplet 

Radius, 𝑹𝒅 

Conductivity 
Ratio, 𝑹 

Permittivity 
Ratio, 𝑸 

Viscosity 
Ratio, 𝜷 

Applied 
Electric 

Potential, 
𝝓𝟎 

Electric 
Capillary 
Number, 
𝑪𝒂𝑬 

Surface 
Tension 

Coefficient, 
𝜸	 "𝑵

𝒎
# 

0.1   1.81-14.4 10 1 2.68 V 0.18 1 

 

At high values of 𝑅, deviations from the analytical solution are noticeable. While the small 

deformation assumption plays a role in explaining this discrepancy, an additional cause could be due to the 

higher electric stresses experienced by the use of higher conductivity ratios. Thus, increasing the amount 

of charge accumulation on the droplet interface.  
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Fig. 23 Droplet deformation for various values of conductivity ratio, 𝑹. Data from Refs. [17,40]. 

C. Electrospray Simulations 

The ability for the solver to fully capture a steady cone-jet has been comprehensively tested. The 

aim of this section is to elucidate the behavior of a steady cone-jet as produced by the results of the 

MEPSFoam solver. To exhibit this behavior, a set of single emitter electrospray simulations using a two-

dimensional axisymmetric mesh have been carried out. These simulations aim to reproduce the formation 

of a Taylor Cone as well as jet breakup as evidenced in experimental trials. A detailed depiction of the 

electrospray simulation configuration is shown in Fig. 24. Here, numbers next to the components of the 

electrospray are used to describe the boundaries of the setup. Note that this picture is not to scale, and it is 

for illustration purposes only.  
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Fig. 24 Electrospray simulation configuration with typical steady cone-jet behavior exhibited in 

numerical simulations performed by MEPSFoam. Not drawn to scale. 

For this problem, a mesh of 364,080 computational cells was selected. Fig. 25 displays the 

computational mesh selected for all electrospray simulations. This decision was a compromise between run 

time and performance, as the necessary mesh resolution for measuring the length of a cone-jet proved to be 

fine in order to avoid substantial numerical diffusion. However, it came at the expense of significantly 

affecting the amount of time needed to complete a simulation. In this manner, a minimum cell size of 

1.27	𝜇𝑚 was selected near the emitter exit with mesh grading to decrease the total number of cells in the 

full computational domain. After noticing pronounced numerical diffusion along the vertical direction, a 

uniform block of grid cells was extended for 20 mm from the emitter exit. The addition of refined mesh 

cells at this location included the same minimum cell size as the inlet to ensure sufficient resolution for the 

measurement of the cone-jet. As shown, a much finer resolution was deliberately specified for the jet region. 

Due to its conductive properties and its extensive research backing, heptane was selected as the working 

fluid for all simulations. The properties of heptane were obtained from the work of Tang and Gomez [58]. 

Although heptane is considered a low electric conductivity liquid, its properties are sufficient to induce a 

steady cone-jet. For reference, the properties of heptane and the ambient fluid are displayed in Table 7. 
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Fig. 25 Computational mesh used for electrospray simulations. 

The conditions applied to each boundary are listed in Table 8. Although a velocity has been 

prescribed at the inlet, in order to speed up the simulations, a separate simulation for the development of 

the flow has been implemented. This initial run enables the fluid inside the emitter to fully develop and 

reach the desired 𝑈*DE to match the required flow rate at the exit of the emitter. 

Table 7 Fluid Properties used in Electrospray Setup 

Fluid 
Density, 
𝝆	 "𝒌𝒈

𝒎𝟑# 

Kinematic 
Viscosity, 
𝝂	 "𝒎

𝟐

𝒔
# 

Conductivity, 
𝝈	 " 𝑺

𝒎
#  

Permittivity, 
𝜺	 "𝑭

𝒎
# 

Surface 
Tension 

Coefficient, 
𝜸	 "𝑵

𝒎
# 

Heptane 684 6.14 × 10%, 1.4 × 10%- 1.70886
× 10%## 0.0186 

Air 1.225 1.4939 × 10%. 1.05 × 10%#. 8.85419
× 10%#$ 0.0186 
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After this simulation has reached convergence, all fields (𝑢, 𝑝, 𝛼, 𝐸) are then mapped onto the full 

domain, allowing for an optimized run. This is possible due to the use of the mapFields tool in OpenFOAM. 

All the respective calculations necessary to ensure fully developed flow at the emitter exit were performed 

separately. An illustration of this method is captured in Fig. 26.  

Table 8 Boundary Conditions used for Electrospray Simulations 

Boundary Section Distance 
(mm) Pressure Velocity Electric 

Potential 
Charge 
Density 

Inlet 0-1 0.06 ∇𝑝 = 0 𝑢 = ?0, 𝑈)/0, 0A ∇𝜙 = 0 ∇ρ( = 0 

Emitter 1-4 1 ∇𝑝 = 0 𝑢 = (0, 0, 0) 𝜙 = 0	𝑉 ∇ρ( = 0 

Bottom Wall 4-5 20 𝑝 = 𝑝)*+ ∇𝑢 = 0 ∇𝜙 = 0 ∇ρ( = 0 

Right Wall 5-6 30.8 𝑝 = 𝑝)*+ ∇𝑢 = 0 ∇𝜙 = 0 ∇ρ( = 0 

Top 
Electrode 

(Extractor) 
6-7 14.39 ∇𝑝 = 0 𝑢 = (0, 0, 0) 𝜙 = 𝜙' ∇ρ( = 0 

Extractor 
Orifice 

7-8 6 𝑝 = 𝑝)*+ ∇𝑢 = 0 ∇𝜙 = 0 ∇ρ$ = 0 

Left Wall 
(symmetry) 

8-0 30.8 
Symmetry 

(Wedge) 

Symmetry 

(Wedge) 

Symmetry 

(Wedge) 

Symmetry 

(Wedge) 
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Fig. 26 Illustration of field-mapping of flow development to reach desired flow rate, 𝑸𝒇. Drawing is 

not to scale. 

1. Role of Liquid Flow Rate in Electrospray Simulation 

In this subsection, the role of the liquid flow rate in electrospray dynamics has been investigated. 

From a qualitative standpoint, for a fixed value of applied voltage, the jet distance will increase as the liquid 

flow rate increases. Additionally, the cone-jet formation starts at an earlier time step for flows with higher 

liquid flow rate, compared to those with lower flow rates. The simulations also show the type of circulation 

that is normally observed in an electrospray in the steady cone-jet mode. A time comparison of the 

recirculation inside the jet is shown in Fig. 27. In this figure, a potentially erroneous small pressure artifact 

can be appreciated in the middle of the liquid jet formation. An identifiable factor contributing to this artifact 

could be mesh grading introduced at the emitter inlet, where mesh resolution is sacrificed to favor 

computational efficiency. Another possible cause is the introduction of field mapping at 𝑡 = 0	𝑠	that creates 

instability in the first few time steps of the simulation. As time advances, this instability is dampened, and 

a stable cone begins to form. Moreover, this figure illustrates the formation of a convex meniscus at 𝑡 =

0.15	𝑚𝑠, the usual cone structure that is observed in experimental works of liquid jets subjected to uniform 

electric fields before ejecting into a jet. At 𝑡 = 12	𝑚𝑠, the cone has already transitioned to a full cone-jet. 

Here, the jet undergoes a decrease and increase in jet diameter, wherein the polarization force intensifies 
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with an increased concentration of the electric field, and surface tension acts to restore equilibrium on the 

jet. 

 

Fig. 27 Recirculation of cone-jet formation at 𝑸𝒇 = 𝟔. 𝟐𝟎	𝒎𝑳/𝒉. a) at	𝒕 = 𝟎. 𝟏𝟓	𝒎𝒔             

b) at	𝒕 = 𝟏𝟐	𝒎𝒔. 

 

Fig. 28 Mean pressure values for a range of 𝑸𝒇. Highest local peaks indicate breakup of the jet. 

The mean pressure evaluated over the entire computational domain in Fig. 28 demonstrates an 

interesting trend with regards to the breakup of the jet. A local maximum followed by a local minimum 

a) b) 
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indicates the time when the jet has broken up into smaller satellite droplets. This behavior is exhibited more 

prominently in the 𝑄 = 6.20	𝑚𝐿/ℎ curve at the 𝑡 = 0.35	𝑚𝑠 mark. Furthermore, as evidenced in the plot, 

larger flow rates such as 𝑄 = 6.20	𝑚𝐿/ℎ and 𝑄 = 12.0	𝑚𝐿/ℎ, tend to follow a visibly different trend. This 

effect can be explained by the mesh resolution at domain areas further from the emitter. At higher flow 

rates, the cone-jet reaches areas in the computational domain where the mesh resolution is much coarser, 

yielding significantly higher numerical diffusion that induces erroneous pressure values in the 

computational cells.  

 When compared to the experimental data from Tang and Gomez and Dastourani’s numerical 

results, the MEPSFoam produced droplets of higher diameter by a comparable margin [20,58]. The plots 

in Fig. 29 show that for most flow rates, predicted droplet diameters are larger than those measured 

experimentally. However, it is evident that the length of the cone-jet as measured from the tip of the emitter 

agrees reasonably well with the results shared by Dastourani et al. A depiction of the liquid flow rates 

described in this section are shown in Fig. 30. From the various simulations, it is observed that the breakup 

caused from jet instabilities occurs at larger distances from the emitter exit as the flow rate is increased.  

 

Fig. 29 Droplet diameter and cone-jet length at 𝝓𝟎 = 𝟒	𝒌𝑽, 𝒕 = 𝟏𝟐	𝒎𝒔, and 𝒇 = 𝟑𝟎 for various 

values of 𝑸𝒇. Data from Refs. [20,58]. 
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Fig. 30 Cone-jet profiles for various values of 𝑸𝒇 at 𝒕 = 𝟏𝟐	𝒔 and 𝒇 = 𝟏. 

One conjectured explanation for the discrepancies observed in the results could be a product of 

different measurement techniques. A substantial amount of uncertainty exists in the methods employed by 

other authors to quantify cone-jet length and droplet diameter. Sufficient clarification on the methodology 

of these measurements has been consistently left out in the literature and therefore, there is the possibility 

that the results shown have been measured employing different methods. In this work, measurements have 

been taken for each single case from the emitter exit to the length in which the jet breaks up into its first 

droplet.  

 

2. Role of Applied Electric Potential in Electrospray Simulation 

 In addition to studying the effects of liquid flow rate on the formation of cone-jet, an examination 

of various voltages has been undertaken through parametric analysis. The voltage applied to the system is 

without a doubt of great importance, as it provides a range of operating limit to produce a steady cone-jet.  

However, due to the computational limitations of numerical analysis, a study of this kind is better equipped 

to carry out an analysis of cone-jet development as a function of other parameters such as flow rate, liquid 

properties, etc. Attempting to find an onset voltage numerically would prove computationally expensive as 

𝑄. = 0.50 
𝑭𝒍
𝒐𝒘

	𝒓
𝒂𝒕
𝒆,
	𝑸

𝒇	(
𝒎
𝑳/
𝒉)

 

𝑄. = 1.20 

𝑄. = 3.40 

𝑄. = 6.20 

𝑄. = 12.0 
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a “trial and error” would be required. Although it is theoretically possible, an analysis of this magnitude 

would require a substantial number of applied voltages to be tested. Analytically, this onset voltage can be 

estimated using Eq. 1. According to this expression the onset voltage would occur at an applied electric 

potential of 𝜙' = 2461.762	𝑉. 

 

Fig. 31 Steady cone-jet operating regime for Heptane Solution. Courtesy of Tang and Gomez [58]. 

Given that the stability of an electrospray mode is dependent on the conditions and parameters of 

a particular fluid, Fig. 31 incorporates the operating regime designed that enables the formation of a stable-

cone jet. This illustration delineates the regimes pertinent to the heptane solution utilized in these 

simulations. Note that the flow rate is given in cubic centimeters per hour, which is equivalent to one 

milliliter per hour (mL/h). 

The figure below (Fig. 32) illustrates a temporal evolution of an electrospray at an applied voltage 

of 4000 V with a constant flow rate of 3.4 mL/h. A cone formation is evidenced in the beginning of the 

simulation. As time proceeds, the electric forces in the cone surface overcome the surface tension forces, 

forcing the cone to eject in a cone-jet shape.  
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Fig. 32 Transient evolution of electrospray simulations of heptane at 𝝓𝟎 = 𝟒𝟎𝟎𝟎	𝑽, 𝑸𝒇 =

𝟑. 𝟒	𝒎𝑳/𝒉.  

In Fig. 33, the cone-jet profiles for the different values of applied electric potential are shown. Also, 

it is observed that the simulations follow the onset voltage calculated at the beginning of this section. As 

shown, no hydrostatic cone that follows Taylor’s theory is formed at 𝜙' = 2000	𝑉 since it is slightly below 

the onset voltage. At 𝜙'=3000 V, the early onset of a hydrostatic cone can be perceived.  

As the electric potential is increased, an earlier formation of the Taylor cone can be observed. At 

low voltages, the cone begins to form in convex configuration. As the voltage applied to the system is 

increased, the cone portion of the cone-jet tends to adopt a sharper convex appearance. This is due to the 

dominance of electric forces over surface tension forces at the interface.  

 

 

Fig. 33 Cone-jet profiles for various values of 𝝓𝟎 at 𝒕 = 𝟔	𝒔 and 𝒇 = 𝟏. 
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Fig. 34 Maximum electric field magnitude at 𝑸𝒇 = 𝟑. 𝟒	𝒎𝑳/𝒉 and 𝒕 = 𝟏𝟐	𝒔 (Left). Comparison of 

maximum electric field contours for 𝝓𝟎 = 𝟐𝟎𝟎𝟎	𝑽 and 𝝓𝟎 = 𝟔𝟎𝟎𝟎	𝑽 (Right). 

A plot of the maximum electric field captured during each simulation is represented in Fig. 34. It 

is clear that, for the cases evaluated, the maximum electric field follows a linear trend with an increase in 

applied electric potential, as defined in Eq. 18. As pictured in the image on the right, a significant increase 

of electric presence is seen near the interface of the cone-jet, therefore validating the voltage effects on the 

shape of the cone-jet as the applied voltage is varied.
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VI. Conclusions and Future Work 

This work has focused on the implementation of a numerical solver capable of accurately 

simulating electrohydrodynamic phenomena. Using the OpenFOAM framework, the existing interFoam 

solver has been modified to include electrostatic effects in the solution of the Navier-Stokes equations. 

First, the solution of the Maxwell equations, as implemented in MEPSFoam, was verified by comparing 

the numerical predictions to analytical solutions in two cases: a planar charge layer and a charge bump 

decay. To validate the coupling of the electrostatic effects to the Navier-Stokes equations, the simulation 

results were compared to published measurements of droplet deformation under the effects of a uniform 

electric field. 

The electrospray simulation results confirm that both the liquid flow rate and the applied electric 

potential affect the shape and onset of the steady cone-jet formation. As the liquid flow rate is increased 

and the hydrodynamic stresses become more prominent, the cone jet-length increases. Similarly, at higher 

voltages, the onset of the cone formation appears earlier than at lower voltages. 

Significant opportunities lie ahead to advance the research performed in the present work. Firstly, 

in the context of electric propulsion, a critical area for exploration is the study of multiplexed emitters in 

both experimental and numerical settings, aiming to further characterize the behavior of neighboring 

emitters in multiplexed configurations. An analysis of this scale would allow for the quantification of 

performance of electrospray thrusters in a configuration that is capable of delivering high efficiency 

propulsion for deep space missions. 

Additionally, there is a pressing need to delve into the optimization of the MEPSFoam code. The 

further analysis of the various numerical schemes applicable could potentially improve the efficiency of the 

code. This research could benefit from a deeper investigation into more advanced discretization schemes. 

Some of these advanced schemes include blended divergence schemes, such as LUST (Linear-Upwind 

Stabilized Transport), and second-order, bounded vector field schemes, such as the SFCD (Self-Filtered 
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Central Differencing) scheme. This investigation would allow for a detailed comparison of the different 

numerical schemes and their stability effects on the simulation results. The choice of discretization scheme 

is known to drastically affect numerical stability and accuracy. Furthermore, attention should be directed 

towards the inclusion of more sophisticated conductive liquids, potentially leading to the study of high 

conductivity liquids. Moreover, there is an opportunity to explore the application of many other 

electrohydrodynamic processes. From printing technologies to medical applications, the robustness of this 

electrohydrodynamic solver must be explored.  
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