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Abstract

Solving the multiple goals problem has been
a major issue in Artificial Intelligence models
of planning (Sussman, 1975; Sacerdoti, 1975;
Wilensky, 1978; Wilensky, 1980; Wilensky,
1983; Carbonell, 1979); however, most mod-
els have assumed that the best plan for a set
of goals to be satisfied in conjunction will arise
from a simple combination of the best indi-
vidual plans for each goal. However, human
planners seem to possess an ability to look
at a set of goals, and characterize them as a
whole, instead of as a collection of individual
goals (Hayes-Roth and Hayes-Roth, 1979). In
this paper, we introduce the notion of index-
ing complex multiple-goal plans in terms of the
interactions between the goals that they sat-
isfy. We present the vocabulary requirements
for representing the causality behind goal in-
teractions, the general planning strategies used
to resolve these interactions, and the specific
plans based on these more general resolution
strategies that are instantiated in the actual
planning problem.

Indexing Plans in Memory

Solving the multiple goals problem has been a ma-
Jjor issue in Artificial Intelligence models of planning
(Sussman, 1975; Sacerdoti, 1975; Wilensky, 1978;
Wilensky, 1980; Wilensky, 1983; Carbonell, 1979);
however, most models have assumed that the best
plan for a set of goals to be satisfied in conjunction
will arise from a simple combination of the best in-
dividual plans for each goal. A problem with the
“each goal first” planning theories is that they pro-
vide no vocabulary capable of characterizing goal
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and plan interactions in a form that allows access
to past cases in memory based on these common-
alities. Such goal interactions serve as critical con-
straints on successful plans, so that taking advan-
tage of these constraints while selecting among and
developing plans will not only produce “smarter”
plans, but has the advantage of bootstrapping from
plans previously developed for similar plan interac-
tion situations.

Three basic requirements of any representational
vocabulary used to describe, organize, and index
plans are: first, that it characterize abstract pat-
terns of goal interactions that capture relevant sim-
ilarities between situations; second, that it provide
access to general strategies that pertain to resolv-
ing the overall goal/plan situation; and finally, that
it identifies specific plans that cover the current sit-
uation. In the next sections, we present a represen-
tational vocabulary that characterizes the causal
knowledge behind goals, plans, and their interac-
tions. Human experimental evidence is then pre-
sented, along with suggestions about how this pro-
posed paradigm can be extended to encompass a
majority of planning situations.

Vocabulary for Goal Interactions

Planners currently use a vocabulary of goals, asso-
ciated plans, sub- plans, preconditions, and effects
(Schank and Abelson, 1977), as well as basic in-
teractions such as conflict and concord (Wilensky,
1978). The problem of how to describe the sim-
ilarity between goal situations has been discussed
by (Schank, 1982), who introduced abstract mem-
ory structures (Thematic Organization Packages or
TOPs) to connect episodes in memory on the ba-
sis of similarities in the pattern of goals and plans
they contain. In planning, such abstract patterns
of goal and plan interactions can serve to identify
a class of problems where a particular set of reso-
lution strategies are appropriate.

Consider the example (Wilensky, 1978) of “want-
ing the newspaper from outside on the sidewalk
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while it is raining,” where the planner is trying to
achieve a particular goal (getting the newspaper);
the chosen plan (carry the paper in) has a particular
precondition (be outside); and an existing state (it
is raining), in combination with the precondition,
results in the violation of an existing preservation
goal (stay dry) (Schank and Abelson, 1977). To
plan in this situation, the goal conflict must be de-
scribed in terms of an abstract characterization of
the problem that captures the causal chain leading
to the violation. This situation can be character-
ized as precondition plus state causes violation of
a preservation goal, or Plan+State— Violation (see
Figure 1).
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Figure 1: Representation of the goal interaction sit-
uation Plan+State— Violation.

Many other plan/goal conflicts can be character-
ized in a similar way (see (Hammond et al., 1991;
Hammond, 1990)). In this paper, we will concen-
trate on only one of these, Plan+State— Violation,
and its associated resolution strategies.

Vocabulary for Resolution Strategies

There are three basic strategies that are designed
for use in any Plan+State— Violation planning sit-
uation. These resolution strategies are plans for
altering' the causal situation such that the origi-
nal goal can be achieved while avoiding the preser-
vation goal violation. The three strategies for
Plan+State— Violation are:

¢ Plan against precondition: Find a plan for the
primary goal that does not require the problem-
atic precondition (find a plan that does not re-
quire going outside).

¢ Plan against state: Alter the existing state such
that even when the precondition is met the
preservation goal will not be violated (do some-
thing to make it stop raining).
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e Plan against violation: Add an auxiliary plan
that prevents the violation of the preservation
goal even in presence of the threatening state and
the existing condition (get an umbrella).

One test of these problem resolution strategies
is whether or not they apply to other instances of
Plan+State— Violation. Suppose a planner wants
to get a hot pot off of the stove. Like the news-
paper and the rain example, the situation fits into
Plan+State— Violation, and the associated resolu-
tion strategies are appropriate here also: the first
strategy suggests trying a plan that does not re-
quire touching the pot, such as using a stick to push
the pot off of the burner; the second suggests wait-
ing for the pot to cool down before moving it; the
third suggests that some sort of protection be used,
such as a pot holder. While the content of the par-
ticular goals is different, the interactions that occur
between the goals in both of these situations are
similar.

Accessing general strategies through this vocab-
ulary provides the planner with alteration tech-
niques and information as to what parts of the ini-
tial causal configuration are appropriate targets of
change. In summary, by including a causal analy-
sis of the goal interactions in a situation as part of
its representation, it is possible to access in mem-
ory the general strategies applicable to the problem,
leading to specific plans for the current situation.

Vocabulary for Specific Planning
Strategies

Causal relations can be used to organize resolu-
tion strategies in terms of the situations for which
they are relevant. The resolution strategies indicate
where a particular causal chain can be effectively
altered for a particular planning situation; next we
need a more specific vocabulary for characterizing
how situations can be altered. We will now look
at when and how to apply the specific strategies
associated with Plan+State— Violation.

Specializations of “Plan against precondi-
tion.” One specialized strategy is use alternate
agent, appropriate in Plan+State— Violation cases
such as when a student wants to go into the of-
fice and pick up his mail while avoiding his advisor.
This strategy is not always appropriate; for exam-
ple, consider moving the hot pot. To index this
strategy so that it will be applied only in appropri-
ate problems, we need a representation of features
that identify when this and other particular strate-
gies are relevant. In this case, the distinctive fea-
ture lies in the nature of the preservation goal goal
being threatened: if it is specific to the planner
and not to other agents, then this is a good solu-
tion to a Plan+State— Violation conflict. Thus, the



important features for use alternate agent are the
commonality of the threatened preservation goal,
the nature of the preservation goal, and any spe-
cial skills or abilities involved in the normal plan
to satisfy the initial achievement goal (Schank and
Abelson, 1977).

A different specialization of the general strategy
to plan against the precondition is to use an alter-
nate plan that does not have the same precondition,
or use alternate achievement goal plan. For exam-
ple, to get the hot pot off of the stove, one could
pick up the pot without touching it by inserting a
stick through its hollow handle. A predictive fea-
ture (Johnson and Seifert, 1991) for this strategy is
the existence of any alternate plans for the initial
goal.

A final specialization of this general strategy of
planning against the precondition is to run the ini-
tial plan very quickly, the run fast strategy. This
strategy is effective in those cases where the preser-
vation goal being threatened has degrees of viola-
tion linked to a parameter (time or speed) under
the agent’s control, and when the preservation goal
violation is only intermittent (as in the possibility
of running into the advisor in the mail room).

Specializations of “Plan against state.”
As with “plan against precondition,” there are
three specializations of “plan against state:”
wail oul, jump belween, and couniter plan.
Waiting out the state applied to instances of
Plan+State— Violation in which the existing state
is temporary, such as a hot pot. Use of this strategy
depends on the nature of the achievement goal as
well as on the nature of the state; if the achievement
goal is particularly insistent, then this strategy is
inapplicable.

A variation on the wait it out strategy is the run
between strategy, where one runs the initial plan
in between fluctuations in the state. This strategy
would be indexed under the Plan+State— Violation
structure, linked to a test concerning the perma-
nence and possible intermittence of the side state
being planned against.

Finally, one can counter plan against the con-
flicting state; that is, generate a separate plan to
disable the state. For this to work, the planner
obviously must have some control over the state.
Once again, the indexing vocabulary for all three
strategies consists of features related to the practi-
cal considerations that the planner has to take into
account in order to alter the initial plan: duration
of states and existence of specific plans.

Specializations of “Plan against violation.”
Like the other two general strategies, “plan against
violation” has some specialized versions that can
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be applied in different circumstances. If the preser-
vation goal is relatively minor or short-lived in re-
lation to the achievement goal, then it might make
sense to tolerate violations of it. To decide if tol-
eration is possible, the planner needs to know the
relative importance of its goals, and the likely du-
rations of violations.

Like tolerate, run and recover requires not only
that the preservation goal is relatively unimpor-
tant, but also that there exists a plan associated
with the violation that can be used to recover from
it. One can, for example, dry off after fetching the
newspaper out of the rain. Like the folerate strat-
egy, this run and recover strategy depends on the
relative importance of the two goals being planned
for, and requires a test for the existence of recovery
plans for the violated goal.

A third specialization of “plan against violation”
is counler plan the preservation goal: generate a
concurrent plan in support of the preservation goal,
such as using an umbrella. The plan is stored in
terms of the causal situation in which it will be-
come relevant, rather than in terms of a specific
goal violation.

The specializations of the general strategies ap-
ply in some instances of Plan+State— Violation,
but not others, and therefore must be indexed by
their appropriateness conditions. That is, “plan
against violation” has three specializations tolerate
applies when the preservation goal being protected
is trivial compared to the achievement goal being
satisfied; run and recover applies when there is a
straightforward recovery plan associated with the
violation; and counter plan the preservation goal
applies when the agent has an existing plan associ-
ated with the causal rule leading to the violation,
and also when an additional state is required for
the violation to occur (such as physical contact).

To summarize this vocabulary, when a situa-
tion where a precondition and an existing state
cause a preservation goal to be violated, we can
respond with one of three possible resolution strate-
gies: plan against precondition, plan against state,
and plan against violation. Each of these strate-
gies has several specializations whose appropriate-
ness depends on the pragmatic planning constraints
in the situation.

Indices for Retrieving Planning Cases

A plan is proposed, a conflict detected and charac-
terized, a specific strategy chosen. The next step is
to search memory for a past instance of that strat-
egy that applies to the current situation; however,
we must define the set of indices by which those
instances can be recalled at the appropriate time.
Every instance of a particular strategy is indexed by



the features of that episode that the strategy used
or altered to construct the instance, and by im-
plementational causes and effects that are learned
through experience. In general, then, the features
used to index planning cases are those which have
some causal relevance to the way in which that
strategy is implemented.

For each of the nine planning strategies proposed
above, the following features are likely to lead to
useful past instances:

e Indices for use alternate agent include: The
achievement goal, other available agents, the
plan itself, the threatened preservation goal, and
the state threatening the preservation goal.

e Indices for wuse allernate plan include: The
achievement goal, the specific plan, possible
alternate plans, and the precondition to be

avoided.

o Indices for run fast include: The plan, the state
and precondition implicated in the violation of
the preservation goal, and the preservation goal
being violated.

o Indices for warl it out include: The achievement
goal and the state

e Indices for Jump between include: The achieve-
ment goal, the proposed plan, and the intermit-
tent state.

o Indices for counter-plan state include: The state,
the available plans for that state, and the harmful
precondition of the initial plan.

e Indices for tolerate the violation include: The
preservation goal and the violating state.

e Indices for run and recover include: The violat-
ing state and possible plans to recover from the
violation.

e Indices for counter-plan violation include: The
rule connecting the precondition and the unde-
sired state, the assumed conditions in that rule,
the undesired state, the precondition for the ini-
tial plan, and the existing state in the world.

We have presented a set of specific strategies
that can be applied in different situations described
by Plan+State— Violation, each of which has a
question or feature that tests for its applicabil-
ity. The structure Plan+State— Violation, then,
includes more than just how, in general, to alter
the resolution strategies: It also has information
about how to apply specific planning strategies, and
in what circumstances the individual strategies are
relevant. The features useful for determining the
applicability of these strategies are critical to this
new vocabulary for describing planning situations.
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Evidence for Vocabulary Use

To determine whether humans utilize causal plan-
ning factors in selecting among planning strategies,
we conducted an experiment in common-sense plan-
ning (see (Hammond et al., 1991), for a full de-
scription). The planning problems used were six
exemplars of the Plan+State— Violation structure,
all placed in different contexts such as celebrating a
sick friend’s birthday, jogging after dark, and pick-
ing up an exam while avoiding one’s professor. Sub-
jects were asked to provide commonsense answers
to the planning problems in terms that they would
really chose to do in those situations. By examin-
ing the types of plans they propose, and how well
those plans match the predictions from the vocab-
ulary model, it can be ascertained whether sub-
jects are utilizing these same features in determin-
ing plan selection. The responses were then coded
using the planning strategies predicted by the vo-
cabulary model. Any responses not fitting one of
the categories was coded in a general “other” cate-
gory. These were:

1. Plan against Precondition: Find a new plan for
achieving the primary Goal that does not require
the Precondition which threatens the preserva-
tion Goal.

(a) Get alternate agent (if not problematic for
other actor)

(b) Run Plan fast (if limited exposure is accept-
able)

(c) Use alternate plan without Precondition (if
available)

2. Plan against Existing State: Alter the Existing
State so that even when the Precondition is met,
the Preservation Goal will not be violated.

(a) Waitout Existing-State (if temporary)

(b) Jump in between phases of State (if intermit-
tent)

(c) Counterplan against Existing-State (if possi-
ble)

3. Plan against Violation (Threatens Preservation-
Goal): Add an auxiliary plan that prevents the
violation of the preservation Goal even in the
presence of Precondition and State.

(a) Ignore — put up with preservation Goal Viola-
tion (if short duration)

(b) Plan to recover from preservation Goal Viola-
tion (if can repair)

(c) Counterplan Preservation Goal Violation (in-
terrupt connection between Precondition and
State)

Overall, the extent to which the responses given
fit into the proposed categories support the use of
the causal features in commonsense planning, as



opposed to other features or plans subjects may
potentially generate for the problems.

93% of responses were instances of the planning
strategies proposed in the vocabulary theory, while
7% were “other” types of responses. The “other”
responses included items such as “see if the dorm
has anyone else around and borrow their newspa-
per” for the newspaper in the rain problem, or “stay
home” for the running after dark example. The
majority of “other” responses involved abandoning
the goal implicated in the goal interaction. This
type of response is not predicted by the vocabu-
lary model, which assumes the goal must be satis-
fied in some way. Overall, it appears the planning
strategies for the Plan+State— Violation structure
were sufficient to account for the plans generated by
subjects, with the exception of solutions involving
abandoning goal satisfaction.

Among the three resolution strategies, sub-
jects’ responses more frequently involved planning
against the violation (43%), compared to planning
against the precondition (33%) or planning against
the existing state (17%). While the model makes
no predictions about the use of the three categories
beyond which features apply in specific instances,
it seems subjects preferred plans that dealt directly
with the problematic interaction of precondition
and state, rather than attempting to change either
separately. In particular, plans to change or work
around the existing state of the world were given
infrequently compared to other possibilities. This
may reflect task demand, in the sense that subjects
tried to work within the problem constraints pre-
sented, and the states tended to be examples of
conditions in the world that are unchangable (such
as rain and darkness).

In addition, comparisons of strategies by exam-
ple indicates high variability in strategy applica-
tion based on the specific planning constraints in
each of the examples. The results show that, while
each strategy was used in at least 3% of responses,
an uneven pattern of strategy use across examples
was evident. Of the specific strategy instantiations,
the most frequent was the strategy of “counterplan-
ning against the preservation goal violation,” with
27% of responses. Another example of selective use
of specific strategy is “selecting an alternate plan
without the problematic precondition.” This strat-
egy, applied only when such a plan is available, was
frequently used in the “driving to Detroit” exam-
ple, where substituting other means of transporta-
tion avoids the faulty brakes in the planner’s car.
For three of the problems, no responses included
substitute plans that avoided the precondition.

In addition, each planning problem showed dis-
tinct differences in application of resolution strate-
gies. For example, the most frequently generated
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plan for the newspaper example was “counterplan
against the violation,” while for the “driving to De-
troit” example, the most frequent plan was “use al-
ternate plan.” The reason for these differences rests
in the pragmatic features used to determine when
a plan is appropriate for application. For example,
the use of an alternate plan depends on the exis-
tence of such a plan, most obvious in the “driving
to Detroit” example where other means of trans-
portation are readily available. Subjects did not
perceive many alternate plan for getting the news-
paper not involving going outside. Thus, there were
many differences in the patterns of plans generated
for each example. In general, these patterns fit the
predicted categories, such that no plans were gener-
ated when the vocabulary tests suggested that the
planning strategy was not appropriate. However,
there were instances where subjects did not gen-
erate plans that could have been expected based
on the tests in the planning vocabulary. For ex-
ample, the strategy of “waiting until the rain lets
up” was predicted for “jumping in between” inter-
mittent phases of rain in the newspaper example,
but not listed by subjects. However, subjects may
have felt information about the state of the rain
was lacking, and so avoided using plans based on
assumptions about the state not given explicitly in
the problem description.

In conclusion, it appears that the proposed plan-
ning vocabulary accounts for the set of responses
given by subjects to these simple planning prob-
lems. Further, there was good evidence that sub-
jects were sensitive to the applicability features as-
sociated with each strategy, such that they applied
some strategies only in appropriate examples. The
vocabulary did not include any prediction of the
demonstrated preference for plans against the vio-
lation itself, compared to plans against either the
precondition or the state separately. The represen-
tational scheme also did not account for unsuccess-
ful plan resolution, whereas most of the “other”
responses involved subjects’ attempts to abandon
the goal. Overall, however, the plans subjects gen-
erated corresponded extremely well to the causal
possibilities laid out in the vocabulary, and few
novel intrusions occurred. Further, the application
of strategies differentially in the specific problems
supports the notion that subjects are sensitive to
the features predicting when certain strategies are
applicable.

Generality of Vocabulary

The Plan+State— Violation vocabulary includes
many features that are important for planning in
general. It is clearly important for a planner to
to know the difference between those states that it
can plan against and those that it cannot; what the



preconditions and effects of its plans are; if it has
any other plans for the same goal that has different
preconditions and effects; and if the goals it has are
only held by it, or also held by others with whom
it can share tasks.

The indexing within Plan+State— Violation uses
the same features a planner needs to detect and
monitor in order to plan, and are neither arbi-
trary nor important only to this structure. Thus,
in Plan+State— Violation, nine specific strategies
are stored under the TOP, indexed by the fea-
tures of the goals, actions, and states in the struc-
ture that determine the applicability of the strate-
gies themselves. The components of structures
representing goal interactions should include those
of Plan+State— Violation (preconditions, existing
states, violations) along with many others to de-
scribe the prototypical ways in which goals can af-
fect one another (side effect, disable, enable, etc.)
Similarly. the set of resolution strategies outline for
Plan+State— Violation must be extended to cap-
ture different modifications to other goal interac-
tion structures. Finally, the specific plan strategies
for each situation are greatly affected by the con-
text, and will vary based on the specific features of
the planning problems.

With the aid of a complete vocabulary of
plan/goal interactions, the planner can, after iden-
tifying its situation as an instance of a particular
causal structure, apply a few simple tests to se-
lect from a set of easily implemented strategies.
A refined understanding of the causal pattern un-
derlying the prototypical solutions also allows the
generation of alternate solutions when needed; for
example, when an umbrella is not available, other
materials can serve the same functional purpose.

Conclusion

This paper has presented an outline of a repre-
sentational scheme for organizing and accessing
plans and past episodes relevant to current plan-
ning problems. Our argument is that it is the ab-
stract relationship among goals and plans that best
constrains what planning choices one might make in
a given situation. Therefore, retrieving past plans
based on the abstract interaction will assure that
the retrieved information will be most useful to the
planner.

For any particular planning problem, this rep-
resentation allows easy access to general resolution
strategies and specific past plans related to the goal
interaction situation. This allows the planner to
search for past plans relevant to its overall situ-
ation, rather than building complex plans out of
single plans for each of the goals in its current plan-
ning situation.
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The vocabulary required to support this organi-
zation connects three levels of abstraction in plan-
ning. In order to identify the particular TOP rel-
evant to any given situation, the planner must be
able to characterize its current goal/plan problem
in terms of the causal relations between the goals,
actions and states included in that episode. This
characterization then allows the planner to identify
the TOP which packages the general strategies ap-
plicable to its current problem. To select among the
general strategies, the planner must answer prag-
matic questions about its current goal/plan config-
uration.

Among all possible features in a planning situ-
ation, only a limited set of these features — those
that are relevant to the way in which the current

causal structure can be changed - are used as in-
dices within the TOP.
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