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ABSTRACT 
Si K-edge X-ray absorption spectra (XAS) have been measured experimentally and calculated 

using time-dependent density functional theory (TDDFT) to investigate electronic structure in aryl 

silanes, PhnSiH4-n (n = 0-4). Adding aryl groups to SiH4 splits the Si-H σ-antibonding orbitals into 

new orbitals with Si-Ph π-bonding (πb) and π-antibonding (π*) character. Greater aryl substitution 

is reflected by increasingly intense Si 1s → πb and Si 1s → π* transitions, and weaker transitions 

into the Si-H and Si-C σ* orbitals. These observations are consistent with known trends in the 

hydride donor ability of aryl silanes, which is driven in part by the composition of the LUMOs and 

the accessibility of pathways for electron delocalization through aromatic conjugation. Methodol-

ogy developed for liquid-phase Si K-edge XAS measurements on PhSiH3 and Ph2SiH2 will enable 

dynamic studies of chemical transformations involving silicon-containing catalysts, intermediates, 

and substrates. 

INTRODUCTION 
Aryl silanes (PhnSiH4-n; n = 0-4) are involved in a wide range of organic transformations including as sub-

strates in the catalytic hydrosilation of unsaturated carbon–carbon and carbon–heteroatom bonds.1-2 During 

hydrosilation the Si-H bond is cleaved in either a homolytic or heterolytic fashion, often via pre-activation 

by a catalyst.3-4 Catalyst systems for hydrosilation span both early and late transition metals as well as main 

group Lewis acids and bases. The transition metal-catalyzed hydrosilation mechanism proposed by Chalk 

and Harrod relies upon the oxidative addition of the Si-H bond to the transition metal center forming a 

reactive metal silyl complex.5-7 Lewis acid catalysts (e.g., B(C6F5)3) act by forming an encounter complex 

that polarizes the Si-H bond, facilitating attack by a Lewis basic substrate (e.g., a carbonyl).8-9 In both cases 

the catalyst promotes reaction with the substrate by weakening the Si-H interaction, either by donating 
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electron density into Si-H σ-antibonding orbitals or by withdrawing electron density from Si-H σ-bonding 

orbitals.10 Recent reports have highlighted the influence of the number of aryl substituents at silicon on both 

reaction mechanisms and product distributions under otherwise identical conditions.11-12 Furthermore, hy-

dride abstraction from a sterically unhindered diaryl(alkyl)silane generates the triarylsilylium cation, a 

product of redistribution at silicon.13 Therefore, a detailed understanding of the electronic structure of how 

aryl substituents influence Si-H reactivity is necessary for the rational design of less expensive and more 

environmentally benign catalyst-silane combinations that are versatile, active, and selective. However, such 

detailed descriptions of electronic structure have been hard to develop for many of the most reactive sys-

tems. Much of the mechanistic understanding of hydrosilation catalysis is limited to stoichiometric trans-

formations, particularly of diamagnetic metal complexes that can be identified by nuclear magnetic reso-

nance (NMR) spectroscopy.3 

Several studies have shown that X-ray absorption spectroscopy (XAS) at the K-edge for light elements 

is a versatile and direct probe of chemical structure and bonding in molecular inorganic systems.14-20 The 

spectroscopic technique probes bound-state transitions between core 1s orbitals and unoccupied p-orbitals. 

Because the Si 3p orbitals are directly involved in bonding, Si K-edge XAS could be a useful tool to identify 

changes in Si-H, Si-C, Si-O, and Si-M bonding during hydrosilation catalysis. However, many synchrotron 

beamlines are not optimized in the intermediate energy regime that includes the Si K-edge (ca. 1840 eV), 

and uses for this technique have been limited to studies of solid oxides and minerals, and gaseous SiX4 

molecules and organosilanes.21-29 As a result, there is little precedent for the measurement, modeling, theo-

retical simulation, or interpretation of Si K-edge XAS data. Herein, we combine Si K-edge XAS and density 

functional theory (DFT) calculations to examine the aryl silane series (PhnSiH4-n, n = 0-4) and explore how 

increasing the number of aryl substituents impacts electronic structure and reactivity.  

RESULTS AND DISCUSSION 
Our approach utilizes a scanning transmission X-ray microscope (STXM) to mitigate saturation and self-

absorption errors by detecting Si K-edge X-rays in transmission mode. Fig. 1 compares the background 

subtracted and normalized Si K-edge spectra obtained at room temperature for solid samples of Ph4Si and 

Ph3SiH and liquid samples of Ph2SiH2 and PhSiH3, as well as the gas-phase spectrum for SiH4 reported 

previously by Bodeur and coworkers.22 Spectra were obtained from solid samples of using STXM raster 

scans according to standard methodology.30-31 For liquid samples, a 10 μm pathlength microfluidic cell was 

employed (see Experimental) and photons transmitted through the cell were detected. The beam was posi-

tioned at a single point on the liquid cell and defocused to a ca. 20 μm spot size to minimize radiation 

damage. 
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Fig. 1. Transmission Si K-edge XAS obtained at room temperature from liquid samples of PhSiH3 and Ph2SiH2, and 

from solid samples of Ph3SiH and Ph4Si. The Si K-edge XAS data for SiH4 was adapted with permission from S. Bodeur, 
P. Millie, and I. Nenner, "Single- and multiple-electron effects in the Si 1s photoabsorption spectra of SiX4 (X = H, D, F, 

Cl, Br, CH3, C2H5, OCH3, OC2H5) molecules: experiment and theory," Phys. Rev. A 1990, 41, 252-263. Copyright 1990 

by the American Physical Society. 

 

Curve fits of the Si K-edge spectra are shown in Fig. 2 and summarized in Table 1 .32 Pre-edge features 

were modeled using symmetrically constrained pseudo-Voigt functions and a step function. High-quality 

fits were obtained in each case as shown by good correlation coefficients, residual data that slightly deviated 

from zero, and symmetric residual peaks that were similar in shape to the corresponding pseudo-Voigt 

functions. In each case, care was taken to minimize the number of fitting parameters and maintain con-

sistency in modeling the edge region. For SiH4, PhSiH3, and Ph4Si, the first and second derivatives of the 

data suggested that the pre-edge regions are best modeled by two pseudo-Voigt functions. For Ph2SiH2 and 

Ph3SiH, which have lower symmetries, three pseudo-Voigt functions are required. In some cases the spectral 

profiles are characterized by shoulders and few well-resolved peaks, indicating that the Si K-edge transi-

tions are closely spaced. Because multiple curve fitting models provide good approximations of the exper-

imental data, this introduces greater uncertainty in the parameters of their corresponding curve fit functions. 

However, because the uncertainties for adjacent functions are correlated, confidence increases when curve 

fit functions were evaluated as a group rather than individually. Consequently, average energies and total 

intensities are discussed for the two low energy functions in the Si K-edge XAS of Ph2SiH2, and for the two 

higher energy functions in the Si K-edge XAS of Ph3SiH. 
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Fig. 2. Si K-edge XAS (black circles) for the aryl silanes PhnSiH4-n (n = 0-4). Left: Total curve fits (red), pseudo-Voigt 

functions (green, teal, blue, and pink) and step functions (dashed black). Right: TDDFT calculated Si K-edge spectra 

(red) and individual transitions (vertical green, blue, and pink bars). 
  



 

 

5 

Table 1. Comparison of the experimental (XAS) and calculated (TDDFT) Si K-edge pre-edge peak energies (eV), 
intensities (Int) and TDDFT oscillator strengths (f; summed over each peak and normalized to the first transition of 
Ph4Si). 

 Energy (eV)a Intensity (Int)b 

Final State Orbital XAS TDDFT XAS TDDFT 
SiH4

24 

1s → Si-H σ* (t2) 1842.5 1842.5 5.6(8) 7.06 
1s → Si 4p 1844.2 1844.7 1.8(3) 2.65 

PhSiH3 
1s → Si-Ph πb 1843.2 1842.6 4.3(7) 0.9 
1s → S-H/C σ* 1843.4 3.9 
1s → Si-Ph π* + Si 4p 1845.0 1845.0 3.1(5) 3.4 

Ph2SiH2 
1s → Si-Ph πb 1843.5c 1843.1 3.9(6)c 2.7 
1s → S-H/C σ* 1844.4 2.0 
1s → Si-Ph π* + Si 4p c 1845.1 1845.5 3.2(5) 2.6 

Ph3SiH 
1s → Si-Ph πb 1842.9 1842.9 1.8(3) 2.4 
1s → S-H/C σ* 1845.1c 1844.3 5.5(8)c 0.8 
1s → Si-Ph π* + Si 4p c 1845.5 4.2 

Ph4Si 
1s → Si-Ph πb 1842.6 1842.6 2.1(3) 2.1 
1s → Si-Ph π* + Si 4p 1845.3 1845.3 4.8(7) 3.9 

a TDDFT energies are shifted by ca. 4 eV (see Experimental Details). b XAS intensities are determined from the area 
under the pseudo-Voigt functions and have an estimated error of 15%. TDDFT intensities are taken from the oscillator 
strengths and scaled to facilitate direct comparison with the experimental data (ca. 500 for each compound, based on 
the first Ph4Si transition). c The experimental XAS peak energies and intensities for these transitions were determined 
by calculating the weighted average and sum, respectively, of the two functions used in the fit. 

 

 

The TDDFT calculations shown in Fig. 2 and Table 1 (SRC-1/6-311(2+,2+)G**) are consistent with the 

STXM-XAS data and with the previously reported gas-phase spectrum for SiH4 which exhibits one intense 

feature at 1842.5 eV (Si 1s → t2).22 The Si 1s → a1 transition for SiH4 is dipole forbidden (1A1 → 1A1) and 

not observed. Features observed at higher energies (e.g., at 1844.7 eV) are attributed to transitions involving 

Si 4p orbitals, and not reflective of ground-state orbital mixing.30,33-35 The electronic structures of the aryl 

silanes are quite different from SiH4 because the Si 3p orbitals can participate in both Si-C σ-bonds and Si-

Ph π-bonds involving the aromatic rings. To facilitate interpretation of the Si K-edge results, it is instructive 

to differentiate the valence molecular orbitals (MOs) in PhSiH3 from those in SiH4. As shown in Fig. 3, 

substitution of a hydride in SiH4 for a Ph reduces the symmetry from Td to pseudo-Cs, such that the previ-

ously degenerate 3p orbitals take on a′ + a′ + a′′ symmetries (px, py, and pz, respectively). The 3s, 3px, and 

3pz atomic orbitals (AOs) in PhSiH3 largely comprise a band of Si-H and Si-C σ* MOs that have 1a′′ + 3a′ 

+ 2a′′ symmetry (Fig. 3, green). The Si 3py AO is unique because it is parallel to the six C 2p orbitals making 

up the π-system of the aryl groups. Mixing between the Si 3py and phenyl ring results in formation of new 

Si-Ph πb (1a′ and 2a′, blue) and Si-Ph π* (4a′ and 5a′, pink) MOs. These new πb and π* MOs are stabilized 

and destabilized, respectively relative to the Si-H and Si-C σ* MOs. Fig. 3 shows that the Si-Ph πb and π* 

MOs of PhSiH3 can also engage in some symmetry allowed Si-H σ* mixing.  
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Fig. 3. Qualitative molecular orbital correlation diagram showing formation of PhSiH3 valence orbitals in idealized Cs 

symmetry from Td-SiH4, and representations of the nodal characteristics in the bonding and antibonding interactions. 

 

 

Inspection of the natural transition orbitals (NTOs) provided by the TDDFT calculations for PhSiH3 

shows consistency with the group theory predictions (Fig. 4). For example, the TDDFT shows transitions 

centered at 1843.5 eV involving purely Si-H and Si-C σ* orbitals derived from the Si 3px and 3pz orbitals 

(Si 1s → 1a′′ + 3a′ + 2a′′), which are related to the Si 1s → t2 transition for SiH4. The TDDFT also shows 

new transitions at lower energy (1842.6 eV) that involve 3py-derived orbitals with Si-Ph πb and Si-H σ* 

character (Si 1s → 1a′ + 2a′). In the experimental spectrum, a single function centered at 1843.2 eV is used 

to model these low energy transitions involving the Si-Ph πb orbitals and Si-H/C σ* orbitals. Moving to 

higher energy, the second function at 1845.0 eV is attributed to multiple transitions involving the Si-Ph π* 

orbitals (Si 1s → 4a′ + 5a′). The TDDFT calculations indicate that these Si 1s → 4a′ + 5a′ transitions are at 

similar energies as additional transitions into the high energy Si 4p orbitals that are not deconvoluted in the 

curve fit of the experimental data.   
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Fig. 4. TDDFT-calculated NTOs for selected Si K-edge XAS transitions.  

 

 

The TDDFT calculations and isosurface plots support an analogous interpretation for Ph2SiH2 and Ph3SiH 

in which the low energy functions are assigned to transitions to predominantly Si-Ph πb orbitals and inter-

mediate-energy functions to transitions into Si-H and Si-C σ* orbitals. For Ph3SiH, the Si-H and Si-C σ* 

orbitals were predicted to be weak and nearly indistinguishable from the baseline. Hence, the two functions 

that were required to model the high energy regions for Ph3SiH were both attributed primarily to transitions 

from the Si 1s to predominantly Si-Ph π* orbitals and Si 4p orbitals. For Ph4Si, which has higher symmetry 

that can be approximated as Td, the two features are assigned to Si 1s → t2 (Si-Ph πb) and Si 1s → t2* (Si-

Ph π*) transitions. Support for these assignments is provided by a P K-edge XAS study from Daly and 

coworkers, which provided a t2–t2* splitting of 2.9 eV for the isoelectronic Ph4P1+ cation that is similar to 

values found for Ph4Si using XAS (2.7 eV) and TDDFT (2.8 eV).36 

Fig. 5 compares the experimental XAS and TDDFT calculated splittings as a function of aryl substitution. 

Differences in splitting between groups of transitions observed at low energy and those at higher energy 

measured with XAS were not significant when the silanes differed by one aryl substituent, after accounting 

for uncertainty in the curve fit models and sources of experimental error. A significant trend towards in-

creased splitting was observed in the XAS data for the complete series, from 1.7(2) eV for SiH4 and 1.8(2) 

eV for PhSiH3, to 2.7(2) eV for Ph4Si. An upwards trend in the TDDFT data was also observed, from 2.2 

eV for SiH4 and 2.5 eV for PhSiH3, to 2.8 eV for Ph4Si. Comparing the XAS and TDDFT data, we see that 

the experimental trend is exaggerated because the Si 1s → πb transitions are convolved with higher energy 

Si 1s → Si-H/C σ* transitions in the curve fit of the experimental data and individually resolved with 
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TDDFT calculations. As the number of aryl substituents increases for Ph3SiH and Ph4Si and the amplitudes 

of the Si 1s → Si-H/C σ* transitions decrease, the quantitative agreement between XAS and TDDFT im-

proves. Taken together, the overall increase in splitting points to greater energetic stabilization of the πb 

orbitals and destabilization of the π* orbitals with steady rise in the number of π-orbital interactions. 

 

 

Fig. 5. Plot comparing the experimental (solid line) and calculated (dashed line) splittings between the low energy Si 

1s → Si-Ph πb transitions and high energy (1s → Si-Ph π* + Si 4p transitions). Both the XAS and TDDFT results 

suggest that there is an increase in splitting between the bonding and antibonding orbitals with more phenyl substitu-

ents. Discrepancies between the XAS and TDDFT results for PhSiH3 and Ph2SiH2 can be partially attributed to convo-
lution of the Si 1s → Si-Ph πb and 1s → S-H/C σ* transitions, which are not resolved in the experimental data. 

 

 

 

Fig. 6. Plots showing the XAS (solid) and TDDFT (dashed) Si K-edge transition intensities provided in Table 1. Both 

the experimental and theoretical results show a decrease in Si 3p character in the Si-H σ* orbitals and concomitant 

increase in Si 3p character in the πb and π*orbitals with greater phenyl substitution.  
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Because the probability of a Si K-edge transition is weighted by the amount of Si 3p character in the final 

state MO, the XAS and TDDFT intensities provided in Table 1 and Fig. 6 can be used to evaluate relative 

changes in Si 3p orbital mixing. For example, the XAS shows that the low energy features steadily decrease 

in amplitude beginning with SiH4 and ending with Ph4Si, from 5.6(8) to 2.1(3), respectively. TDDFT cal-

culations reveal more nuanced behavior, showing a dramatic drop in Si 1s → Si-H/C σ* transition intensities 

from 7.1 to 0.8 for SiH4 and Ph3SiH, while Si 1s → πb transition intensities rise from 0.9 for PhSiH3 to 2.1 

for Ph4Si. This pattern reflects a steady increase in Si-Ph π-mixing with increasing aryl substitution that is 

offset by a decrease in Si-H bonding. Likewise, intensities for the high energy features corresponding Si-

Ph π* orbitals also increase from PhSiH3 (XAS: 3.1(5), TDDFT: 3.4) to Ph4Si (XAS: 4.9(7), TDDFT: 3.9), 

also reflecting more Si-Ph π-mixing with larger numbers of aryl substituents.  

Taken together, the consistent trends observed in the experimental and TDDFT calculated Si K-edge XAS 

support an intuitive picture of valence bonding in the PhnSiH4-n series. Introducing aryl substituents splits 

the Si-H σ* orbitals (t2*) for SiH4 and results in formation of new Si-Ph πb and π* orbitals that are stabilized 

and destabilized, respectively, relative to the remaining Si-H σ* orbitals. As the number of Si-Ph π interac-

tions increases, the greater involvement of the Si 3p orbitals in Si-Ph bonding is reflected in the Si K-edge 

XAS by more intense transitions to both the Si-Ph πb and π* valence orbitals and weaker transitions to the 

Si-H σ* orbitals.  

The reactivity of aryl silanes is driven in part by the composition of the LUMOs and the accessibility of 

pathways for electron delocalization through conjugation with aryl groups. This conclusion is consistent 

with earlier DFT calculations,37 which showed that hydride donor abilities increase (i.e. a decreased ΔG for 

hydride dissociation from the silyl cation) with increasing aryl substitution from SiH4 (116.67 kcal/mol) to 

PhSiH3 (104.62 kcal/mol) to Ph2SiH2 (98.31 kcal/mol) to Ph3SiH (93.19 kcal/mol). Likewise, thermochem-

ical investigations of organosilicon compounds have shown that the homolytic Si-H bond dissociation en-

ergies decrease by a very small amount with increasing phenyl substitution from SiH4 (91.7 kcal/mol) to 

PhSiH3 (91.2 kcal/mol) to Ph2SiH2 (90.5 kcal/mol) and Ph3SiH (88.6 kcal/mol).38 The Si K-edge XAS and 

TDDFT results described above show that, beginning with SiH4, each successive addition of an aryl sub-

stituent lessens the amount of Si-H orbital mixing as the Si 3p orbitals become increasingly dominated by 

π-interactions with the Ph groups. In alternative terminology, the more aryl-substituted silanes are primed 

for hydride donation by formation of resonance-stabilized silyl cations, which are often invoked during 

theoretical rationales for silane rearrangements and catalytic mechanisms.7,13 The Si K-edge XAS results 

provided herein constitute new experimental evidence for this effect by investigation of the valence elec-

tronic structure.  

These results show that Si K-edge XAS can discern changes in Si character that occur in specific σ- or π-

bonding orbitals, which will compliment measurements of the total bonding interaction given by bond 
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lengths, bond strengths, and 29Si NMR chemical shifts. Developing accurate models of the experimental 

spectra is best achieved with the aid of calculations, and by examining trends systematically in a series of 

analogous compounds. Recent innovations in synchrotron instrumentation including high resolution spec-

trometers for the tender X-ray energy regime (~1500 to 5000 eV) will enable future measurements at the 

Si K-edge.39-42 Building on these initial Si K-edge results for liquid samples, future work will monitor the 

chemical structure of hydrosilation catalysts, intermediates, and substrates through dynamic, in situ Si K-

edge XAS experiments.  

EXPERIMENTAL DETAILS 

STXM Sample Preparation 

All manipulations were performed with rigorous exclusion of air and moisture using Schlenk and glovebox 

techniques under an argon atmosphere. Samples of Ph4Si, Ph3SiH, Ph2SiH2 and PhSiH3 were obtained from 

Aldrich and dried under vacuum or using 4Å molecular sieves prior to use. For solid samples of Ph4Si or 

Ph3SiH, a small amount of pulverized crystalline analyte was applied to a Si3N4 window (100 nm, Silson) 

using a fiber brush. A second window was placed over the sample, essentially sandwiching the crystals, 

and the windows were sealed together using Hardman Double/Bubble epoxy. Liquid samples were prepared 

using a commercially-available microfluidic cell (Silson) consisting of two 50 nm Si3N4 membranes sepa-

rated by a 10 μm thick SU–8 gasket. A droplet of Ph2SiH2 or PhSiH3 was applied to the Si3N4 window fitted 

with the gasket. The second window was placed on top while allowing excess liquid to flow from the edges 

of the sample, and the windows were held together with a 3D-printed plastic clip (Silson). 

Silicon K-Edge STXM Measurements 

STXM methodology was similar to that discussed previously.31,43 Single-energy images and silicon K-edge 

XAS spectra were acquired using the STXM instruments at the at the Canadian Light Source (CLS) spec-

tromicroscopy beamline 10ID-1 and at the Advanced Light Source-Molecular Environmental Science 

(ALS-MES) beamline 11.0.2. The CLS operated in decay mode (250 to 150 mA) while the ALS operated 

in topoff mode (500 mA). At both facilities, the beamlines operated with a 0.5 atm He-filled chamber and 

used elliptically polarizing undulators that delivered photons to entrance slit-less plane-grating mono-

chromators.44-46 This provides a 130 to 2700 eV working energy range at the CLS, and a 90 to 1950 eV 

working energy range at the ALS. Energy calibrations were performed at the Si K-edge for Si (1839.2 eV).24 

The energy resolution E/ΔE was estimated at 5,000 for both beamlines,44-45 which is consistent with the 

observed standard deviation for spectral transitions of ± 0.3 eV determined from comparison of spectral 

features over multiple samples and beam runs. 
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For all measurements, the X-ray beam was focused with a zone plate (35 nm) onto the sample, and the 

transmitted light was detected. Images at a single energy were obtained by raster-scanning the sample and 

collecting transmitted monochromatic light as a function of sample position. For solid samples, spectra at 

each image pixel or particular regions of interest on the sample image were extracted from the “stack”, 

which is a collection of images recorded at multiple, closely spaced photon energies across the absorption 

edge. Dwell times used to acquire an image at a single photon energy were typically 2 ms per pixel. To 

quantify the absorbance signal, the measured transmitted intensity (I) was converted to optical density using 

Beer−Lambert’s law: OD = ln(I/I0) = μρd, where I0 is the incident photon flux intensity, d is the sample 

thickness, and μ and ρ are the mass absorption coefficient and density of the sample material, respectively. 

Incident beam intensity was measured through the sample-free region of the Si3N4 windows. Spectra were 

then obtained by averaging over the crystallites deposited on the substrate. Regions of particles with an 

absorption of >1.5 OD were omitted to ensure the spectra were in the linear regime of the Beer−Lambert 

law. For liquid samples, the transmitted intensity (I) was measured with a defocused beam (~20 μm spot 

size) at a single position on the solution cell. Incident photon flux (I0) was measured immediately prior to 

or after the sample scan through a blank Si3N4 window (100 nm, Silson) mounted at a different position on 

the same sample holder. Dwell times were 2000 ms per photon energy. During the STXM experiments, 

samples showed no sign of radiation damage, and each spectrum was reproduced from multiple independent 

samples.  

Data Analysis 

The data were normalized in MATLAB using the MBACK algorithm, and by setting the edge jump at 1839 

eV to an intensity of 1.0.47 Fits to the Si K-edges were performed using the program IGOR 6.37 and a 

modified version of EDG_FIT.48 Second derivative spectra were used as guides to determine the number 

and position of fit functions, and the number of parameters associated with the fit functions was minimized 

to avoid exceeding the resolution limit. Rising edge features were modeled using Gaussian functions and 

an error function. Pre-edge features were modelled by pseudo-Voigt line shapes with a variable ratio (η) of 

Gaussian and Lorentzian contributions. The area under the pre-edge peaks (defined as the intensity) was 

calculated with the formula ph × hwhm × { η [ π / ln(2) ]1/2 + (1- η) π }, where ph = peak height (normalized 

intensity), fwhm = full-width at half maximum height (eV). Pre-edge intensities are reported with a standard 

deviation of 15% based on data reproducibility. To minimize the number of parameters, a constraint was 

applied requiring that the value of η be between 0.65 and 0.70 for each pseudo-Voigt function. This range 

was established based on the combined effect of broadening from instrumental limitations (σ ≈ 0.7 eV)44-45 

and Si 1s core-hole lifetimes (~ 0.4 eV FWHM).49 For PhSiH3, functions with pure Gaussian character were 

used to account for the presence of a large number of evenly-spaced transitions. For SiH4 a value of η = 
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0.83 was obtained after an unconstrained fit, which reflects increased instrumental broadening for the Si K-

edge measurement of SiH4.22 The validity of each curve fit was determined by good correlation coefficients, 

residual intensities (data minus fit) that should resemble horizontal lines at zero, and symmetric residual 

peaks that should be similar in shape to the corresponding pseudo-Voigt functions. For PhSiH3 and Ph2SiH2, 

fully unconstrained models resulted in unrealistically broad features (FWHM > 2 eV); in these cases, an 

additional constraint was applied requiring that the two lowest energy functions used to model the pre-edge 

region had equal widths (FWHM). 

Electronic Structure Calculations 

Density functional theory calculations were performed using Q Chem 5.0.050 on the Tiger cluster at UC 

Berkeley Molecular Graphics and Computing Facility. The gas-phase structures of the the HnSiPh4-n com-

pounds were optimized at the B3LYP/6-311G** level of theory prior to their use in time-dependent density 

functional theory (TDDFT) calculations. 

Simulated Si K-Edge Spectra 

For the HnSiPh4-n compounds, the Si K-edge XAS were simulated (TDDFT). For these computations, the 

short-range corrected (SRC) functional of Besley and coworkers was used with the 6-311G** basis set.32 

This functional has been specifically parametrized to perform well for TDDFT simulations of XAS, by 

including a greater degree of exact exchange at short range. This TDDFT analysis involves a linear response 

calculation generating the transition densities and transition dipoles between the calculated excited states 

and the ground states.51-53 The excitations originating from all of the intermediate states between the Si 1s 

and the HOMO were excluded so that only excitations from the core levels to virtual molecular orbitals 

could be analyzed. This allows the virtual orbitals to mix and reflect the presence of the silicon core hole. 

Relaxations for the other occupied orbitals associated with the core hole are not included. Shifts applied are 

3.18, 4.27, 4.64, 4.42, and 4.13 eV for SiH4, PhSiH3, Ph2SiH2, Ph3SiH, and Ph4Si, respectively.19,30,35 These 

shifts are comparable to those attributed to relativistic corrections by Besley and coworkers in the develop-

ment of the SRC functional. Simulated spectra for PhSiH3, Ph2SiH2, Ph3SiH, and Ph4Si were obtained by 

broadening with a Voigt function with half-widths at half-maximum of 0.21 eV and 0.52 eV for the Lo-

rentzian and Gaussian components, respectively, to account for the core-hole and instrumental broadening 

(see above). The simulated spectrum for SiH4 was obtained with an increased Gaussian width of 0.71 eV 

(HWHM) to account for differences in the reported energy resolution (σ = 0.5 eV).22 
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