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ABSTRACT OF THE DISSERTATION

Novel Methods for Wireless Network Security from Continuous Encryption to
Information-Theoretic Secret-Key Generation and Beyond

by

Ahmed Maksud

Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, September 2024

Dr. Yingbo Hua, Chairperson

Wireless network security is an increasingly important problem for current and

future generations of wireless networks as the computing powers available for attackers to

break the traditional encryption methods increase rapidly. This problem is compounded

by the need for low-latency required by real-time artificial intelligence and virtual reality

applications. This thesis focuses on the issue of information security against eavesdropping

and examines the performances of two types of novel methods.

The first type is called continuous encryption which encrypts and decrypts trans-

mitted messages directly using continuous numbers for which good estimates are only avail-

able at legitimate nodes. The examples of such continuous numbers include the reciprocal

channel parameters between two legitimate wireless nodes in typical scattering rich envi-

ronment. Continuous encryption does not need the traditional step for two nodes to first

agree upon a secret key from their estimates of a reciprocal channel response, and hence

reduces the encryption latency. This thesis also examines an application of continuous en-

cryption for UAV communications, the advantages of our proposed continuous encryption

ix



function over prior continuous one-way functions, and a useful role of continuous encryption

for secret-key generation.

The second type is based on channel probing for secret-key generation or secret-

message transmission. The channel probing methods do not require any reciprocal channel

response between two legitimate nodes, and are able to yield a positive secret-key rate

and/or secrecy rate in bits per channel use even if the channel coherence time is infinite.

This is again useful for low-latency security. This thesis will present an insightful expression

of the secret-key capacity for Gaussian probing signals over Gaussian MIMO channels, and

also a number of power scheduling policies for a multiple carrier version of Secret-message

Transmission by Echoing Encrypted Probes (STEEP).
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Chapter 1

Introduction

Communications and data storage using modern network infrastructure are in-

dispensable in modern life, making information security and privacy paramount concerns.

With the advent of fast wireless networks like 5G, the Internet of Things (IoT), and next-

gen wireless systems, the volume of transmitted and stored data is growing exponentially.

Ensuring this data is securely transmitted and stored has become increasingly critical. Ad-

ditionally, applications like real-time artificial intelligence and virtual reality require low-

latency, secure communication. The inherent broadcast nature of wireless communication

exacerbates the challenge of maintaining privacy between parties, leading to significant se-

curity issues that impede the development of ultra-fast, reliable networks. Addressing these

wireless security challenges is crucial for safeguarding data and supporting the advancement

of technologies that benefit society.

Conventionally, the security of wireless communications is established through

encryption in the network layer using cryptographic schemes [1]. However, the emergence
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of 5G networks with features such as device-to-device and heterogeneous communications,

ultra-low latency requirements, and others have made key establishment, management,

and distribution processes in wireless networks challenging [2]. Additionally, these schemes

depend on the unproven difficulty of solving certain computational problems, commonly

referred to as computational complexity security. This approach assumes that an adversary

has limited computational power and lacks efficient algorithms to quickly obtain the secret

key. However, this assumption is becoming less reliable with the development of more

efficient algorithms and the increasing computational power of modern computers. [3].

Physical layer Security (PLS) offers significant advantages over network layer en-

cryption (NLE). Developed on the foundation of Information-theoretic security introduced

by Shannon [4], PLS ensures that an eavesdropper cannot obtain any information about a

secret message, even with unlimited resources, making it highly attractive for its absolute

security and compatibility with existing encryption schemes. Properly implemented PLS

schemes are quantum secure, generate on-the-fly secret keys, and are advantageous for IoT

and low-latency scenarios due to their lightweight nature [5]. These properties are crucial

for applications requiring low-latency secure communication such as real-time artificial in-

telligence and virtual reality. Once an adversary fails to hack PLS, the secret information

generally cannot be hacked later at the network layer, as most physical layer signals do not

move up to the network layer. For these reasons, Physical Layer Security (PLS) has drawn

significant research attention recently [6–17].

Physical layer security methods can be broadly categorized into Secret Information

Transmission (SIT) [6–12] and Secret Key Generation (SKG) [13–17]. The SIT schemes
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stem from the wiretap channel (WTC) model introduced by Wyner [18] which relies on the

superior channel capacity of legitimate users compared to the wiretap channels to achieve

positive secrecy. Methods of SIT include beamforming [9], where the transmit signal is

directed towards the receiver using the knowledge of channel state information (CSI), the

use of artificial noise [19] to degrade the wiretap channel, and optimized power allocation

over different antennas and sub-carriers [20] to achieve optimal secrecy rates. However, it

is hard to achieve a positive secrecy rate through this model if the eavesdropper has a large

number of antennas and/or better SNR.

In SKG, two or more legitimate parties share secret keys, enabling them to en-

crypt and decrypt data through similar processing on both sides. This sharing must occur

without a prior secret key or physical contact which poses a challenge in the presence of

covert adversaries (eavesdroppers). The random variations of the reciprocal wireless chan-

nel between legitimate users, independent of the wiretap channel, are exploited for this

purpose [14, 21]. Keys can be extracted through methods such as quantization of complex

channel coefficients [15] and using measured received signal strength indicators (RSSI) [22].

MIMO systems can significantly increase the shared randomness of the channel, enhancing

the secret key.

SKG consists of quantization, information reconciliation, and privacy amplifica-

tion. During quantization, estimated channels are mapped into a sequence of secret key

bits. Due to estimation errors, the mapped sequences may differ, necessitating information

reconciliation to correct key mismatches through message exchange. Privacy amplification

then eliminates any information leaked to the eavesdropper during reconciliation [23]. How-

3



ever, in these SKG methods from reciprocal channels, secrecy rate in bits per second per

Hz becomes too small in static environment.

In this thesis, two types of novel methods for wireless network security are explored.

The focus is on the issue of information security against eavesdropping, i.e., how to transmit

secret information from the transmitter (Alice) to the receiver (Bob) in the presence of an

eavesdropper (Eve). The first method is continuous encryption which directly encrypts and

decrypts transmitted messages using continuous shared secret vectors between legitimate

users such as reciprocal channel parameters between two wireless nodes in typical scattering-

rich environment. Chapter 2 discusses continuous encryption functions (CEF) and proposes

a novel SVD-based CEF. Chapter 3 and 4 examine application of SVD-CEF for secure UAV

communications and its useful role in secret key generation. These chapters also discuss

contrasts between continuous encryption and traditional encryption based on secret keys.

The second method focuses on channel probing for secret-key generation or secret-message

transmission. Using secret key capacity bounds, chapter 5 shows that positive secrecy

rate is possible between users even if the channel is non-reciprocal and coherence time is

infinite. Also, chapter 6 examines various pairing and power scheduling policies in SISO

Multi-Carrier setup for a novel scheme, Secret-message Transmission by Echoing Encrypted

Probes (STEEP).

In chapter 2, the concept of “Unconditional Secrecy (UNS),” is introduced ensuring

secrecy even if the eavesdropper (Eve) has unlimited antennas and zero noise. Achieving

positive UNS is possible through either SKG or SIT by exploiting users’ reciprocal CSI,

provided Eve’s receive CSI remains independent of the users. Despite practical constraints
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like finite power and antennas within each CSI coherence period, significant virtual UNS

can be achieved if Eve cannot overcome the computational complexity of PLE, which offers

advantages over NLE by making later hacks impossible due to discarded physical layer data.

Motivated by the limitations and potential of existing methods, new approaches

to secure communications were explored. One promising method is Randomized Reciprocal

Channel Modulation (RRCM) [24]. The chapter evaluates RRCM for its ability to maintain

virtual UNS and shows that different search algorithms fail to break RRCM in feasible time

frame. Additionally, the chapter proposes a Singular Value Decomposition (SVD) based

continuous encryption function; SVD-CEF. The concept of Continuous Encryption Func-

tion (CEF) is widely discussed in the context of biometric template security for cancelable

biometrics. However, in this chapter, we observe that existing CEFs, e.g., Random Projec-

tion [25], Dynamic Random Projection [26], Index-of-Max Hashing [27] are prone to attack

from the adversary.

The proposed SVD-CEF encrypts a shared secret vector x ∈ RN×1 among legit-

imate users using publicly known random unitary matrices Qk,1, · · · ,Qk,l and generates

y ∈ RM×1 whereM ≫ N . Here, all x, Qk,l, y are in continuous domain. Unlike traditional

discrete one-way/encryption methods requiring 100% reliable secret keys [17, 21, 28], Con-

tinuous Encryption Function (CEF) allows encryption using limited, noisy secret vectors.

The chapter also proposes qualities of good CEF and evaluates SVD-CEF based on them.

Particularly, it is observed through simulation that SVD-CEF is robust against an adver-

sary employing Newton’s search algorithm and exhaustive search. The statistical properties

of SVD-CEF, e.g., sensitivity, correlation and invariance are also shown and it is observed
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that SVD-CEF performs well on these criteria. As the output dimension of the SVD-CEF

can be much larger than the input dimension, it can be used to generate long sequence of

quasi-continuous pseudo-random numbers, the applications of which are discussed in detail

in chapter 3 and 4.

Unmanned Aerial Vehicles (UAVs) represent a compelling application of these

security principles. UAVs, increasingly deployed for surveillance, transportation, and mobile

communication roles, transmit information that is particularly vulnerable to eavesdropping.

Chapter 3 proposes a physical layer encryption (PLE) technique to protect UAV to Ground

(U2G) communications. From the reciprocal CSI x as shared secret between UAV and

Ground Station (GS), a stream of output yk is generated using SVD-CEF. The output

yk is then transformed into a uniform random variable zk, which is used to encrypt both

transmitted symbol and its constellation. The chapter discusses mathematical analysis of

the noise propagation through the transformations and comparison with simulation results.

The evaluations of the performance of this PLE method in terms of symbol error rate (SER)

for different noise levels were performed. Finally, the chapter proposes a discrete version of

the PLE method which is easier to implement and provides similar performance.

Secret Key Generation (SKG) is a long standing problem to perform encryption-

decryption for secure data transmission and storage. For biometric security, a biometric

feature of a person can be collected to generate a secret key for future authentication

of this person over any network [25, 29]. In chapter 4, a generalized approach for SKG

is presented, referred to as continuous encryption before quantization (CEbQ). Directly

quantizing a shared secret vector (SV) of limited dimension poses challenge to obtain secret
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key of sufficient length even with well-known methods such as guard-band-quantization [30]

and over-quantization [31]. Specifically, extracting multiple bits (as needed for desired key

length) by quantizing each element of the SV results in high Key Error Rate (KER). The

proposed method first uses SVD-CEF to encrypt the highly correlated SVs into sequences

of quasi-continuous pseudorandom numbers (QCPRNs). This expands the shared SV of

limited length into a much longer stream of QCPRNs which is then passed through the

quantizer. Now the quantizer can extract fewer bits (as low as 1) from each element of

the QCPRNs. The chapter also proposes fractional quantization method, where multiple

QCPRN samples are used to extract one 1 secret bit. Simulation results show that KER is

significantly reduced by the proposed method compared to direct quantization. Finally, it

is shown that the secret keys generated by this method are random enough by performing

tests using NIST randomness test suit [32].

Chapter 5 explores the Secret Key Capacity (SKC) of MIMO channel subject to

Gaussian probing. Using MAC bound [14], the expressions of the upper and lower bound

of SKC are derived which reveal useful insights. The expressions of the bounds are divided

into First-order-Terms (FoT) and Second-order-Terms (SoT). The FoT is also known as

Degree of Freedom (DoF) which scales with the transmit powers of the nodes, whereas,

SoT is invariant to the transmit powers. The obtained FoT (which is same as found in [33])

vanishes if Eve has more antenna than both Alice and Bob. However, it is shown that the

SoT remains positive even if the channels between users are non-reciprocal and Eavesdropper

has more antennas and less noise than both users. Random matrix theory was used to derive

the FoT and SoT which relied on the assumption of large transmit power and large number
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of antennas. The bounds were also expressed without using random matrix theory and

these assumptions. It was also revealed that the gap between the bounds vanishes if the

probing is done from the user with more antennas to the user with fewer antennas.

Based on the findings of secrecy key capacity, STEEP [34] introduces a novel

scheme of transmitting secret messages in presence of an eavesdropper. Chapter 6 explores

different policies to apply STEEP in a Multi-Carrier setup (MC-STEEP) between two single

antenna users. STEEP is a 2-way round trip communication scheme for 1-way transmission

of secret messages consisting of 2 phases; probing phase and echoing phase. Unlike the

classical wiretap channel model, MC-STEEP can benefit from pairing different carriers of

probing phase and echoing phase. Through simulations, it is observed that the Average

Achievable Secrecy Rate (AASR) significantly increases by pairing strong probing channel

with strong echo channel. The chapter also proposes power scheduling for both phases to

further improve the AASR. It is observed that power scheduling at echoing phase increases

the AASR and power scheduling at probing phase achieves the same AASR for lower probing

power budget. Finally, it is observed through simulation that AASR approaches Secret key

capacity with high echoing power.

Finally, Chapter 7 summarizes the findings of this thesis and discusses possible

extensions and future avenues for further research.
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Chapter 2

Continuous Encryption Functions

for Security Over Networks

2.1 Introduction

Communications and data storage via the Internet and Clouds are vital to modern

life, making information security, particularly privacy, critically important. For optimal pri-

vacy in communication, parties must share secret keys, but establishing these keys initially

through wireless transmissions without prior contact is challenging. Physical layer security

methods, categorized as either secret information transmission (SIT) or secrecy key gener-

ation (SKG), address this issue. Though SIT and SKG schemes are considered to combat

secrecy issues, only a limited number of SIT schemes can handle the challenge arising from

eavesdropper with a large number of antennas [6,7]. Many SIT schemes shown in literature

would have zero secrecy if Eve is allowed to have a large number of antennas and zero noise.
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We introduce the concept, “Unconditional Secrecy (UNS)” which is the secrecy

provided against Eve without any condition on Eve’s number of antennae and SNR (Eve

having an infinite number of antennas and zero noise). Achieving a positive UNS is possible

via either SKG or SIT if the users exploit their own (reciprocal) channel state information

(CSI) while Eve’s receive CSI is independent of user’s CSI. The strict UNS is limited [35]

due to practical constraints like finite power and antennas within each CSI coherence period,

especially in low-mobility environments. However, significant virtual UNS can be achieved

if Eve cannot overcome the computational complexity of physical layer encryption (PLE),

offering advantages over network layer encryption (NLE) by making later hacks impossible

due to discarded physical layer data.

Section 2.2 of this chapter discusses a new scheme, Randomized Reciprocal Chan-

nel Modulation (RRCM) [24], and evaluates the complexity Eve must overcome to breach

the virtual UNS provided by RRCM.

Extending the concept of RRCM, later in this chapter in section 2.6, we developed

an encryption function that can be used to encrypt in the continuous domain, a shared secret

vector x ∈ RN×1 among the legitimate users with a set of publicly known random unitary

matrices Qk,1, · · · ,Qk,l. The central concept of Continuous Encryption Functions (CEF)

is not entirely new. CEFs has been widely discussed in the context of biometric template

security to be used for ‘cancelable biometrics’ [29,36,37]. The central concept in cancelable

biometrics is that a biometric template vector such as fingerprint, retinal scan, etc. is

first encrypted in the continuous domain through a CEF to obtain a cancelable template.

The motivation behind the transformation being if one realization of cancelable template is
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somehow compromised, more realization of cancelable templates can be generated without

compromising the original permanent biometric template vector. Many prior works have

been done on CEFs [25–27, 38]. However, in section 2.4 we will show that these CEFs can

be easily attacked by the adversary. The motivation of this chapter is to develop a CEF

that has desired characteristics (discussed in section 2.5) which is then used in the context

of wireless physical layer security in chapter 3 and 4. However, the proposed CEF is equally

applicable for both physical layer security and biometric template security.

In contrast to discrete one-way/encryption which generally requires 100% reliable

secret keys [17,21,28], Continuous Encryption Function (CEF) allows encryption from lim-

ited amount of secrecy available in noisy form. For example, the legitimate parties can

obtain the shared secret x using the estimates of the analog reciprocal channel between

them. Both the transmitter and receiver can obtain their own versions of the channel esti-

mate (let, for a MIMO case) ĤA,B and ĤB,A and use it as x after a simple manipulation

like vectorization. The output of the function y ∈ RM×1 can be used to encrypt transmit

symbols for wireless communication. The noises in the estimated feature vectors in general

will degrade the encryption-decryption but only in a soft or controllable way as long as the

signal-to-noise ratio (SNR) of one estimated feature vector relative to the other is high and

the CEF has a good enough figure-of-merit (FoM). Primary qualities of a good CEF are

discussed in section 2.5.
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2.2 Randomized Reciprocal Channel Modulation (RRCM)

Figure 2.1: Alice Bob and Eve having NA, NB and NE number of antennas

Let, NA, NB and NE the number of antennas of the transmitter (Alice), the

receiver (Bob) and the Eavesdropper (Eve) as in figure 2.1 where NA = n2A ≥ 4 and NB = 1

(also applicable for any NA ≥ 1 and NB ≥ 1). Using a pilot from Bob, Alice obtains the

channel vector h = [h1, · · · , hNA
]T . Then, Alice computes Ds = diag[ms,1, · · · ,ms,NA

] for

1 ≤ s ≤ S as follows:

Define Hs ∈ CnA×nA with (Hs)i,l = h(i−1)nA+lms,(i−1)nA+l where the SVD of Hs

in written as:

Hs =

nA∑
i=1

σi,sui,sv
H
i,s = UsΣsV

H
s (2.1)

The first element of the vector ui,s is normalized to be real. Also let:

rs = σ1,se
jµ1,s (2.2)

where µ1,s is the phase of the first element of vi,s. For each s, Alice chooses a sufficiently

random rs to hide the information of cs in rscs, and also chooses randomly all other com-

ponents in Us, Σs and Vs (subject to some bound constraint on each diagonal entry of Σs
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for reliable reception at Bob). Then Alice determines Ds = diag[ms,1, · · · ,ms,NA
] from Hs.

(Any realization of Ds could be rejected if any of its diagonal entries are too small.) Then,

Alice sends a pure and several randomized pilots as follows:

√
PT INA

,
√
PTD1INA

, · · · ,
√
PTDsINA

(2.3)

Then, Bob obtain h and all entries in Hs and thus rs for 1 ≤ s ≤ S using (2.1) and (2.2).

Alice then sends
√
PT rscs for 1 ≤ s ≤ S from the antenna corresponding to the

strongest channel (hmax), and then Bob receives yB,s =
√
PThmaxrscs + wB,s. All channel

estimation errors (if not too large) can be lumped into wB,s. Since Bob knows h and rs,

Bob can decode all information in cs for all s (assuming that the information rate in cs is

so controlled that the probability of detection error is negligible).

On the other hand, Eve with NE ≥ 2 and negligible noise can perfectly estimate

GA and GADs for all s from the pilots from Alice and hence, knows ms,i for all s and i.

Then, Eve receives from Alice yE,s = gArscs where gA is one of the NA columns in GA

and can be estimated by Eve, which means Eve knows rscs for all s. In order to decode the

information in cs, Eve must first determine rs. Assume that Eve has guessed correctly cs for

1 ≤ s ≤ S0 and hence knows rs for 1 ≤ s ≤ S0. In order to determine rs for s > S0, Eve now

must determine h using rs for 1 ≤ s ≤ S0 via (2.1) along with the conditions UH
s Us = InA

and VH
s Vs = InA . One can verify that the total number of real unknowns (i.e., those in h

and all other unknowns in the SVD equation (2.1)) is Nunk = 2n2A + 2(n2A − 1)S0 and the

total number of effective real equations is Nequ = 2n2AS0. For a finite number of solutions

of h, it is necessary (but not sufficient) that Nunk ≤ Nequ or equivalently S0 ≥ n2A.
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Hence, the strict amount of UNS of RRCM is no less than the entropy of n2A

symbols from Alice. Here (2.1) is nonlinear and if Eve uses exhaustive search to find h,

Eve has to compute the nA × nA SVD for each choice of h. With Nq to be the number of

quantization levels for each real element in h, the number of these choices is in the order

of O(N2N2
A

q ) Alternatively, Eve may apply the Newton’s method to search for h (Which

is to our knowledge the best way to solve these nonlinear equations). The complexity per

iteration of the Newton’s algorithm is in the order of O(N3
unk). Unlike many other schemes,

RRCM forces Eve to solve a nonlinear inverse problem to obtain user’s CSI.

2.3 Simulation of Eve’s Complexity to Break (RRCM)

Here we present two approaches Eve can take to break RRCM. First, we present

a search method based on Newton’s search algorithm. Then we also show the search com-

plexity of exhaustive search.

2.3.1 Using Newton’s Search Algorithm

Details about the the applied newton’s algorithm are given in Appendix A in [39].

Four Channel Unknowns

Let NA = 4 and NB = 1. It follows that

Hs =

h1m1,s h2m2,s

h3m3,s h4m4,s

 (2.4)

where each element of h = [h1, · · · , h4]T was randomly chosen from CN (0, 1), and ms =

[ms,1, · · · ,ms,4] for each s was so chosen that rs defined via (2.1) and (2.2) is sufficiently
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random (and the singular values have sufficient distances from each other). Assume that Eve

has correctly guessed cs for s = 1, · · · , S0 and hence, Eve now knows rs for s = 1, · · · , S0.

We simulated the Newton’s method to find h using rs for s = 1, · · · , S0. For S0 = 4, the

Newton’s method yielded correct solutions of h from 94 of 100 random initializations of h.

(Note that the correct solutions of h include those that may be different from h but yield

the same rs via the SVD equation (2.1) for all s including s > S0.) But for S0 = 5, the

Newton’s method yielded a correct solution of h from each of 100 random initializations. We

also tested a phase-only modulation where rs = ej1,s . In this case, the number of unknowns

is no larger than the number of equations if and only if S0 ≥ 8. It is somewhat expected

that using rs for s = 1, · · · , S0 with S0 ≤ 7, the Newton’s method did not find any correct

solution of h. But for S0 = 8, the Newton’s method yielded a correct solution of h (valid for

all s) from 1 out of 500 random initializations. Furthermore, we found that the Newton’s

method has a very poor convergence property for the phase-only modulation.

Nine Channel Unknowns

Now we consider NA = 9 and NB = 1. In this case, Hs is a 3× 3 matrix and h is

a 9 × 1 vector. The necessary condition on S0 for a finite number of solutions of h is now

S0 ≥ 9. But with S0 = 9, the Newton’s method with 1000 random initializations of h did

not even converge to a reasonable solution of h that is valid for 1 ≤ s ≤ S0. In other words,

the Newton’s method could not handle this case in our simulation.

This is apparently due to the non-linearity of the problem. In this case, the effective

degree of non-linearity for each unknown in (2.1) increases as the dimension of h increases.

(For a set of n arbitrary second-order polynomial equations with n unknowns, for example,
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the number of possible solutions from these equations could be up to 2n.) As Newton’s

method could not handle the case of even NA = 9 (which is quite small), it is apparent that

this method will not be able handle cases regarding larger NA.

2.3.2 Using Exhaustive Search

Since the Newton’s method could not handle the case with 9 channel unknowns,

we now consider the exhaustive search over a discrete space Sh of the 9× 1 complex vector

h. For each h ∈ Sh, we need to compute the SVD (2.1) for s = 1, · · · , S0 with S0 = 9.

(A correct solution of h might be found with a nonzero probability if the consequent rs for

s = 1, · · · , S0 from (2.2) match the “known” rs for s = 1, · · · , S0.) With Nq quantization

levels for each real component in h, we have |Sh| = N18
q . To obtain an estimate of how the

required computational time varies withNq, we used our PC with 11.1 Giga-flops to compute

the 3× 3 SVD (2.1) for all realizations of h with Nq = 2 and for s = 1, · · · , 9. We recorded

this time as T2. Then the required time for Nq can be estimated by TNq =
N18

q

218
T2 which is

illustrated in figure 2.2. Also shown in this figure is the time required if a supercomputer

with 50 Peta-flops is applied here. For easy reference, we have also marked the times for 1

day, 1 year and 1 decade. We see that with just Nq = 8 (or 3 bits for each real component

of h), finding h using the exhaustive search could require more than a decade on our PC or

more than a day on a supercomputer. With a randomized exhaustive search, the averaged

time required to find a correct solution of h can be reduced by a factor, but the order of

complexity O(N2NA
q ) as discussed before does not change.
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Figure 2.2: Time required for exhaustive search to break RRCM

Subject to Eve’s failure to obtain a correct solution of h (and hence rs for any

s ≥ S0) based on random guesses of cs for s = 1, · · · , S0, all information in cs for all s

transmitted from Alice to Bob remains secure from Eve with any number of antennas and

any noise level.

2.4 Previously Developed CEFs

In this section, we will show that prior CEFs discussed in the literature are vul-

nerable to attacks. The CEFs can be categorized into two main families:
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2.4.1 Linear family of CEFs

A family of linear CEFs can be expressed as follows:

y = RSx (2.5)

where y = [y1, y2, · · · , yM ]T , M is a large integer, RS is a M × N pseudorandom matrix

dependent on a secret key S. Let the ith Mi× 1 sub-vector of y be yi, and the ith Mi×N

block matrix of RS be RS,i. Then it follows that

yi = RS,ix (2.6)

where i = 1, · · · , I and
∑I

i=1Mi =M .

Random Projection

The linear family of CEFs includes the random projection (RP) method shown

in [25] and applied in [40]. If S is known, so isRS,i for all i. If yi for some i is known/exposed

and RS,i is of the full column rank N , then x is given by

R+
S,iyi = (RT

S,iRS,i)
−1RT

S,iyi (2.7)

where + denotes pseudo-inverse. If RS,i is not of full column rank, then x can be computed

from a set of outputs like (for example) y1, · · · ,yL where L is such that the vertical stack

of RS,1, · · · ,RS,L, denoted by RS,1:L, is of the full column rank N . If S is unknown, then

a method to compute x includes a discrete search for the NS bits of S as follows

min
S

min
x
∥y1:L −RS,1:Lx∥ = min

S
∥y1:L −RS,1:LR

+
S,1:Ly1:L∥ (2.8)
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where y1:L is the vertical stack of y1, · · · ,yL. The total complexity of the above attack

algorithm with unknown key S is PN,M2NS with PN,M being a linear function of
∑L

i=1Mi

and a cubic function of N . So, RP is not hard to attack (subject to a small NS).

Dynamic Random Projection

The dynamic random projection (DRP) method proposed in [26] and also discussed

in [37] can be described by:

yi = RS,i,xx (2.9)

where RS,i,x is the ith realization of a random matrix that depends on both S and x. Since

RS,i,x is discrete, yi in (4) is a locally linear function of x. (There is a nonzero probability

that a small perturbation w in x′ = x+w leads to RS,i,x′ being substantially different from

RS,i,x. This is not a desirable outcome for biometric templates although the probability

may be small.) Two methods were proposed in [26] to construct RS,i,x, which were called

“Functions I and II” respectively. For simplicity of notation, we will now suppress i and S

in (4) and write it as

y = Rxx (2.10)

Assuming “Function I” in [26]

In this case, the ith element of y, denoted by vi, corresponds to the ith slot shown

in [26] and can be written as

vi = rTx,ix (2.11)
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where rTx,i is the ith row of Rx. But rTx,i is one of L key-dependent pseudorandom vectors

rTi,1, · · · , rTi,L that are independent of x and known if S is known. So we can also write

vi = rTi x̄ (2.12)

where rTi = [rTi,1, · · · , rTi,L]T , and x̄ ∈ RLN×1 is a sparse vector consisting of zeros and x.

Before x is known, the position of x in x̄ is initially unknown. If an attacker has stolen K

realizations of vi (denoted by vi,1, · · · , vi,K), then it follows that

vi = Rix̄ (2.13)

where vi = [vi,1, · · · , vi,K ]T , and Ri is the vertical stack of K key-dependent random real-

izations of rTi . With K ≥ LN , Ri is of full column rank LN with probability one, and in

this case the above equation (when given the key S) is linearly invertible with a complexity

order equal to O((LN)3). An even simpler method of attack is as follows. Since vi,k = rTi,k,lx

where l ∈ {1, · · · , L} and ri,k,l for all i, k and l are known, then we can compute

l∗ = arg min
l∈{1,··· ,L}

min
x
∥vi −Ri,lx∥2 = arg min

l∈{1,··· ,L}
∥vi −Ri,lR

+
i,lvi∥

2 (2.14)

where Ri,l is the vertical stack of rTi,k,l for k = 1, · · · ,K. Provided K ≥ N , Ri,l has the full

column rank with probability one. In this case, the correct solution of x is given by R+
i,l∗vi.

This method has a complexity order equal to O(LN3).

Assuming “Function II” in [26]

To attack “Function II” with known S, it is equivalent to consider the following

signal model:

vk =

N∑
n=1

rk,lk,nxn (2.15)
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where vk is available for k = 1, · · · ,K, rk,l,n for 1 ≤ k ≤ K, 1 ≤ l ≤ L and 1 ≤ n ≤ N

are random but known numbers (when given S), xn for all n are unknown, and lk is a

k-dependent random/unknown choice from [1, · · · , L]. We can write

v = Rx (2.16)

where v is a stack of all vk, x is a stack of all xn, and R is a stack of all rk,lk,n (i.e.,

(R)k,n = rk,lk,n). In this case, R is a random and unknown choice from LK possible known

matrices. An exhaustive search would require the O(LK) complexity with K ≥ N + 1.

Now we consider a different approach of attack. Since rk,l,n for all k, l, n are known,

we can compute

cn,n′ =
1

KL

K∑
k=1

L∑
l=1

L∑
l′=1

rk,l,nrk,l′,n′ (2.17)

If rk,l,n are pseudo i.i.d. random (but known) numbers of zero mean and variance one, then

for large K (e.g., K ≫ L2) we have

cn,n′ ≈ δn,n′ (2.18)

Also define

yn =
1

K

K∑
k=1

L∑
l=1

vkrk,l,n =

N∑
n′=1

ĉn,n′xn′ (2.19)

where n = 1, · · · , N and

ĉn,n′ =
1

K

K∑
k=1

L∑
l=1

rk,l,nrk,lk,n′ (2.20)

If rk,l,n are i.i.d. of zero mean and unit variance, then for largeK we have ĉn,n′ ≈ cn,n′ ≈ δn,n′

and hence

yn ≈ xn (2.21)
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More generally, if we have ĉn,n′ ≈ cn,n′ with a large K, then

y ≈ Cx (2.22)

where (y)n = yn, and (C)n,n′ = cn,n′ . Hence,

x ≈ C−1y (2.23)

With an initial estimate x̂ of x, we can then do the following to refine the estimate:

1. For each k = 1, · · · ,K, compute

l∗k = arg min
l∈[1,··· ,L]

∣∣∣∣∣vk −
N∑
n=1

rk,l,nx̂n

∣∣∣∣∣ . (2.24)

2. Recall v = Rx. But now use (R)k,n = rk,l∗k,n for all k and n, and replace x̂ by

x̂ = (RTR)−1RTv (2.25)

3. Go to step 1 until convergence.

Note that all entries in R are discrete. Once the correct R is found, the exact x is obtained.

The above algorithm converges to either the exact x or a wrong x. But with a sufficiently

large K with respect to a given pair of N and L, our simulation shows that the above attack

algorithm yields the exact x with high probabilities. For example, for N = 8, L = 8 and

K = 23L, the success rate is 99%. And for N = 16, L = 48 and K = 70L, the success

rate is 98%. In the experiment, for each set of N , L and K, 100 independent realizations

of all elements in x and R were chosen from an i.i.d. Gaussian distribution with zero mean

and unit variance, i.e., N (0, 1). The success rate was based on the 100 realizations. In [26],
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an element-wise quantized version of v was further suggested to improve the hardness to

invert. In this case, the vector potentially exposable to an attacker can be written as:

v̂ = Rx+w (2.26)

where w can be modelled as a white noise vector uncorrelated with Rx. The above attack

algorithm with v replaced by v̂ also applies although a larger K is needed to achieve the

same rate of successful attack. In all of the above cases, the computational complexity for

a successful attack is a polynomial function of N , L and/or K when the secret key S is

given.

2.4.2 Unitary Random Projection (URP)

None of the RP and DRP methods is homomorphic. To have a homomorphic CEF

whose input and output have the same distance measure, we can use

yk = Qkx (2.27)

where Qk ∈ RN×N for each realization index k is a pseudorandom unitary matrix governed

by a secret key S. One way to generate Qk is to compute the QR decomposition [41] of a

random matrix Xk whose entries are pseudorandom numbers (including Gaussian random

numbers) from a standard cryptographically secure pseudorandom number generator. It

is important to note that if there is a secret key with its length NS ≥ N , then URP is

also hard to invert strictly speaking. But as stressed earlier, this paper focuses on the case

where NS ≪ N or simply NS = 0. Let x′ = x+w with w being a noise. Then

y′
k = Qkx

′ = Qkx+Qkw (2.28)
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It follows that the SNR of y′
k equals the SNR of x′, and hence the FoM of URP equals

one. We can view the noise sensitivity of URP as optimal. In fact, if Alice and Bob do

share a strong secret key, then the URP would be an ideal CEF as it would meet perfectly

all the five criteria. However, like RP and DRP, URP is easy to attack if the secret key is

weak or does not exist. Furthermore, as shown later, without a secret key or equivalently

with a known set of Qk for all k, the output samples of URP are highly correlated with

each other. Note that each of the linear CEFs requires a forward per-sample computation

complexity equal to O(N). For example, to produce N output samples of URP, we need to

generate the N ×N unitary matrix Qk, which requires a computational complexity equal

to O(N2). We also need to compute the product Qkx which costs another O(N2). So, the

per-sample complexity is O(N). If x consists of i.i.d. N(0, σ2x), all entries of yi for all i

are also N(0, σ2x), which is a desired invariance of statistical distribution. But the entries

of yi in general have significant correlations with entries of yj for j ̸= i (even though the

N entries of yi for each i have zero correlations among themselves). Simulation results on

the correlations of RP, DRP, and URP will be shown later in fig. 2.6.

2.4.3 Nonlinear family of CEFs

If the secret key S available is not large enough, then we will need a CEF that is

hard to attack even if S is known. Such a CEF has to be nonlinear.

More recently a method called index-of-max (IoM) hashing was proposed in [27]

and applied in [42]. There are algorithms 1 and 2 based on IoM, which will be referred to as

IoM-1 and IoM-2. In IoM-1, the feature vector x ∈ RN×1 is multiplied (from the left) by a

sequence of L×N pseudorandom matricesR1, · · · ,RK1 to produce v1, · · · ,vK1 respectively.
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The index of the largest element in each vk is used as an output yk. With y = [y1, · · · , yK1 ]
T ,

we see that y is a nonlinear (“piece-wise” constant and “piece-wise” continuous) function of

x. The generation of each of R1, · · · ,RK1 requires O(N2) complexity, and the computation

of each of v1, · · · ,vK1 requires additional O(N2) complexity. The search for the maximum

entry within each vk costs O(N). Hence, the per-sample complexity of IoM-1 is O(N2).

In IoM-2, R1, · · · ,RK1 used in IoM-1 are replaced by N ×N pseudorandom per-

mutation matrices P1, · · · ,PK1 to produce v1, · · · ,vK1 , and then a sequence of vectors

h1, · · · ,hK2 are produced in such a way that each hk is the element-wise product of an ex-

clusive set of p vectors from v1, · · · ,vK1 . The index of the largest element in each hk is used

as an output yk. With y = [y1, · · · , yK2 ]
T , we see that y is another nonlinear continuous

function of x.

The complexity of p random permutations of x to produce p of vk is O(pN2) (even

though there is no multiplication required). The complexity to produce each hk is O(pN).

Then the per-sample complexity of IoM-2 is also O(N2) provided that p is independent

of N . If p = N , the per-sample complexity of IoM-2 becomes O(N3). Next, we show

that IoM-1 is not hard to invert if the secret key S or equivalently the random matrices

R1, · · · ,RK1 are known. We also show that IoM-2 is not hard to invert up to the sign of

each element in x if the secret key S or equivalently the random permutations P1, · · · ,PK1

are known.
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Attack of IoM-1

Assume that each Rk has L rows and the secret key S is known. Then knowing

yk for k = 1, · · · ,K1 means knowing rk,a,l and rk,b,l satisfying

rTk,a,lx > rTk,b,lx (2.29)

with l = 1, · · · , L− 1 and k = 1, · · · ,K1. Here rTk,a,l and rTk,b,l for all l are rows of Rk. The

above is equivalent to

dTk,lx > 0 (2.30)

with

dk,l = rk,a,l − rk,b,l (2.31)

or more simply

dTk x > 0 (2.32)

where dk is known for k = 1, · · · ,K with K = K1(L−1). Note that any scalar change to x

does not affect the output y. Also note that even though IoM-1 defines a nonlinear function

from x to y, the conditions in (2.32) useful for attack are linear with respect to x. To attack

IoM-1, we can simply compute x̂ satisfying dTk x̂ > 0 for all k. One such algorithm of attack

is as follows:

1. Initialization/averaging: Let x̂ = d̄ := 1
K

∑K
k=1 dk.

2. Refinement: Until dTk x̂ > 0 for all k, choose k∗ = argmink d
T
k x̂, and compute

x̂← x̂− η(dTk∗ x̂)dk∗ (2.33)

where η is a step size.
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Our simulation (using η = 1
∥dk∗∥2

) shows that using the initialization alone can yield a good

estimate of x as K increases. More specifically, the normalized projection d̄Tx
∥d̄∥·∥x∥ converges

to one asK increases. Our simulation also shows that the second step in the above algorithm

improves the convergence slightly. Examples of the attack results are shown in Tables 2.1

and 2.2 where L = N . We see that IoM-1 (with its key S exposed) can be inverted with a

complexity order no larger than a linear function of N and K1 respectively.

Table 2.1: Normalized projection of x onto its estimate using only averaging for attack of
IoM-1.

K1

N 8 16 32 64

8 0.8546 0.9171 0.9562 0.9772

16 0.8022 0.8842 0.9365 0.9666

32 0.7328 0.8351 0.9060 0.9494

Table 2.2: Normalized projection of x onto its estimate after convergence of refinement for
attack of IoM-1.

N
K1

8 16 32 64

8 0.8807 0.9467 0.9804 0.9937

16 0.8174 0.9080 0.9612 0.9861

32 0.7390 0.8497 0.9268 0.9699
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Attack of IoM-2

To attack IoM-2, we need to know the sign of each element of x, which is assumed

below. Given the output of IoM-2 and all the permutation matrices P1, · · · ,PK1 , we know

which of the elements in each hk is the largest and which of these elements are negative.

If the largest element in hk is positive, we will ignore all the negative elements in hk. If

the largest element in hk is negative, we know which of the elements in hk has the smallest

absolute value. Let |hk| be the vector consisting of the corresponding absolute values of the

elements in hk. Also let log |hk| be the vector of element-wise logarithm of |hk|. It follows

that

log |hk| = Tk log |x| (2.34)

where Tk is the sum of the permutation matrices used for hk. The knowledge of an output

yk of IoM-2 implies the knowledge of tTk,a,l and tTk,b,l (i.e., row vectors of Tk) such that either

tTk,a,l log |x| > tk,b,l log |x| (2.35)

with l = 1, · · · , Lk − 1 if hk has Lk ≥ 2 positive elements, or

tTk,a,l log |x| < tk,b,l log |x| (2.36)

with l = 1, · · · , N − 1 if hk has no positive element.

If hk has only one positive element, corresponding yk can be ignored as it yields

no useful constraint on log |x|. We assume that no element in x is zero. Equivalently,

knowledge of yk implies cTk,l log |x| > 0 where ck,l = tk,a,l − tk,b,l for l = 1, · · · , Lk − 1 if

hk has Lk ≥ 2 positive elements, or ck,l = −tk,a,l + tk,b,l for l = 1, · · · , N − 1 if hk has no

positive element. Simpler form of the constraints on log |x|:
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cTk log |x| > 0 (2.37)

where ck is known for k = 1, · · · ,K with K =
∑K2

k=1(L̄k − 1). Here L̄k = Lk if hk has a

positive element, and L̄k = N if hk has no positive element.

The algorithm to find log |x| satisfying (2.37) for all k is similar to that for (2.32),

which consists of “initialization/averaging” and “refinement”. Knowing log |x|, we also

know |x|. Examples of the attack results are shown in Tables 2.3 and 2.4 where p = N

and all entries of x are assumed to be positive. The above analysis shows that IoM-2

effectively extracts out a binary (sign) secret from each element of x and utilizes that secret

to construct its output. Other than that secret, IoM-2 is not a hard-to-invert function. In

other words, IoM-2 can be inverted with a complexity order no larger than LN,K22
N where

LN,K2 is a linear function of N and K2, respectively, and 2N is due to an exhaustive search

of the sign of each element in x. Note that if an additional key Sx of N bits is first extracted

with 100% reliability from the signs of the elements in x, then a linear CEF could be used

while maintaining an attack complexity order equal to O(N32N ).

Table 2.3: Normalized projection of |x| onto its estimate using only averaging for attack of
IoM-2.

K2 8 16 32 64

N = 8 0.9244 0.9540 0.9698 0.9783

N = 16 0.9068 0.9418 0.9603 0.9694

N = 32 0.8844 0.9206 0.9379 0.9466
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Table 2.4: Normalized projection of |x| onto its estimate after convergence of refinement
for attack of IoM-2.

K2 8 16 32 64

N = 8 0.9432 0.9711 0.9802 0.9816

N = 16 0.9182 0.9525 0.9649 0.9653

N = 32 0.8887 0.9258 0.9403 0.9432

2.5 Qualities of a Good CEF

We propose to measure the primary qualities of a CEF yk = fk(x) by the following

criteria:

1. (Hardness to invert) If x can be computed (up to a desired precision) from {yk, k ≥

1} with a complexity order that is a polynomial function of N , the CEF is said to be

easy (or not hard) to invert. Otherwise, the CEF is said to be hard to invert, which

is desired for a good CEF.

2. (Hardness to substitute) If there are such functions gk that fk(x) = gk(s(x)) for

all k ≥ 1 where s(x) is a function of x and invariant to k, then s(x) is said to be

a substitute input of the CEF. If s(x) is easy to compute from {yk, k ≥ 1}, then

the CEF is said to be easy to substitute. Otherwise, the CEF is said to be hard to

substitute, which is desired for a good CEF.

3. (Sensitivity) A good CEF should be sufficiently responsive to its input but not overly

sensitive to small perturbations or noise in its input. The optimal benchmark of the
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sensitivity to a small perturbation is the sensitivity of a unitary random projection of

x. The “noise” referred to in this chapter is the difference between two input vectors

of interest.

4. (Correlation) Every pair of the output samples of a good CEF should have zero or

near-zero correlation if x has the white Gaussian distribution N (0, σ2xIN ). If there are

strong correlations among the output samples of a CEF, then the CEF is vulnerable

to attacks by linear prediction (i.e., yk0 could be estimated by a linear combination of

yk with k < k0).

5. (Invariance) The statistical distribution of yk for a good CEF should be invariant

or nearly invariant to k if x is of N (0, σ2xIN ). One benefit from the invariance is that

it makes quantization of yk for all k easier (i.e., a good quantizer for yk0 would be

equally good for yk for all k ̸= k0).

If a CEF meets all of the above criteria, the CEF is said to be a good CEF. A good CEF

can be viewed as a generator of quasi-continuous pseudorandom numbers (QPRNs). These

QPRNs are based on a continuous feature vector x as its “seed”, which is different from

the traditional PRN generators that rely on a discrete seed. It seems not possible to prove

whether a CEF is hard to invert or hard to substitute although one can try to prove that a

CEF is not hard to invert or not hard to substitute. This is an open problem similar to that

of discrete one-way functions [1,43,44] even though the use of discrete one-way functions in

practice is indispensable. We will say that a CEF is empirically hard to attack if there is a

strong empirical evidence suggesting that the CEF is hard to invert and hard to substitute.
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2.6 Proposed Continuous Encryption Function

We propose an encryption function y = F(Q,x) where all y and x are continuous

in nature. The Q is a publicly known set of unitary matrices and x ∈ RN×1 is the shared

secret vector between two legitimate parties. The objective of the function is such that

obtaining y from Q and x should be straight forward but obtaining x using y and Q (to

predict future values of y from other given set ofQ) is not. The construction of the proposed

CEF is given below:

step 1:

For each pair of k and l, let Qk,l be a random N ×N unitary matrix. Now, we define:

Mk,x = [Qk,1x, · · · ,Qk,Nx] (2.38)

Here each column of Mk,x is a random rotation of x.

step 2:

Let uk,x,1 be the principal left singular vector of Mk,x, i.e.,

uk,x,1 = arg max
u,∥u∥=1

uTMk,xM
T
k,xu (2.39)

Then for each k, choose Ny (1 ≤ Ny < N) elements in uk,x,1 to be Ny elements in y =

[y1, y2, · · · ]T . If we choose Ny = 1, then yk for each k is an entry (such as the 1st entry) of

uk,x,1. We will refer to the above function (from x to y) as SVD-CEF. Note that there are

efficient ways to perform the forward computation needed for (2.39) givenMk,xM
T
k,x. One of

them is the power method [41], which has complexity equal to O(N2). But the construction
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of Mk,xM
T
k,x (starting from the generation of Qk,1, · · · ,Qk,N ) for each k requires O(N3)

complexity.

We can see that for each random realization of Qk,l for all k and l and a random

realization x0 of x, with probability one there is a neighborhood around x0 within which

y is a continuous function of x. It is also clear that for any fixed x the elements in y

appear random to anyone who does not have access to the secret key used to produce the

pseudorandom Qk,l.

More importantly, we will show in Section 2.7 that SVD-CEF is empirically hard

to attack even with Qk,l known for all k and l; and in Section 2.8 that if x consists of i.i.d.

N (0, σ2x), then all entries of y = [y1, y2, · · · ]T have nearly zero correlations and the same

distribution even with Qk,l being fixed for all k and l. The noise sensitivity of SVD-CEF is

also discussed in Section 2.8.

2.7 Attack on SVD-CEF

We now consider how to compute x ∈ RN×1 from a given y ∈ RM×1 with M ≥ N

for SVD-CEF based on (2.38) and (2.39) assuming that Qk,l for all k and l are given. A

universal method for inverting a function is via exhaustive search, i.e., searching for an x

that produces the known y via the forward function up to a desired precision. This method

has a complexity order no less than O(2NNB ) with NB being an effective number of bits

needed to represent each of the N elements in x. The value of NB depends on an expected

noise level in x. It is not uncommon in practice that NB ranges from 3 to 8 or even higher.
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The only other known method that we know to invert SVD-CEF is the Newton’s

method, which is considered next. To prepare for the application of the Newton’s method,

we need to formulate a set of equations which must be satisfied by all unknown variables.

2.7.1 Preparation

We now assume that for each of k = 1, · · · ,K, Ny elements of uk,x,1 are used to

construct y ∈ RM×1 with M = KNy. Computing x from y and Qk,l for all k and l is

equivalent to solving the following eigenvalue-decomposition (EVD) equations:

Mk,xM
T
k,xuk,x,1 = σ2k,x,1uk,x,1 (2.40)

with k = 1, · · · ,K. Here σ2k,x,1 is the principal eigenvalue of Mk,xM
T
k,x. But this is not a

conventional EVD problem because the vector x inside Mk,x is unknown along with σ2k,x,1

and N −Ny elements in uk,x,1 for each k. We will refer to (2.40) as the EVD equilibrium

conditions for x.

If the unknown x is multiplied by α, so should be the corresponding unknowns

σk,x,1 for all k but uk,x,1 for any k is not affected. So, we will only need to consider the

solution satisfying ∥x∥2 = 1, i.e., x ∈ SN−1(1).

The number of unknowns in the system of nonlinear equations (2.40) is

Nunk,EVD,1 = N + (N −Ny)K +K, (2.41)

which consists of all N elements of x, N −Ny elements of uk,x,1 for each k, and σ2k,x,1 for

all k. The number of the nonlinear equations is

Nequ,EVD,1 = NK +K + 1, (2.42)
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which consists of (2.40) for all k, ∥uk,x,1∥ = 1 for all k, and ∥x∥2 = 1. Then, the necessary

condition for a finite set of solutions isNequ,EVD,1 ≥ Nunk,EVD,1 or equivalentlyNyK ≥ N−1.

If Ny < N , there are N −Ny unknowns in uk,x,1 for each k and hence the left side

of(2.40) is a third-order function of unknowns. To reduce the nonlinearity, we can expand

the space of unknowns as follows. Since

Mk,xM
T
k,x =

N∑
l=1

Qk,lXQT
k,l (2.43)

with X = xxT (a substitute input), we can treat X as an N×N symmetric unknown matrix

(without the rank-1 constraint), and rewrite (2.40) as(
N∑
l=1

Qk,lXQT
k,l

)
uk,x,1 = σ2k,x,1uk,x,1 (2.44)

with Tr(X) = 1, ∥uk,x,1∥ = 1, and k = 1, · · · ,K. In this case, both sides of (2.44) are of

the 2nd order of all unknowns. But the number of unknowns is now

Nunk,EVD,2 =
1

2
N(N + 1) + (N −Ny)K +K > Nunk,EVD,1 (2.45)

while the number of equations is not changed, i.e.,

Nequ,EVD,2 = Nequ,EVD,1 = NK +K + 1. (2.46)

In this case, the necessary condition for a finite set of solutions for X is Nequ,EVD,2 ≥

Nunk,EVD,2 or equivalently NyK ≥ 1
2N(N + 1)− 1.

Note that X seems the only useful substitute for x. But this substitute still seems

hard to compute from y as shown later. Alternatively, we know that x satisfies the following

SVD equations:

Mk,xVk,x = Uk,xΣk,x (2.47)
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with UT
k,xUk,x = IN and VT

k,xVk,x = IN . Here Uk,x is the matrix of all left singular vectors,

Vk,x is the matrix of all right singular vectors, and Σk,x is the diagonal matrix of all singular

values. The above equations are referred to as the SVD equilibrium conditions on x.

With Ny elements of the first column ofUk,x for each k to be known, the unknowns

are the vector x, N2 −Ny elements in Uk,x for each k, all N2 elements in Vk,x for each k,

and all diagonal elements in Σk,x for each k. Then, the number of unknowns is now

Nunk,SVD = N + (N2 −Ny)K +N2K +NK, (2.48)

and the number of equations is

Nequ,SVD = N2K +N(N + 1)K + 1. (2.49)

In this case, Nequ,SVD ≥ Nunk,SVD iff NyK ≥ N − 1. This is the same condition as that for

EVD equilibrium. But the SVD equilibrium equations in (2.47) are all of the second order.

Note that for the EVD equilibrium, there is no coupling between different eigen-components.

But for the SVD equilibrium, there are couplings among all singular-components. Hence

the latter involves a much larger number of unknowns than the former. Specifically,

Nunk,SVD > Nunk,EVD,2 > Nunk,EVD,1. (2.50)

Every set of equations that x must fully satisfy (given y) is a set of nonlinear

equations, regardless of how the parameterization is chosen. This seems to be the funda-

mental reason why SVD-CEF is hard to invert. SVD is a three-factor decomposition of a

real-valued matrix, for which there are efficient ways for forward computations but no easy

way for backward computation. If a two-factor decomposition of a real-valued matrix (such
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as QR decomposition) is used, the hard-to-invert property does not seem achievable. In

section 2.10.1, the details of an attack algorithm based on Newton’s method are given.

2.7.2 Performance of Attack Algorithm

Since the conditions useful for attack of SVD-CEF are always nonlinear, any attack

algorithm with a random initialization x′ can converge to the true vector x (or its equivalent

which produces the same y) only if x′ is close enough to x. To translate the local convergence

into a computational complexity needed to successfully obtain x from y, we now consider

the following.

Let x be an N -dimensional unit-norm vector of interest. Any unit-norm initial-

ization of x′ can be written as

x′ = ±
√
1− r2x+ rw (2.51)

where 0 < r ≤ 1 and w is a unit-norm vector orthogonal to x. For any x, rw is a vector (or

“point”) on the sphere of dimension N − 2 and radius r, denoted by SN−2(r). The total

area of SN−2(r) is known to be

|SN−2(r)| = 2π
N−1

2

Γ
(
N−1
2

)rN−2. (2.52)

Then the probability for a uniformly random x′ from SN−1(1) to fall onto SN−2(r0) orthog-

onal to
√
1− r20x with r ≤ r0 ≤ r + dr is

2
|SN−2(r)|
|SN−1(1)|

dr (2.53)

where the factor 2 accounts for ± in (2.51). Therefore, the probability of convergence from

x′ to x is:
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Pconv = Ex

{∫ 1

0
2Px,r

|SN−2(r)|
|SN−1(1)|

dr

}
(2.54)

=
Γ(N2 )

2
√
πΓ(N−1

2 )

∫ 1

0
Prr

N−2dr (2.55)

where Ex is the expectation over x, Px,r is the probability of convergence from x′ to x when

x′ is chosen randomly from SN−2(r) orthogonal to a given
√
1− r2x, and Ex{Px,r} = Pr.

We see that Pr is the probability that the algorithm converges from x′ to x (in-

cluding its equivalent) subject to a fixed r, uniformly random unit-norm x, and uniformly

random unit-norm w satisfying wTx = 0. And Pr can be estimated via simulation. Let

rmax < 1 be such that Pr = 0 for r ≥ rmax. Then

Pconv =
Γ(N2 )

2
√
πΓ(N−1

2 )

∫ rmax

0
Prr

N−2dr (2.56)

<
2Γ(N/2)

(N − 1)
√
πΓ(N−1

2 )
rN−1
max < rN−1

max . (2.57)

which converges to zero exponentially as N increases. In other words, for such an algorithm

to find x or its equivalent from random initializations has a complexity order equal to

O
{

1
Pconv

}
> O

{
( 1
rmax

)N−1
}
.

Table 2.5: Pr,N and P ∗
r,N versus r and N .

r 0.001 0.01 0.1 0.3 0.5 0.7 0.9 1

Pr,4 0.46 0.24 0.06 0 0.01 0.01 0.01 0

P ∗
r,4 0.45 0.17 0.04 0 0.01 0 0.01 0

Pr,8 0.29 0.07 0.01 0 0 0 0 0

P ∗
r,8 0.25 0.05 0 0 0 0 0 0
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In our simulation, we have found that rmax decreases rapidly as N increases. Let

Pr,N be Pr as a function of N . Also let P ∗
r,N be the probability of convergence to x̂ which

via SVD-CEF not only yields the correct yk for k = 1, · · · ,K but also the correct yk for

k > K (up to maximum absolute element-wise error no larger than 0.02). Here K is the

number of output elements used to compute the input vector x. In the simulation, we chose

Ny = 1 and Nequ,EVD,2 = Nunk,EVD,2 + 1, which is equivalent to K = 1
2N(N + 1).

Shown in Table 2.5 are the percentage values of Pr,N versus r and N , which are

based on 100 random choices of x. For each choice of x and each value of r, we used one

random initialization of x′. (For N = 8 and the values of r in this table, it took two days

on a PC with CPU 3.4 GHz Dual Core to complete the 100 runs.)

The above discussions have explained why SVD-CEF is empirically hard to attack.

Next, we will discuss the sensitivity, correlation, and invariance of SVD-CEF.

2.8 Statistical Properties of SVD-CEF

In this section, we show a statistical study of SVD-CEF to understand some of

the statistical properties of its output. Since each entry of the output y = [y1, y2, · · · , yM ]T

of SVD-CEF is an element in the principal eigenvector uk,x,1 of the matrix Mk,xM
T
k,x, we

can mostly focus on the statistics of uk,x,1.

2.8.1 Sensitivity

Unlike unitary random projections, relationship between the normalized distance

at the input 1√
N
||∆x|| and the normalized distance at the output 1√

M
||∆y|| is not trivial.
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Sensitivity to small perturbation

We now consider the sensitivity of SVD-CEF to a small perturbation, i.e., the

relationship between the differential ∂uk,x,1 (or a corresponding ∂yk) and the differential

∂x. It follows from [45] that

∂uk,x,1 =

N∑
j=2

1

λ1 − λj
uk,x,ju

T
k,x,j∂(Mk,xM

T
k,x)uk,x,1 (2.58)

where λj is the j-th eigenvalue ofMk,xM
T
k,x, and uk,x,j is the corresponding j-th eigenvector.

Since

Mk,xM
T
k,x =

N∑
l=1

Qk,lxx
TQT

k,l, (2.59)

∂(Mk,xM
T
k,x) =

∑
l

Qk,l∂(xx
T )QT

k,l +
∑
l

Qk,lx∂x
TQT

k,l (2.60)

It follows that ∂uk,x,1 = T∂x where T = A+B with

A =
N∑
j=2

1

λ1 − λj
uk,x,ju

T
k,x,j

N∑
l=1

Qk,lx
TQT

k,luk,x,1 (2.61)

B =

N∑
j=2

1

λ1 − λj
uk,x,ju

T
k,x,j

N∑
l=1

Qk,lxu
T
k,x,1Qk,l (2.62)

We can also write

T =

 N∑
j=2

1

λ1 − λj
uk,x,ju

T
k,x,j

 ·( N∑
l=1

Qk,l

[(
xTQT

k,luk,x,1
)
IN + xuTk,x,1Qk,l

])
(2.63)

where the first matrix component has the rank N − 1 and hence so does T. Let ∂x = w

which consists of i.i.d. elements with zero mean and variance σ2w ≪ 1. It then follows that

Ew{∥∂uk,x,1∥2} = Tr{Tσ2wTT } = σ2w

N−1∑
j=1

σ2j (2.64)
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where σj for j = 1, · · · , N − 1 are the nonzero singular values of T and Ew{·} is the

Expectation taken over w. Since Ew{∥∂x∥2} = Nσ2w, we have

η2k,x =
Ew{∥∂uk,x,1∥2}
Ew{∥∂x∥2}

=
1

N

N−1∑
j=1

σ2j (2.65)

which measures the sensitivity of uk,x,1 to a small perturbation in x. Since each of the

N entries in ∂uk,x,1 has the same variance due to symmetry, then the corresponding ∂yk

satisfies

Ew{∥∂yk∥2} =
1

N
Ew{∥∂uk,x,1∥2}. (2.66)

Since both x and uk,x,1 have unit norm, the input SNR of SVD-CEF is

SNRx =
1

Ew{∥∂x∥2}
=

1

Nσ2w
, (2.67)

and the output SNR of SVD-CEF for yk is

SNRy,k = O
(

1

NEw{∥∂yk∥2}

)
= O

(
1

Ew{∥∂uk,x,1∥2}

)
(2.68)

Therefore, the FoM of SVD-CEF for yk is√
SNRx
SNRy,k

= O(ηk,x). (2.69)

Here O denotes the order as σ2w → 0.

For each given x, there is a small percentage of realizations of {Qk,l, l = 1, · · · , N}

that make ηk,x relatively large. To reduce ηk,x, we can prune away such bad realizations.
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Figure 2.3: The mean and mean-plus-deviation of ηk,x versus N . The red plots correspond
to un-pruned ηk,x and the blue plots correspond to 5% pruned ηk,x

Shown in Fig. 2.3 are the means and means-plus-deviations of ηk,x (over choices of

k and x) versus N , with and without pruning respectively. Here “std” stands for standard

deviation. We see that 5% pruning (or equivalently 95% inclusion shown in the figure)

results in a substantial reduction of ηk,x. We used 1000×1000 realizations of x and {Qk,l, l =

1, · · · , N}. Shown in Table 2.6 are statistics of ηk,x subject to ηk,x < 2.5 where Pgood is the

probability of ηk,x < 2.5. We see that Pgood is relatively large at around or above 80% and

the mean of ηk,x ranges roughly from 1.3 to 1.6 for N = 16, 32, 64.

Table 2.6: Statistics of ηk,x subject to ηk,x < 2.5 and Pgood

N 16 32 64

Mean 1.325 1.489 1.645

Std 0.414 0.397 0.371

Pgood 0.88 0.84 0.78
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This noise sensitivity is far from perfect when compared to the unitary random

projection. But SVD-CEF has the hard-to-attack property as empirically established ear-

lier.

Sensitivity to large perturbation

Any unit-norm vector x′ can be written as x′ = ±
√
1− αx+

√
αw where 0 ≤ α ≤ 1,

and w is of unit norm and satisfies wTx = 0. Then

∥∆x∥ = ∥x− x′∥ =
√

2− 2
√
1− α (2.70)

It follows that

∥∆x∥ ≤
√
2 and ∥∆uk,x,1∥ ≤

√
2 (2.71)

For given α in x′ = ±
√
1− αx+

√
αw, ∥∆x∥ is given while ∥∆uk,x,1∥ still depends on w.

We can call ∥∆uTk,x,1∥/∥∆x∥ a deviation gain of SVD-CEF, which is dependent on x, k,

and ∥∆x∥. Here a different k means a different set of {Qk,l, l = 1, · · · , N}. Shown in Fig.

2.4 are the means and means-plus-deviations of the deviation gain versus ∥∆x∥ subject to

ηk,x < 2.5. This figure is based on 1000 × 1000 realizations of x and {Qk,l, l = 1, · · · , N}.

We see that the mean of the deviation gain is somewhat constant and comparable to the

mean of ηk,x for ∥∆x∥ < 0.1.

2.8.2 Correlation

We show below via simulation that the correlation between the input and output of

SVD-CEF as well as the correlation among the output samples of SVD-CEF are practically

zero.
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Figure 2.4: The means (lower three curves) and means-plus-deviations (upper three curves)

of
||∆uk,x,1||

||∆x|| subject to ηk,x < 2.5.

Correlation between input and output

Recall Mk,x = [Qk,1x, · · · ,Qk,Nx]. If there is a secret key, then Qk,l for all k and l

are uniformly random unitary matrices (from the adversary’s perspective). Then uk,x,1 for

all k and any x are uniformly random on SN−1(1). It follows that EQ{uk,x,1uTm,x,1} = 0 for

k ̸= m, and EQ{uk,x,1xT } = 0. Furthermore, it can be shown that EQ{uk,x,1uTk,x,1} =
1
N IN ,

i.e., the entries of uk,x,1 are uncorrelated with each other. Here EQ denotes the expectation

over the distributions of Qk,l.

If there is no secret key, then Qk,l for all k and l must be treated as known. We

will consider typical random realizations of Qk,l for all k and l, which exclude those (such as

Qk,l = Qk′,l′ for some k′ ̸= k or l′ ̸= l) that would occur with extremely small probability.

To understand the correlation between x ∈ SN−1(1) and uk,x,1 ∈ SN−1(1) subject to a fixed

set of Qk,l, we consider the following measure:
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ρk = N max
i,j

∣∣[Ex{xuTk,x,1}]i,j
∣∣ (2.72)

where Ex denotes the expectation over the distribution of x. If uk,x,1 = x, then ρk = 1. So,

if the correlation between x and uk,x,1 is small, so should be ρk. For comparison, we define

ρ∗k as ρk with uk,x,1 replaced by a random unit-norm vector (independent of x).

For a different k, there is a different realization of Qk,1, · · · ,Qk,N . Hence, ρk

changes with k. Shown in Fig. 2.5 are the mean and mean ± deviation of ρk and ρ∗k versus

N subject to ηk,x < 2.5. We used 10000× 100 realizations of x and {Qk,1, · · · ,Qk,N}. We

see that ρk and ρ∗k have virtually the same mean and deviation. (Without the constraint

ηk,x < 2.5, ρk and ρ∗k match even better with each other.) In other words, the correlation

between the input and output of SVD-CEF is virtually the same as the correlation between

the (unit-norm) input of SVD-CEF and a (unit-norm) random vector.

Correlation among output samples

We now consider the correlation among yk = fk(x) for k = 1, · · · ,K of SVD-

CEF subject to x being N (0, IN ) and a typical realization of Qk,l for k = 1, · · · ,K and

l = 1, · · · , N . We define the following normalized sample covariance/correlation matrix:

CSVD-CEF,R = NEx,R{ySVD-CEFy
T
SVD-CEF} (2.73)

where ySVD-CEF = [y1, · · · , yK ]T with its k-th entry yk being the first entry of uk,x,1, and

Ex,R denotes the sample average over R realizations of x (which treats all other quantities

such as key-dependent matrices as fixed). We also define CURP,R = Ex,R
{
yURPy

T
URP

}
with

yURP being a vertical stack of yk in (2.27) for k = 1, · · · ,K0 with NK0 = K. Similarly, we
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Figure 2.5: The means and means ± deviations of ρk (using SVD-CEF output) and ρ∗k
(using random output) versus N subject to ηk,x < 2.5.

let CDRP,R = cDRPEx,R
{
yDRPy

T
DRP

}
and CIoM,R = cIoMEx,R

{
yIoMyTIoM

}
where cDRP and

cIoM are such that the diagonal elements of each of CDRP,R and CIoM have their averaged

value equal to one. For IoM, each entry of yIoM is an integer “index-of-max” (ranging from

0 to N − 1) minus N−1
2 , which ensures that each entry of yIoM has the zero mean.

Shown in Table 2.7 are the maximum values of the absolute off-diagonal elements

of each of the above defined sample covariance matrices with N = 16, K = 128 and R = 105.

The first column in Table 2.7 is for Cx,R = Ex,R{xxT } of x ∼ N (0, IN ), which serves as a

reference. We know that as R→∞, the peak sample correlation of the elements in x goes

to zero. (The mean and deviation of each off-diagonal element of Cx,R are zero and 1√
R
,

respectively. At R = 105, 1√
R
= 0.0032.) We see that the peak sample correlation of SVD-

CEF is very small and comparable to (about 1.4 times) that of x. On the other hand, the

peak sample correlations of IoM, DRP, and URP are about 17 to 67 times larger than that
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of SVD-CEF. We should stress that the values in this table will change, but only slightly

with high probability, if different realizations of the random matrices and/or operations in

the CEFs are used.

Illustrated in Fig. 2.6 are the “heatmaps” of the absolute values of the entries of the

sample covariance matrices of SVD-CEF, IoM-2, DRP and URP, where all parameters are

the same as those for Table 2.7. Each of these heatmaps is based on a random realization

of their embedded pseudorandom transformations. However, the overall patterns of the

heatmaps in general do not change much as these pseudorandom transformations are chosen

differently. We see that the output samples of SVD-CEF have virtually zero correlations,

which in fact do not differ much from the sample correlations of the entries in x. This is

because of the unique relationship between the principal eigenvector uk,x,1 of Mk,xM
T
k,x and

the input vector x. We also see that most of the correlations of IoM-2 are also small but not

as small as those of SVD-CEF and there are still a lot of scattered “peaks” in the heatmap of

IoM-2, which are quite significant. The heatmaps of DRP and URP show overwhelmingly

large correlation values. For URP, the sample correlations among samples within each

subvector yk are small in the order of 1√
R
, which is due to the unitary transformation.

But the correlation between yk and yl for k ̸= l is rather large as shown in this figure,

which is because of the linear nature of URP and the non-orthogonality among any set of

L N -dimensional vectors with L > N . For the same reason, RP proposed in [25] also has a

very poor property in correlation.
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Figure 2.6: Correlation “heatmaps” of the output samples of SVD-CEF, IoM-2, DRP and
URP. There is no secret key used in any of these CEFs, i.e., same set of random matrices
used for different realizations of x

Table 2.7: Maximums of absolute normalized correlations among the outputs of CEFs.

x SVD-CEF IoM-2 IoM-1 DRP URP

Value 0.0085 0.012 0.21 0.25 0.49 0.81

Invariance

We show next via simulation that uk,x,1 for each k is nearly uniformly distributed

on SN−1(1) when x is uniformly distributed on SN−1(1), which implies that yk of SVD-CEF

for each k has the same distribution (i.e., invariant to k).
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To show that the distribution of uk,x,1 for each k is nearly uniform on SN−1(1),

we show that for any k and any unit-norm vector v, the probability density function (PDF)

pk,v(x) of vTuk,x,1 subject to a fixed set of {Qk,1, · · · ,Qk,N} and a uniform random x on

SN−1(1) is nearly the same as the PDF p(x) of an element in x. The expression of p(x) is

derived in Appendix B in [46] and given by:

fx1(x1) =
ΓN2√
πΓN−1

2

(1− x21)
N−3

2 (2.74)

The distance between p(x) and pk,v(x) can be measured by

Dk,v =

∫
p(x) ln

p(x)

pk,v(x)
dx ≥ 0 (2.75)

Clearly, Dk,v changes as k and v change. Shown in Fig. 2.7 are the mean and mean ±

deviation of Dk,v versus N subject to ηk,x < 2.5. We used 50 × 1000 × 500 realizations of

v, x, and {Qk,1, · · · ,Qk,N}. We see that Dk,v becomes very small as N increases beyond

15. This means that for a moderate or large N , uk,x,1 is (at least approximately) uniformly

distributed on SN−1(1) when x is uniformly distributed on SN−1(1). (Without the con-

straint ηk,x < 2.5, Dk,v versus N has a similar pattern and is even slightly smaller.) In

other words, for a moderate or large N , the output sample yk of SVD-CEF for each k has

a PDF approximately given by (2.74) which is invariant to k.

2.9 Conclusion

In this chapter we examined a new scheme called randomized reciprocal channel

modulation (RRCM). For a MISO user channel with NA ≥ NB = 1, the UNS of RRCM can

be up to the entropy of NA transmitted symbols from Alice. Furthermore, we found via
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Figure 2.7: The mean and mean ±deviation of Dk,v versus N subject to ηk,x < 2.5

simulation that for NA ≥ 9 the computational complexity for Eve to break the secrecy be-

yond the UNS of RRCM is infeasible on a PC with 11 Gigaflops or even on a supercomputer

depending on the delay requirement.

Then, a systematic development of continuous encryption functions (CEFs) that

transcend the boundaries of wireless network science and biometric data science is presented.

We proposed a list of criteria for a good CEF desirable in applications, which are the

hardness to invert, the hardness to substitute, the sensitivity to noise, the correlation among

the output samples and the invariance of the output distributions. We have introduced a

singular value decomposition (SVD) based CEF, which is shown empirically to be hard

to attack. Our statistical analyses and simulation results also verified that SVD-CEF has

relatively good properties in its noise sensitivity, its output correlation and the invariance

of its output distribution.
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2.10 Appendix

2.10.1 Newton’s search algorithm to attack SVD-CEF

It is easy to verify that X = αIN+(1−α)xxT with any −∞ < α <∞ is a solution

to the following: (
N∑
l=1

Qk,lXQT
k,l

)
uk,x,1 = ck,x,1uk,x,1 (2.76)

Where, ck,x,1 = α+(1−α)σ2k,x,1. To ensure that uk,x,1 from (2.76) is unique, it is sufficient

and necessary to find an X with the above structure and 1− α ̸= 0. To ensure 1− α ̸= 0,

we assume that x1x2 ̸= 0 where x1 and x2 are the first two elements of x. Then we add the

following constraints:

(X)1,2 = (X)2,1 = 1 (2.77)

Which is in addition to the previous condition Tr(X) = 1. Now for the expected solution

structure X = αIN + (1− α)xxT , we have 1− α = 1
x1x2

̸= 0

Note that ck,x,1 in (2.76) is either the largest or the smallest eigenvalue of∑N
l=1Qk,lXQT

k,l corresponding to whether 1− α is positive or negative.

To develop the Newton’s algorithm, we now take the differentiation of (2.76):(
N∑
l=1

Qk,l∂XQT
k,l

)
uk,x,1 +

(
N∑
l=1

Qk,lXQT
k,l

)
∂uk,x,1 = ∂ckuk,x,1 + ck∂uk,x,1 (2.78)

where we have used uk,x,1 = uk,x,1 and ck = ck,x,1 for convenience. The first term is

equivalent to Q̃k∂x̃ with Q̃k =
(∑N

l=1 u
T
k,x,1Qk,l ⊗Qk,l

)
and x̃ = vec(X). (For basics of

matrix differentiation, see [47].) Since X = XT , there are repeated entries in x̃. We can

write x̃ = [x̃T1 , · · · , x̃TN ]T with x̃n = [x̃n,1, · · · , x̃n,N ]T and x̃i,j = x̃j,i for all i ̸= j.
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Let x̂ be the vectorized form of the lower triangular part of X. Then it follows

that

Q̃k∂x̃ = Q̂k∂x̂ (2.79)

where Q̂k is a compressed form of Q̃k as follows. Let Q̃k = [Q̃k,1, · · · , Q̃k,N ] with Q̃k,n =

[q̃k,n,1, · · · , q̃k,n,N ]. For all 1 ≤ i < j ≤ N , replace q̃k,i,j by q̃k,i,j + q̃k,j,i, and then drop

q̃k,j,i. The resulting matrix is Q̂k.

The differential of Tr(X) = 1 is Tr(∂X) = 0 or equivalently tT∂x̂ = 0 where

tT = [tT1 , · · · , tTN ] and tTn = [1,01×(N−n)]
T .

Combining the above for all k along with uTk,x,1∂uk,x,1 = 0 (due to the norm con-

straint ∥uk,x,1∥2 = 1) for all k, we have Ax∂x̂+Au∂u+Az∂z = 0 where:

Au =


01×NK

diag(G1,x, · · · ,GK,x)

diag(uT1 , · · · ,uTK)

 (2.80)

Ax =



tT

Q̂1

...

Q̂K

0K× 1
2
N(N+1)


(2.81)

52



Az =


01×K

−diag(u1, · · · ,uK)

0K×K

 (2.82)

with Gk,x = Mk,xM
T
k,x − ckIM .

Now we partition u into two parts: ua (known) and ub (unknown). Also partition

Au into Au,a and Au,b such that Au∂u = Au,a∂ua +Au,b∂ub. Since (X)1,2 = (X)2,1 = 1,

we also let x̂0 be x̂ with its second element removed, and Ax,0 be Ax with its second column

removed. It follows from (2.80)-(2.82) that

A∂a+B∂b = 0 (2.83)

where a = ua, b = [x̂T0 ,u
T
b , z

T ]T , A = Au,a, B = [Ax,0,Au,b,Az]. Based on (2.83), the

Newton’s algorithm is

x̂
(i+1)
0 = x̂

(i)
0 − η(B

TB)−1BTA(ua − u(i)
a ) (2.84)

u
(i)
a is the i-th step “estimate” of the known vector ua (through forward computa-

tion) based on the i-th step estimate x̂
(i)
0 of the unknown vector x̂0. This algorithm requires

NyK ≥ 1
2N(N + 1)− 1 in order for B to have full column rank.
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For a random initialization around X, we can let X′ = (1 − β)X + βW where

W is a symmetric random matrix with Tr(W) = 1. Furthermore, (W)1,2 = (W)2,1 is

such that (X′)1,2 = (X′)2,1 = 1. Keep in mind that at every step of iteration, we keep

(X(i))1,2 = (X(i))2,1 = 1.

Upon convergence of X, we can also update x as follows. Let the eigenvalue

decomposition of X be X =
∑N

i=1 λieie
T
i where λ1 > λ2 > · · · > λN . Then the update of x

is given by e1 if 1−α > 0 or by eN if 1−α < 0. With each renewed x, there are a renewed

α and hence a renewed X (i.e., by setting X = αI+ (1− α)xxT with 1− α = 1
x1x2

). Using

the new X as the initialization, we can continue the search using (2.84).

54



Chapter 3

Physical Layer Encryption for

UAV-to-Ground Communications

3.1 Introduction

Unmanned Aerial Vehicles (UAVs) are expected to be widely deployed in near

future for applications such as surveillance, transportation, mobile base stations and mo-

bile relays [48]. UAV is often exposed in air, and in this case the information transmitted

from UAV is particularly vulnerable to eavesdropping. To protect the information with

information-theoretic secrecy against eavesdroppers (Eve), there are two fundamental ap-

proaches. One is network layer security where a secret key must be pre-established between

two legitimate nodes (Alice and Bob) and this secret key can be then used to encrypt and

decrypt a large volume of information to gain a computation-based secrecy (in addition to

the information-theoretic secrecy from the secret key). The other approach is physical layer
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security where either a secret key is generated from correlated observations at Alice and Bob

or secret information is directly transmitted from Alice to Bob. The direct transmission by

the wiretap channel model requires schemes to make the channel from Alice to Bob stronger

than that from Alice to Eve, e.g., see [49] and [50] for UAV trajectory and/or resource allo-

cation, [51] for beamforming, and [7] for using full-duplex radios. This requirement is often

not possible especially for UAV-to-Ground (U2G) communications where Eves are often

hidden and their capabilities are often unknown. And the range of current in-band full-

duplex communication may not be sufficiently large. So, without a pre-established secret

key between a legitimate pair of UAV (Alice) and GS (Bob), and without the knowledge

of Eve’s capability, achieving an information-theoretic secrecy for U2G communications

should exploit correlated observations that are available to the pair of UAV and GS but are

independent of the observations by any Eve. In this chapter, we will focus on the use of

a pair of estimated reciprocal-channel vectors (ERCVs) obtained by the legitimate pair of

UAV and GS respectively for secure U2G communications.

Given two ERCVs at UAV and GS respectively, a central task of the traditional

physical layer security approach would be to extract a pair of digital keys at UAV and GS

respectively [14, 17, 26]. But in practice, much of the statistics of ERCVs is unknown, and

hence reliable key generation directly from the two ERCVs remains a challenge.

However, without an explicit key generation from ERCVs, we can still exploit the

secrecy inherent in ERCVs via what is called physical layer encryption as first explored

in [24] and [39]. A crucial tool for physical layer encryption is called continuous encryption

function (CEF) which is discussed in detail in chapter 2. This chapter shows how to apply
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a CEF developed in chapter 2 to hide transmitted symbols and/or constellations, which

consequently achieves a secure U2G communication.

There have been many works on constellation detection, e.g., see [52, 53]. More

recently, many machine learning based methods have been developed for constellation de-

tection, e.g., see [54, 55]. Furthermore, various methods have also been developed to de-

grade the performances of constellation detection methods [56–60]. The constellation hiding

method shown in this chapter exploits an information-theoretic secrecy in ERCVs, which in

principle prevents any method from successfully detecting the hidden constellation. Hence,

our work also differs from [61] where a hidden constellation can be detected by adversary,

and differs from [49] where the hidden information is detectable by adversary.

Contrast between Direct Quantization (DQ) for Secret Key Generation in order to

perform digital encryption and proposed Physical Layer Encryption (PLE) is illustrated in

fig. 3.1. In the key generation approach, the shared Secret Vector (SV) is first quantized and

converted into secret bits which then go through reconciliation and privacy amplification

process. Then a secret key is obtained which is subsequently used to generate pseudo random

bit stream for data encryption. In the PLE approach, the SV is first encrypted to generate

stream of continuous pseudo random numbers which is then used in the proposed symbol

and constellation hiding method to secure transmitted bits. Information reconciliation and

privacy amplification are crucial for DQ approach as any bit mismatch in the shared keys

will result in almost all the bits being different in the later stage. Unlike the DQ approach,

the PLE approach does not require these steps reducing the latency. However, the generated

stream of continuous pseudo random numbers from the PLE approach is not error free and
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should paired with error correction coding for transmission (which is also necessary for DQ

approach due to channel noise).

Figure 3.1: Contrast between Direct Quantization (DQ) for Secret Key Generation and use
of Physical Layer Encryption (PLE)

The remainder of the chapter is organized as follows. Section 3.2 describes the

wireless channel model used in this chapter. See Fig. 3.2. Section 3.3 provides a brief

discussion of the SVD-CEF described in chapter 2 which is relevant to the proposed method

in this chapter. Section 3.4.1 describes the proposed method for symbol and/or constellation

hiding, and highlights the main issues to be discussed. In Section 3.4.2, we discuss how to

generate uniformly distributed quasi-continuous pseudo-random numbers (UD-QCPRNs)

from the output of a CEF, and evaluate the noise propagation in the encryption/decryption

process. In section 3.5, we evaluate the impact of the encryption noise on the performance

of the legitimate receiver. A quantized scheme is shown in section 3.6, which is an efficient

form of the proposed method. Finally, section 3.7 concludes the chapter.
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Figure 3.2: Illustration of wireless channel model for U2G communication with eavesdropper
present.

3.2 Wireless Channel Model

Following [62], we model the reciprocal complex channel gain at time n (within a

time window in the order of milliseconds) between UAV and GS as:

gn =

√
β0dn

−αnhn (3.1)

where β0 is the large-scale average channel power gain at unit distance, dn is the U2G

distance, αn is the path loss exponent, and hn is the small-scale fading coefficient. We

assume that Alice and Bob can each get an estimate of gn by a standard channel estimation

technique. Furthermore, we assume that dn and αn do not change significantly within

the time window of interest and hence Alice and Bob can also each get an estimate of
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hn by scaling the estimate of gn. For U2G communication, hn in general consists of two

components: line-of-sight (LoS) [63] and non-line-of-sight (NLoS), which is often called

Rician fading. In this case, hn can be modelled as:

hn =

√
Kn

Kn + 1
ejθn +

√
1

Kn + 1
ξn (3.2)

where θn for all n are i.i.d. and uniformly distributed over [0, 2π], denoted by U(0, 2π);

and ξn for all n are i.i.d. complex Gaussian random variables with zero mean and unit

variance, denoted by CN (0, 1). It follows that E{|hn|2} = 1 and ∠hn ∼ U(0, 2π) (E{·}

denotes the expectation operator). Here Kn is the Rician factor [64]. For all simulations

in this chapter, we will treat Kn as invariant to n and set Kn = 27dB. Eve is assumed

to be located anywhere on the ground and can have LoS with the UAV but less likely to

have LoS with GS due to terrain and obstacles as illustrated in fig. 3.2. If Eve knows the

exact distance between the antenna of UAV and the antenna of GS at all times, she could

try to estimate θn for all n. But due to limited precision in estimated distance relative

to wavelength, it is reasonable to assume that Eve is completely blind to θn. Because

of multipath fading, Eve is also completely blind to ξn (except for its distribution). The

estimates of hn by Alice and Bob may be denoted by ĥn,A and ĥn,B respectively. Then the

amount of secrecy available from ĥn,A and ĥn,B is the mutual information between them.

For notational convenience and with no serious loss of generality, we will from now on let

ĥn,A = hn and ĥn,B = h′n = hn + wn where wn ∼ CN (0, 1
SNRh

). For a time window of

N/2 samples, we also let h = [h1, h2, · · · , hN
2
]T and h′ = [h′1, h

′
2, · · · , h′N

2

]T . (Note that the

index n in hn can be also used to represent the index of any spatial or frequency subchannel

between UAV and GS.) Furthermore, we define the ERCVs obtained by Alice and Bob as
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x = [Re{h}T , Im{hT }]T and x′ = [Re{h′}T , Im{h′}T ]T . It follows that x′ = x+wx where

wx ∼ N (0, 1
SNRx

IN ) and SNRx = SNRh

3.3 Brief Description of Applied CEF

In this section we provide a brief description of the SVD-based continuous encryp-

tion function (SVD-CEF) used for proposed physical layer encryption in this chapter. Let

x be an N × 1 real-valued zero-mean random vector, denoted by x ∈ RN×1. As discussed

in chapter 2, CEF of x is an easy-to-compute (i.e., with a polynomial complexity in terms

of N) map from x to a sequence of real-valued numbers y1, y2, · · · , which is expressed as

yk = fk(x) ∈ R for all k ≥ 1. A good CEF as defined in section 2.6 in chapter 2 is such

that (1) it is hard (i.e., with an exponential complexity in terms of N) to compute x from

yk with all k ≥ 1; (2) there is no such k-invariant function of x, i.e., g(x), that “yk is an

easy-to-compute function of g(x), and g(x) is also easy to compute from yk with all k ≥ 1”;

(3) the signal-to-noise ratio (SNR) in yk caused by a noise in x is not much smaller than the

SNR in x; and (4) yk for all k ≥ 1 can only have very weak correlations when the entries of

a random x have zero correlations.

The first two properties of a good CEF have been empirically established in section

2.7 although a formal proof seems hard if not impossible. The third property of a good CEF

can be measured by comparison to a unitary random projection (URP), i.e., gk = Rkx ∈

RN×1 where Rk for each index k is a pseudo random unitary matrix (governed by a seed).

The noise sensitivity of URP is considered to be optimal since the norm of the perturbation

vector in gk for each k is always the same as the norm of the corresponding perturbation
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vector in x. But URP is not hard to invert (if the seed is known or Rk for any k is known).

The fourth property of a good CEF can be verified via simulations. For URP, there is in

general a significant correlation between gk and gl for k ̸= l (subject to fixed Rk and Rl)

even if the correlation matrix of x is the identity matrix IN .

The SVD-CEF proposed in section 2.6 is based on components of singular value

decomposition (SVD) of a pseudo-randomly modulated matrix of x. Specifically, let Qk,l ∈

RN×N for all pairs of k and l be pseudo-random unitary matrices; Mk,x = [Qk,1x, · · · ,

Qk,Nx] where each column of Mk,x is a pseudo-random rotation of x; and then we let:

uk,x = argmaxu,∥u∥=1 u
TMk,xM

T
k,xu, which is the principal left singular vector of Mk,x.

Finally, choose yk to be a particular (e.g. the first) element of uk,x for each of k ≥ 1. We can

view this SVD-CEF as a scrambler that turns a finite number of real-valued random numbers

in x into an infinite number of QCPRNs yk for k ≥ 1. Unlike any of the conventional PRN

generators, here yk is a continuous function of x.

To illustrate the correlations among the output values of URP-CEF and SVD-CEF,

we now consider the input vector x described in section 3.2. The normalized correlation

matrix of this x isCx = 2Ex{xxT } = IN . For URP-SVD, we know thatCgk
= 2Ex{gkgTk } =

IN for each k. But the corresponding cross-correlation matrix Cgk,gl
= 2Ex{gkgTl } for k ̸= l

is not small in general. The absolute values of all entries in Cgk,gl
for a random realization

of Rk and Rl are illustrated in the left of Fig. 3.3 where N = 16. For SVD-CEF, we let

y = [y1, · · · , yN ]T . Since uk,x has the norm one, the variance of yk can be shown to be 1
N .

Then the normalized correlation matrix of y is Cy = NEx{yyT }. The absolute values of all

entries of Cy for a random realization of {Qk,l; k = 1, · · · , N ; l = 1, · · · , N} with N = 16
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are illustrated in the right of Fig. 3.3. In both cases, the average is done over 105 random

realizations of x. Here we see near-zero correlations among entries of y. Since Qk,l are

randomly chosen, the observed phenomenon of near-zero correlations holds for all yk with

k ≥ 1.

URP-CEF SVD-CEF

Figure 3.3: Correlation “heatmaps” of the output of URP-CEF and the output of SVD-
CEF. SVD-CEF offers near zero correlations among the output while URP-CEF suffers
from significant correlation.

We will next apply SVD-CEF in a physical layer encryption method where the seed

used to construct the pseudo-random unitary matrices, Qk,l for all k ≥ 1 and 1 ≤ l ≤ N , is

assumed to be a public information known to Alice, Bob and Eve.

3.4 A Physical Layer Encryption Method

Assume that Alice wants to transmit a sequence ofK complex information symbols

to Bob. For many commonly used QAM symbol constellations, the real and imaginary

parts of the sequence can be each treated as a sequence of M -PAM (real-valued) symbols.

Hence we can focus on how to encrypt a sequence of M -PAM symbols, denoted by sk with
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k = 1, 2, · · · ,K. Also assume that the constellation of sk for each k is a discrete set of M

points equally spaced within [−1, 1]. The spacing between two adjacent points is denoted

by ∆ = 2
M , i.e., min

s
(i)
k ̸=s(j)k

|(s(i)k −s
(j)
k )modulo−[−1,1]| = ∆ where s

(i)
k and s

(j)
k are two distinct

realizations of sk.

3.4.1 Basic Approach

Let zk be a function of yk such that zk is uniformly distributed over [−1, 1]. Then

an encrypted symbol for transmission from Alice is defined as ŝk = (sk + zk)modulo−[−1,1].

Clearly, given any sk, ŝk has the same uniform distribution as zk. In this case, no method

is able to detect sk based on ŝk alone. This is because I(sk; ŝk) = h(ŝk) − h(ŝk|sk) =

h(ŝk)− h(ŝk) = 0 where I(·; ·) denotes mutual information and h(·) denotes the differential

entropy.

At Bob, the received symbol corresponding to ŝk can be written as ŝ′k = ŝk + nk

where nk is the (normalized) channel noise with its power inversely proportional to the

transmission power from Alice. Since Bob has x′ = x + wx, he can compute y′k from x′

in the same way as Alice computes yk from x. Furthermore, Bob can compute z′k from

y′k in the same way as Alice computes zk from yk. Let z′k = zk + wzk with wzk being the

encryption noise.

To decrypt ŝ′k (at the physical layer), Bob computes s′k
.
= (ŝ′k − z′k)modulo−[−1,1] =

(sk+nk−wzk)modulo−[−1,1]. As long as the channel-and-encryption combined noise nk−wzk

is small compared to ∆, Bob can detect the information in s′k with a small error rate.

In theory, zk for each k can have a continuous uniform distribution over [−1, 1].

But in practice, there is a limited numerical resolution and hence zk for each k should be
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discrete over [−1, 1]. But the constellation size of zk must be larger thanM in order to hide

the constellation size of sk. If zk and sk have the same constellation size M , the symbol sk

is still protected. The power of ŝk is generally larger than that of sk. But the difference

approaches zero quickly as M increases.

In the next section, we will discuss how to generate the UD-QCPRNs zk from the

output yk of CEF and discuss the impact of the noise in x′ on the noise in z′k. In section

3.5, the impact of the combined noise nk − wzk on the performance at Bob is investigated

via simulation.

3.4.2 Obtaining UD-QCPRNs from SVD-CEF

It is shown in section 2.8 in chapter 2 that if x consists of i.i.d. Gaussian random

variables, then the probability density function (PDF) of each element of the output of

SVD-CEF can be approximated by fY (y) = CN (1 − y2)
N−3

2 where −1 < y < 1 and CN =

Γ(N
2
)

√
πΓ(N−1

2
)
. We have also found that if x is the N×1 random vector constructed as discussed

in section 3.2, the output of SVD-CEF can be also approximated by the same PDF. In fact,

the PDF of the output of SVD-CEF is rather robust to a range of variations in the statistics

of x. This is because of the construction of Mk,x from x where each vector Qk,lx tends to be

Gaussian distributed for a moderate to large N , which follows the well-known large-sample

theory of Gaussian random variables.

To obtain zk with the uniform distribution U(−B
2 ,

B
2 ), it can be shown that zk =

TSV D(yk) with

TSV D(y) =

∫ y

−1
BfY (u)du−

B

2
= BCN

∫ θy

0
cosN−2 θdθ (3.3)
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∫ θy

0
cosn θdθ =

cosn−1 θy sin θy
n

+
n− 1

n

∫ θy

0
cosn−2 θdθ. (3.4)

Where θy = sin−1 y. Note that for Alice, we have a process of x → yk → zk, and for Bob,

we have a similar process of x′ → y′k → z′k.

To quantify the relationship between the noise in x′ and the noise in z′k, we can

evaluate ηx,z = ηx,yηy,z with ηx,y =
√

SNRx
SNRy

and ηy,z =
√

SNRy

SNRz
. Here, SNRx is the signal to

noise ratio in x′, and SNRy and SNRz are defined similarly.

Analysis of ηx,y:

Assume x′ = x+wx with wx ∼ N (0, σ2wIN ). Then for a given x and a given set

of Qk,l, we can write

ηx,y =

√
SNRx
SNRy

=

√√√√√
(

Ewx{∥x∥2}
Ewx{∥wx∥2}

)
(

Ewx{∥yk∥2}
Ewx{∥wy∥2}

) . (3.5)

Since the output of SVD-CEF is invariant to the scaling of x, we can choose ∥x∥2 = 1,

∥x′∥2 = 1, ∥yk∥2 = 1 and ∥y′
k∥2 = 1. Hence,

ηx,y =

√
Ewx{∥wy∥2}
Ewx{∥wx∥2}

(3.6)

which is equivalent to ηk,x in (2.65) in section 2.8.

A closed form of ηk,x for small σ2w is available in (2.65) and (2.63), which is de-

pendent on x and Qk,l. For a given x, an upper bound of ηk,x can be set by pruning Qk,l.

In Table 3.1, the percentages of pseudo-randomly generated Qk,l that satisfy the condition

ηx,y < ηT for SVD-CEF are shown. To maintain a high percentage, we will choose ηT = 2.5

in the remainder of the chapter. Note that the choices of Qk,l are publicly known and can

be locally generated from a common seed.
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Table 3.1: Empirically obtained % of Qk,l that satisfies ηx,y < ηT for different N

ηT → 0.8 1 1.5 2 2.5

N = 16 4.62 21.98 63.25 80.78 88.26

N = 32 0.29 6.75 48.46 73.10 84.03

N = 64 0.007 0.84 31.61 63.32 78.35

Analysis of ηy,z:

Next we evaluate ηy,z for small σ2w. We first recall (ignoring k for convenience)

z =
∫ y
−1BfY (u)du−

B
2 and z′ =

∫ y′
−1BfY (u)du−

B
2 where y′ = y + wy and z′ = z + wz. It

follows that for small σ2w,

wz = z′ − z = TSV D(y
′)− TSV D(y) ≈ BwyfY (y) (3.7)

and hence

EY {w2
z} = EY

{
B2wy

2fY (y)
2
}

= B2wy
2

∫ 1

−1
fY (u)

3du

= B2w2
yDN (3.8)

where DN =
Γ(N

2
)
3
Γ( 3N−7

2
)

πΓ(N−1
2

)
3
Γ( 3N−6

2
)
. Hence, var(wz)

var(wy)
= B2DN . Furthermore, since var(y) = 1

N

and var(z) = B2

12 , then ηy,z =
√

SNRy

SNRz
=
√

var(y)
var(z) ×

var(wz)
var(wy)

=
√

12DN
N which is invariant to

B but dependent on N .

The above theoretical results of ηy,z are compared with simulation/empirical re-

sults (with B = 2) in Fig. 3.4. In simulation, we used 106 realizations of y′
k =
√
1− αyk +
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√
αwk with random yk and wk satisfying ∥yk∥ = 1, ∥wk∥ = 1 and wT

k yk = 0. We see that

the two results are reasonably close to each other. We also see that for a large N (such as

N ≥ 16), ηy,z is close to one and hence ηx,z is dominated by ηx,y. Which implies that for

SVD-CEF, ηx,z = ηx,yηy,z ≈ ηx,y ≤ ηT

Figure 3.4: The plot of ηy,z vs N (both theoretical and empirical) for α = 10−5.

3.5 Simulation

In this section, we show simulation results of the proposed method. These results

illustrate the effects of the channel noise and the encryption noise on the performance at

Bob. As explained before, we can focus on M -PAM only.
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Dist. of sk Dist. of ŝk Dist. of s′k

Figure 3.5: Distributions of sk, ŝk and s′k where SNRx = 20dB and 1/σ2n = 37dB

We assume that the channel noise nk is i.i.d. Gaussian N (0, σ2n). The variance

of the encryption noise wzk can be expressed as
η2x,z

3 SNRx
where 1

3 is the variance of zk. In

Fig. 3.5, we illustrate the distributions of the ideal 4-PAM symbol sk (for which the width

of each vertical bar is exaggerated for visual purposes), the encrypted symbol ŝk, and the

decrypted symbol s′k.

It is clear that the distribution of ŝk does not reveal any information about sk and

its constellation.

Once Bob has obtained enough samples of s′k, he can use any of the existing

constellation detection methods [52–55] to detect M (if unknown to Bob) and then detect

the secret symbols using a minimum distance method. The simulation results of the symbol

error rates (SER) at Bob under different sets of parameters are illustrated in Figs 3.6, 3.7

and 3.8.
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Figure 3.6: Plot of SER vs 1
σ2
n
with no encryption noise for different M

Figure 3.7: Plot of SER vs SNRx with negligible (i.e., σ2n ≈ 0) channel noise for N = 16
and different M
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Figure 3.8: Plot of SER vs SNRx. The value of σ2n for each choice of M is such that SER
is 1% in Fig. 3.6

In the simulation it is assumed that Bob has correctly detected the constellation

size M from the samples of s′k. For each chosen set of N , M , σ2n and SNRx, 105 ran-

dom realizations of zk, z
′
k, sk, s

′
k, ŝk, ŝ

′
k were generated and the corresponding SER was

obtained for each set of parameters. We see that the performance of SVD-CEF degrades

slightly as N increases, but empirical study in chapter 2 shows that increasing N exponen-

tially increases hardness to attack by the adversaries. This is a trade-off in choosing CEF

between the performance at Bob and the hardness to attack by adversaries. It is important

to stress here that even if an adversary with unlimited computing power can attack the

computation-based secrecy due to SVD-CEF, there is no way for the adversary to attack

the information-theoretic secrecy due to the ERCVs x and x′ used in the physical layer

encryption method.

71



3.6 Further Discussions

Computing a continuous (subject to machine precision) uniform random variable

zk from the output yk of CEF may be costly in practice. To reduce the complexity, we can

compute a discrete uniform random number z̄k from yk, which is equivalent to a uniform

quantization of zk or a non-uniform equiprobable quantization of yk. The latter is feasible

to implement. The procedures of encryption and decryption at Alice and Bob respectively

are given below. The effect on Eve is discussed at the end.

Encryption at Alice

• Assume L = 2l, M ′ = 2m
′
and M = 2m where l > m′ > m are integers.

• Alice constructs the true-symbol constellation SM =
{
± 1
M (2i+ 1); i = 0, · · · , M2 − 1

}
,

and also in a similar way constructs the encrypted-symbol constellation SM ′ .

• For a known PDF fY (y) of yk, Alice chooses an equiprobable over-quantizer of yk with

the corresponding set of L+1 thresholds TL = {ti; i = 0, · · · , L} where
∫ ti
−1 fY (y)dy =

i
L . Note that TL also corresponds to a set IL of L intervals. Each yk is quantized into

l bits by TL. The first m′ bits of each yk are used to determine an integer z̄k ∈ SM ′ ,

and the last l −m′ bits of each yk are transmitted to Bob.

• For each true symbol sk ∈ SM , Alice chooses a z̄k ∈ SM ′ and transmits the encrypted

symbol ŝk
.
= (sk + z̄k)modulo−[−1,1] to Bob.
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Decryption at Bob

• Assume that Bob knows l, m′ and TL as they are in the public domain. For each k,

Bob knows y′k = yk + wyk and also ŝ′k = ŝk + nk = sk + z̄k + nk.

• From the last l −m′ bits (received from Alice) of each yk, Bob determines a corre-

sponding set of 2m
′
intervals I ′k ⊂ IL. Then each y′k is quantized into an integer z̄′k of

m′ bits by I ′k according to minimum distance.

• The decrypted symbol by Bob is s′k
.
= (ŝ′k − z̄′k)modulo−[−1,1] = (sk + nk + z̄k −

z̄′k)modulo−[−1,1]. Provided that nk+ z̄k− z̄′k is small, Bob is able to detect the constel-

lation of sk and also the symbol sk.

• We have observed from simulation that with l−m′ ≥ 3, the quantized scheme shown

above has virtually the same performance as the continuous scheme.

Effect on Eve

All transmitted ŝk from Alice are now assumed to be received by Eve without noise.

It can be shown that for ∀M ′ = 2iM where i is any positive integer, ŝk ∈ SM ′ . Without

a good estimate of x, Eve is unable to determine a good estimate of z̄k. In this case, Eve

is unable to decrypt her received ŝk. Even if Eve’s random guess of sk for k = 1, · · · , L

with any L ≥ 1 is correct and hence Eve knows z̄k for k = 1, · · · , L, there is currently no

known method with a polynomial complexity in terms of N that Eve can use to compute x

(chapter 2) and hence Eve may still be unable to compute z̄k for k > L in order to decrypt

s̄k for k > L. For example, let M ′ = 8M and L = 8M ′. Then Fig. 3.9 and Fig. 3.10 show

a consistency between the quantized scheme and the continuous scheme.
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Figure 3.9: Plot of SER vs SNRx. The value of σ2n for each M was chosen such that SER
in Fig. 3.6 is 1%.

Figure 3.10: Plot of SER vs SNRx with zero channel noise, i.e., σ2n = 0
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3.7 Conclusion

In this chapter, we have developed a novel physical layer encryption method for

symbol and/or constellation hiding against any possible detection methods by adversaries.

Our method exploits the information-theoretic secrecy in the reciprocal channel between

Alice and Bob and at the same time adds a computation-based secrecy to protect any

amount of information against adversaries. Our method uses a singular value decomposition

based SVD-CEF that transforms a secret real-valued vector of limited dimension into an

unlimited-length sequence of QCPRNs. We have found that the statistics of these QCPRNs

is rather robust against a range of variations of the statistics of the ERCVs by Alice and

Bob. This is an important advantage for many environments where the true statistics of

ERCVs is unknown. The proposed method exploits the stable statistics of these QCPRNs to

obtain uniformly distributed UD-QCPRNs, which are then superimposed onto transmitted

information symbols for encryption, and/or onto received encrypted-symbols for decryption.

The effect of various noises on the performance at Bob has also been investigated.
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Chapter 4

Continuous Encryption Before

Quantization

4.1 Introduction

Secret key generation (SKG) is a long standing problem for network security

applications. For wireless security, a pair of nodes (Alice and Bob) in a wireless net-

work can exploit their reciprocal channel state information to generate a secret key, e.g.,

see [2, 16, 17, 30, 31, 65–78]. Such a key shared by Alice and Bob can be then used as a

symmetric key for information encryption between them over any networks [1,32]. For bio-

metric security, a biometric feature of a person can be collected to generate a secret key for

future authentication of this person over any networks, e.g., see [25–27,29,42,79].

We can view the biometric feature vector collected from a person at one time as the

secret vector of “Alice” and a corresponding biometric feature vector collected from the same
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person at a future time as the secret vector of “Bob”. This connection allows the problem

of SKG to transcend both fields of wireless security and biometric security. However, unlike

many prior works on information-theoretic capacities of SKG, e.g., see [28, 80, 81], this

chapter focuses on practical algorithms for SKG with useful tradeoffs.

A central issue of SKG is how to best transform a pair of highly correlated secret

vectors (SVs) at Alice and Bob respectively into a pair of nearly identical sequences of

binary bits (i.e., keys). The SVs are in practice quasi-continuous (due to finite precision of

real number representation). Since the two SVs collected at Alice and Bob are generally

not equal due to noise, the probability of the generated keys being unequal, i.e., key error

rate (KER), is generally nonzero. So a central objective of SKG is to minimize KER.

The major steps of SKG for both wireless security and biometric security are:

extraction of SVs which should be maximally correlated with each other and contain the

minimal amount of non-secret, quantization of SVs with KER as small as possible, and

reconciliation and privacy amplification for improved key, e.g., see [66,67]. In this chapter,

we focus on the problem of quantization to turn a pair of SVs into a pair of keys with any

length, small KER and sufficient randomness.

To reduce KER caused by quantization of SVs, there are two approaches: guard-

band quantization (GQ) and adaptive quantization (AQ). The GQ approach was proposed

in [30] and further studied in [2, 17, 65, 68–71, 73], where the range of each parameter in a

feature vector is partitioned into a number of quantization regions separated by guardbands.

When the realization of a parameter falls onto a guardband, that realization is discarded.

Using guardbands helps to reduce KER but at a cost of key size. The AQ approach was
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proposed in [31] and further studied in [16, 17, 73–77] under such names as coset source

coding and over-quantization, where each parameter of a feature vector is assigned with

multiple interleaved sub-quantizers. For each realization of a parameter, Alice determines

the best sub-quantizer based on her measurement, and Bob is informed of this via public

channel. Both Alice and Bob effectively apply the same sub-quantizer to quantize their

measurements of the corresponding parameter respectively. Unlike the GQ approach, the

AQ approach allows more cooperation between Alice and Bob and is more adaptive to each

realization of a random parameter. Prior studies such as [17] suggest that the AQ approach

in general outperforms the GQ approach in terms of robustness against the noises in SVs.

The above works on quantization all apply a direct quantization (DQ) on SVs. But

many prior works on biometric template security, such as random projection (RP) [25,29],

dynamic random projection (DRP) [26,79] and others [27,42], advocate indirect quantization

on SVs, e.g., quantization on the output of a continuous one-way transformation of a secret

biometric feature vector to produce cancellable passwords. However, the keys from RP and

DRP fail to pass randomness tests.

In this chapter, we present a generalized approach for SKG as shown in Fig. 4.1,

also referred to as continuous encryption before quantization (CEbQ). By CEbQ, we first

use a continuous encryption function (CEF) to encrypt a pair of highly correlated SVs

of limited dimension into a pair of sequences of quasi-continuous pseudorandom numbers

(QCPRNs) of any desired length. Unlike conventional PRN-generators, the desired CEF

must be continuous function of SV. These QCPRNs are then quantized into keys. Quality

of keys will be measured by not only KER but also correlation tests and randomness tests.
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Figure 4.1: Illustration of CEbQ for SKG

Contrast between Direct Quantization (DQ) for Secret Key Generation and Con-

tinuous Encryption Before Quantization (CEBQ) is illustrated in fig. 4.2. In DQ approach,

the shared Secret Vector (SV) is first quantized and converted into secret bits which then

go through reconciliation and privacy amplification process. Then a secret key is obtained

which is subsequently used to generate pseudo random bit stream for data encryption. In

the CEBQ approach, the SV is first encrypted to generate stream of continuous pseudo ran-

dom numbers which then passes through a quantizer to generate pseudo random bit stream.

Information reconciliation and privacy amplification are crucial for DQ approach as any bit

mismatch in the shared keys will result in almost all the bits being different in the later

stage. Unlike the DQ approach, the CEBQ approach does not require these steps hence,

reducing the latency. Moreover, by expanding the SV in the continuous domain, we can

improve the quantization process by extracting fewer bits (as low as 1 or even fractional bits

as discussed later in this chapter in section 4.5) per sample. This significantly reduces Bit

Error Rate (or Key Error Rate if pseudo key is generated). However, the generated random

bits from the CEBQ approach are not error free and should paired with error correction

coding for transmission (which is also necessary for DQ approach due to channel noise).
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Figure 4.2: Contrast between Direct Quantization (DQ) for Secret Key Generation and use
of Continuous Encryption Before Quantization (CEbQ)

In section 4.2, we further discuss the properties of a desired CEF needed in Fig.

4.1 and 4.2, revisit singular-value-decomposition (SVD) based CEF discussed in chapter

2, and explain why the SVD-CEF yields the desired QCPRNs. In section 4.4, we provide

simulation results to demonstrate the advantage of CEbQ using SVD-CEF over DQ and

two other indirect quantization methods. A fractional quantization method to extract 1 bit

from multiple samples is also proposed in section 4.5. We will also highlight the impact of

leakage of SVs (due to over-quantization) on KER for several methods.

4.2 Desired Properties of CEF

4.2.1 CEF and QCPRNs

As illustrated in Fig. 4.1, the proposed SKG method requires a CEF to produce

QCPRNs from SVs. We will use the expression yk = fk(x) to denote a CEF with x ∈ RN×1

as its N×1 real-valued input vector and yk as its kth real-valued output sample with k ≥ 1.

We say that a CEF can produce a sequence of QCPRNs if the following conditions are met:

1) The output of the CEF has a practically indefinite length;

2) The CEF is continuous, i.e., the output of the CEF has a finite sensitivity to a

small perturbation on the input of the CEF;
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3) The CEF is hard to invert, i.e., given any parts of yk with k ≥ 1, there is

no known method with a polynomial complexity in terms of N (i.e., Np for p < ∞) to

determine an estimate x̂ of the input (or an estimate ŝ(x) of a substitute input) such that

yk = fk(x) ≈ fk(x̂) (or yk = gk(s(x)) ≈ gk(ŝ(x))) for all k ≥ 1;

4) It can be verified empirically that the distribution of yk is invariant to k when

x consists of N independent and identically distributed (i.i.d.) entries; and

5) It can be verified empirically that yk with 1 ≤ k ≤ K have near-zero correlations

with K ≫ N and x consisting of i.i.d. entries.

The above notions of QCPRNs as the output of a desired CEF are similar to those

defined for a good CEF in section 2.5. Such a good CEF is from a family of SVD-CEFs

discussed in detail in section 2.6, which is briefly described as follows.

Let Qk,l ∈ RN×N be a pseudorandom unitary matrix for each pair of k and l where

l = 1, · · · , N and k ≥ 1. Both the seed and algorithm for generating these pseudorandom

matrices are assumed to be in the public domain. For each of k ≥ 1, define a modulated

matrix of x as

Mk,x = [Qk,1x, · · · ,Qk,Nx]. (4.1)

An SVD-CEF could define its kth output sample as any component of the SVD of Mk,x,

which would make x generally hard to compute from the output samples. But for desired

statistical properties, we choose the kth output sample yk of the SVD-CEF to be an entry

(such as the 1st entry) of the left principal singular vector uk,x,1 of Mk,x.

Note that Mk,xM
T
k,x =

∑N
l=1Qk,lxx

TQT
k,l. So, X

.
= xxT is a valid substitute

input of the SVD-CEF.
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It is obvious from the above description of the SVD-CEF that yk is a nonlinear

function of x, yk is invariant to the norm ∥x∥, yk is a continuous function of x for almost all

x subject to a typical (randomly chosen) set Qk,1:N
.
= {Qk,l; 1 ≤ l ≤ N}, and the sensitivity

of yk to a perturbation on x depends on the corresponding Qk,1:N . Other properties of the

SVD-CEF are discussed below.

4.2.2 Hardness to Invert SVD-CEF

It is shown empirically in section 2.7 in chapter 2 that the SVD-CEF is hard to

invert due to the fact that finding the solution of the input x (up to a scalar and sign) or

the substitute input X from any subset of yk for k ≥ 1 amounts to solving a set of 2nd-order

multivariate polynomial equations in more than N unknowns.

4.2.3 Noise Sensitivity of SVD-CEF

Without loss of generality, we can write xB = xA + ∂x where ∂x is the difference

between the two secret vectors at Alice and Bob. Using the same SVD-CEF, if yk,A is the

output at Alice from xA, then the output at Bob from xB can be written as yk,B = yk,A+∂yk.

It is clear that we do not want ∂yk to be too sensitive to ∂x. Let SNRin =
∥xA∥2

E∂x{∥∂x∥2}
be the

input signal-to-noise ratio (SNR) at Bob, and SNRout,k =
∥yk,A∥2

E∂x{∥∂yk∥2}
be the output SNR at

Bob for each k. Here E∂x{·} is the expectation taken over ∂x. A figure-of-merit (FoM) of

the SVD-CEF for each k can be defined as ηk,xA

.
=
√

SNRin
SNRout,k

, which measures how much

the input noise for Bob (relative to Alice’s input) is amplified at the output for Bob.
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Theorem 1 Assume that ∂x consists of i.i.d. entries with zero mean and an arbitrarily

small variance. Then, ηk,xA
=
√

1
N

∑N−1
j=1 σ2j where σ1 > · · · > σN = 0 are the singular

values of:

T =

 N∑
j=2

1

λ1 − λj
uk,xA,ju

T
k,xA,j

 ·( N∑
l=1

Qk,l

[
(xT

AQ
T
k,luk,xA,1)IN + xAu

T
k,xA,1Qk,l

])
(4.2)

which has the rank N−1, and uk,xA,j and λj are the jth pair of eigenvector and eigenvalue

of Mk,xA
MT

k,xA
. Here, λj is in the descending order.

For proof, see section 2.8 in chapter 2. It is important to note that for given xA and Qk,1:N ,

ηk,xA
can be computed by Alice. For example, if ηk0,xA

is larger than a threshold, Alice can

inform Bob (i.e., the left dash arrow line in Fig. 4.1) so that they can both avoid the use of

the corresponding Qk0,1:N . In this way, the noise amplification by the SVD-CEF is under

control. In theory, an attacker may gain some information about xA from knowing ηk0,xA

exceeding a threshold. But computing xA from this knowledge does not seem trivial.

The above theorem also explains why an entry of the principal eigenvector (instead

of other eigenvectors) of Mk,xM
T
k,x is chosen as the output of the SVD-CEF. See 1

λ1−λj in

(4.2).

4.2.4 Statistics of QCPRNs from SVD-CEF

It is shown empirically via simulation in section 2.8 in chapter 2 that if N is

moderate or large (such as N ≥ 15), Qk,1:N is typical and x has the Gaussian distribution

N (0, σ2xIN ), then the probability density function (PDF) of yk is approximately given by

fyk(y) = CN (1− y2)
N−3

2 (4.3)
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with CN = Γ(N/2)√
πΓ((N−1)/2)

and −1 < y < 1. This known PDF of yk is important for optimal

quantization on yk. (In fact, the PDF of yk is relatively invariant to the PDF of the i.i.d.

entries of x because each entry of Mk,x is a weighted sum of the entries in x and hence

tends to be Gaussian in general. This gives an additional advantage to CEbQ over direct

quantization (DQ) on x. Without a good knowledge of the PDF of x, the performance

of a DQ on x generally suffers.) Furthermore, we have observed via simulation that for

a typical set Q1:K,1:N
.
= {Q1,1:N , · · · ,QK,1:N}, the output samples of the SVD-CEF, i.e.,

y1, y2, · · · , yK , have near-zero (normalized) correlations.

The above can be explained by the following analysis. Assume x ∼ N (0, σ2xIN ).

Then E{X} = E{xxT } = σ2xIN . Let Rk,x = Mk,xM
T
k,x and W = X − σ2xIN . It follows

that Rk,x = R′
k,x +Nσ2xIN with R′

k,x =
∑N

l=1Qk,lWQT
k,l. Clearly, Rk,x and R′

k,x have the

same eigenvectors. It also follows that E{W} = 0, E{w2
i,i} = 2σ4x, E{w2

i,j} = σ4x for i ̸= j,

and E{wi,jwl,m} = 0 for (i, j) ̸= (l,m). Here E{·} is the expectation operator. Let qk,l,i be

the ith column of Qk,l. Then:

R′
k,x =

N∑
s=1

N∑
v=1

(
N∑
l=1

qk,l,sq
T
k,l,v

)
ws,v (4.4)

Let Gk,s,v =
∑N

l=1 qk,l,sq
T
k,l,v. Then

R′
k,x =

N∑
s=1

Gk,s,sws,s +
∑

N≥s>v≥1

(Gk,s,v +GT
k,s,v)ws,v (4.5)

where we have applied ws,v = wv,s. We see that R′
k,x consists of N(N + 1)/2 uncorrelated

terms corresponding to ws,v for s ≥ v. Each term typically has the full rank N .

The principal eigenvector of R′
k,x is therefore highly dependent on W. Based on

the variances of ws,v, we see that the N(N+1)/2 uncorrelated terms in (4.5) have about the

same weight on R′
k,x. For this reason, we can conjecture that the principal eigenvector uk,x
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of R′
k,x tends to appear uniformly on the N − 1 dimensional sphere of unit radius SN−1(1).

Assuming that uk,x is uniform on SN−1(1), the PDF of yk as shown in (4.3) can be proven

(see proof of (82) in [46]).

Also, since R′
m,x depends on a set of basis matrices totally different from those

of R′
k,x for k ̸= m, the trajectory of um,x is hence uncorrelated with that of uk,x as W or

equivalently x changes.

This explains why the output values of the SVD-CEF, i.e., yk for 1 ≤ k ≤ K (even

with a large K ≫ N), have near-zero correlations.

4.3 Proposed Adaptive Quantization

We now discuss an adaptive quantizer (AQ) or over-quantization algorithm shown

in [17]. This algorithm is summarized below:

For each pair of yk,A and yk,B with k = 1, 2, · · · ,K, the number of desired bits per

QCPRN sample is set to bem. Alice and Bob share the same L-level equiprobable quantizer

QL where L = 2m+l and the boundary values, ti for i = 0, · · · , L, satisfy
∫ ti
−1 fyk(y)dy = i

L .

A sample that falls into [ti, ti+1) will be quantized to the integer i represented by the

standard m+ l bits.

For each k, Alice uses QL to quantize yk,A into m+ l bits. She keeps the m most

significant bits (MSBs) as the kth part of her key KA of total key length Lkey = mK and

transmits to Bob publicly the l least significant bits (LSBs). The l LSBs do not reveal any

information about the m MSBs if yk,A for all k are independent. In simulation, we will

choose l = 0, 1, 3.
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For each k, Bob obtains C2m,k consisting of the center points of a subset of 2m

intervals from QL, corresponding to the l LSBs received from Alice. Bob then determines

jk = arg mincj∈C2m,k
|yk,B − cj |. The m-bit representation of jk are the kth part of his key

KB of total key length Lkey = mK.

If KA = KB, there is no key error. Otherwise, a key error occurs. The key error

rate (KER) will be measured by the percentage of such errors over R = 104 realizations of

yk,A and yk,B with k = 1, 2, · · · ,K, which correspond to R = 104 random realizations of each

of xA and w subject to xB = xA +w and a fixed Q1:K,1:N . We will choose xA ∼ N (0, IN )

and w ∼ N (0, 1
SNRx

I) where SNRx denotes the SNR in xB relative to xA.

Note that for DQ on xA and xB, yk,A and yk,B for k = 1, · · · ,K in the algorithm

will be replaced by the entries of xA and xB respectively, and henceK = N and Lkey = mN .

Also, the PDF fyk(y) in the algorithm needs to be replaced by the PDF of the entry of x.

For most applications, xA and xB have the same PDF.

4.4 Simulation Results and Comparisons

In this section, we will refer to CEbQ using SVD-CEF simply as SVD-CEF.

4.4.1 Prior Methods for SKG Using Indirect Quantization

In the field of biometric template security, there have been many efforts on using

continuous one-way functions to transform a secret vector before quantization to obtain so

called cancellable passwords, e.g., see [29] and [79]. Two notable such transformations are

random projection (RP) [25] and dynamic random projection (DRP) [26]. But these two
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transformations can be both inverted with a polynomial complexity. Moreover, the output

samples of RP are highly correlated with each other, which after quantization results in

a key with highly correlated bits. So, we will not further consider RP. For DRP, we will

consider the “Function II” version in [26], which can be described as follows. An N × 1

secret vector x is first transformed into a K×1 vector v = Rx with R being an orthonormal

pseudorandom matrix, then the kth entry vk of v is quantized (or “indexed”) into an integer

lk subject to 1 ≤ lk ≤ L which is then used to determine one of L pseudorandom Gaussian

vectors a1,k, · · · ,aL,k. The kth output of DRP is yk = aTlk,kx, which can be then quantized

into a key. In our simulation, we will use the AQ for quantizing vk with L = N/2, and

also for quantizing yk for each k into 1 bit, which is an improved version from [26]. The

resulting key for each realization of x has the size Lkey = K.

Another method to turn x into a key is called index-of-max hashing (IoM-2) [27].

For each of 1 ≤ k ≤ K, IoM-2 first generates V pseudorandom permutations of x, then

produces a vector vk by computing the element-wise products of the V vectors, and finally

determines the index of the largest entry in vk. The resulting key has the size Lkey =

K log2N . As shown in chapter 2, IoM-2 can be inverted with a complexity no more than

O(2N ), and its performance in terms of KER is not as good as the SVD-CEF. In this

section, we will provide further results on IoM-2 assuming V = 3.

4.4.2 Correlation Tests

A basic requirement on a generated key is that the bits in the key should be

practically uncorrelated with each other subject to x consisting of independent entries and

all used pseudorandom transformations being fixed. To test the correlation, we map each
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Table 4.1: Peak Correlation Values of Bits in Keys

Lkey → 32 64 128 256 512

DQ 0.0224 0.0263 0.0246 0.0361 NA

SVD-CEF 0.0231 0.0277 0.0279 0.0306 0.0306

DRP 0.1057 0.1058 0.1201 0.1149 0.1308

IoM 0.1593 0.1700 0.2127 0.2178 0.2543

key of Lkey bits, generated from x, onto an Lkey × 1 vector b consisting of 1’s and -1’s

(corresponding to 1’s and 0’s). We are interested in the largest off-diagonal element in

Cb = Ex{bbT }, i.e., cmax = maxi ̸=j |(Cb)i,j |. Table 4.1 compares the values of cmax. For

Lkey = 512 (and N = 16), DQ would need to extract out 32 bits per entry of x and was not

feasible on our computer. For other choices of Lkey, we see that DQ and SVD-CEF have

comparable values of cmax, which are substantially smaller than those of DRP and IoM. This

result is based on R = 2× 104 realizations of x ∼ N (0, IN ) with N = 16.

4.4.3 Key Error Rate

To compare the KERs, we set Lkey = N
2 log2(1 + SNRx) which is the theoretical

limit, i.e., mutual information between xA and xB = xA + w where xA ∼ N (0, IN ) and

w ∼ N (0, 1
SNRx

IN ). Fig. 4.3 is based on R = 104 realizations of xA and w with N = 16. In

Fig. 4.3, m is the number of secret bits per yk, and l is the number of over-quantized bits.

The latter also corresponds to a leakage of xA for DQ, a leakage of vk and yk for DRP, and

a leakage of yk for SVD-CEF. We see that the DQ fails badly in terms of KER for all SNRx

with or without leakage, and so does DRP without leakage. With some leakage, both DRP

88



and SVD-CEF can have rather small KERs at a high SNRx. In principle, the leakage for DQ

does not reduce the secrecy of the key assuming statistical independence of the entries in

xA. But the leakage for DRP and SVD-CEF potentially does due to the use of CEF. But

unlike DRP, SVD-CEF is hard to invert from yk, and hence the leakage for SVD-CEF is

hard to be exploited by attacker. For pruned SVD-CEF, the realizations of Q1:K,1:N with

ηk,xA
> 2.5 were dropped. Note that the quality of the keys from DRP in terms of the

peak correlation was shown to be bad. It is shown next that DRP also fails on standardized

randomness tests.

Figure 4.3: KER versus Lkey =
N
2 log2(1 + SNRx).

4.4.4 Randomness Tests

Finally, we consider 15 tests of randomness [82]: T1-Frequency test (monobit); T2-

Frequency test within a block; T3-Run Test; T4-Longest Run of ones in a block; T5-Binary

matrix rank test; T6-Discrete Fourier transform (spectral) test; T7-Non-overlapping tem-
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plate matching test; T8-Overlapping template matching test; T9-Maurer’s universal statisti-

cal test; T10-Linear complexity test; T11-Serial test A; T12-Serial test B; T13-Approximate

entropy test; T14-Cummulative sums (forward) test; T15-Cummulative sums (reverse) test.

Each test was done on a binary sequence of RLkey bits, consisting of concatenated R keys

from R realizations of x ∼ N (0, IN ) with R = 4×104 and N = 16 (and all other parameters

are fixed). The p-values of these tests are shown in Fig. 4.4. We see that DRP and IoM

failed on a number of tests while DQ and SVD-CEF passed all tests with their p-values

larger than 0.01. More interestingly, for Lkey = 512, while DQ could not deliver any key,

the key from SVD-CEF still passed all randomness tests (including the random excursions

test [82] not shown here).

Figure 4.4: The p-values of 15 randomness tests.
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4.5 Proposed Fractional Quantization

4.5.1 Methodology

We define a positive integer Q to be the dimension of fractional quantization,

which indicates the size of vector yp to be used to extract one bit of the secret key, i.e., Q

samples of yk will be used to construct yp ∈ RQ×1 to extract one bit. Which implies µ = 1
Q .

To extract secret key of length LK, we will need LK such vectors y1,y2, · · · ,yLK , thus total

QLK output samples yk of CEF are needed. We also define another positive integer r to

be the quantization bits per dimension which implies that a 2r level equiprobable quantizer

Q will be used to extract r bits from each sample yq,p of yp. So Q samples in yp are

equiprobably quantized to generate total rQ bits. By using the quantizer Q on yp, one can

obtain an index vector ip = [i1,p, i2,p, · · · , iQ,p]T where iq,p is the bin index of Q where yq,p

falls and iq,p ∈ {0, 1, · · · , 2r − 1}. Alice and Bob can both obtain the vectors yp and y′
p for

p = 1, · · · , LK from their realizations of yk and y′k, and Alice can construct index vector ip

For Alice and Bob to use yp and y′
p to extract pth secret bit, we propose the use

of a ‘helper tensor’ T. T is a Q dimensional tensor with 2r elements in each dimension i.e.

T ∈ RR1×R2×,··· ,×RQ where R1 = R2 = · · · = RQ = 2r. This implies T consists of 2rQ

elements where each element can be denoted as tj1,j2,··· ,jQ where jq ∈ {0, 1, · · · , 2r − 1}.

Also the elements of T consists of all the non-negetive integers [0, 1, · · · , 2rQ − 1]. Now we

define an ‘MSB pair’ of integers (i, ĩ) ∈ {0, · · · , 2rQ − 1} where their binary representation

bi, bĩ differs only by the most significant bit (MSB), i.e. (i, ĩ) satisfies following conditions:
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ĩ = (i+ 2rQ−1)mod−(0,2rQ−1) (4.6)

i = (̃i+ 2rQ−1)mod−(0,2rQ−1) (4.7)

For example (4, 36), (24, 56) are such pairs for rQ = 6. The integer elements in T are

arranged in such a way that L1 distance of the positions of such MSB pairs in T is constant

for all pairs i.e. if tj1,j2,··· ,jQ = i and tj̃1,j̃2,··· ,j̃Q = ĩ then for all MSB pairs (i, ĩ):

Q∑
q=1

||jq − j̃q||1 = Q2r−1 (4.8)

Example of such helper tensor T for Q = 3 and r = 2 is given in fig. 4.5 and its construction

in described in section 4.5.2. T can be generated offline given the parameters Q and r. Alice

after obtaining the index vector ip by quantizing yp and Bob after obtaining corresponding

y′
p can generate the pth bit of their secret key K and K′ as the following:

First, using the index vector ip = [i1,p, i2,p, · · · , iQ,p]T , Alice retrieves the corre-

sponding integer ti1,p,··· ,iQ,p from T denoted as i∗p. Alice then keeps the MSB of i∗p as the

pth bit of K and sends the remaining bits to Bob. On the other hand, Bob upon receiving

the bits from Alice, determines the integer pair (i∗p, ĩp
∗
) where all the bits except the MSB

are same as the received bits. Bob then retrieves the index vectors ip and ĩp from T corre-

sponding to the locations of the integer pair (i∗p, ĩp
∗
). Then Bob constructs ŷp and ̂̃yp using

midpoints of the bins in Q corresponding to the indices ip and ĩp. Finally, for the pth bit

of K′, Bob chooses between the MSB of integers i∗p and ĩp
∗
depending on which of the two

vectors ŷp and ̂̃yp have minimum L2 distance with y′
p.
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Figure 4.5: Illustration of T for Q = 3 and r = 2. The integers from 0 to 26−1 are arranged
in such a way that all integer pairs whose binary is the same except the MSB have same
L1 distance of 6 according to (4.8). For example, integers of pair (4, 36) lives in t0,1,0 and
t2,3,2 respectively where the L1 distance is apparently 6. Another such pair is (24, 56)

4.5.2 Construction of Tensor T

For given Q and r, the helping tensor T consists of all the integers i = 0, 1, · · · , 2rQ

−1 and the elements in T can be denoted as tj1,j2,··· ,jQ where jq ∈ {0, 1, · · · , 2r−1}. Initially,

the elements of T are filled up with integers from 0 to 2rQ − 1 sequentially by iterating

through the first indices to the last indices i.e. an element in T is obtained as:

tj1,j2,··· ,jQ =

Q∑
q=1

jq2
r(q−1) (4.9)
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With the initial T we can recursively swap different blocks within T. Let Tj1,:,:,··· ,: be denoted

as a Q − 1 dimensional sub-tensor of Q dimensional tensor T by keeping its first index

constant and iterating through all other indices thoroughly. Also let Tj1,1:j1,2,j2,1:j2,2,:,:,··· ,:

be denoted as Q dimensional sub-tensor of T where first two indices are iterated from j1,1

to j1,2 and from j2,1 to j2,2 respectively where all other indices are iterated thoroughly.

After taking the initially prepared T, we swap the sub-tensors T2r−1:2r−1,0:2r−1−1,:,:,··· ,: and

T2r−1:2r−1,2r−1:2r−1,:,:,··· ,: with each other (graphically illustrated in fig. 4.6). After that

we iterate through the first index j1, extract each sub-tensor Tj1,:,:,··· ,: and carry on same

swapping operation on them considering them as a different Q − 1 dimensional tensor

until we end up having 2 dimensional matrix in which case we swap T2r−1:2r−1,0:2r−1−1 and

T2r−1:2r−1,2r−1:2r−1 with each other. Algorithm 1 illustrates how to construct T:

Figure 4.6: Illustration of sub-tensor swap in T for Q = 3; r = 2 (left) and Q = 2; r = 2
(right)
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Algorithm 1 Algorithm for constructing tensor T
Require: Dimension Q, bits per dimension r

Ensure: Q Dimensional tensor T having 2r integer elements in each dimension

1: Initiate Q dimensional tensor T with 2r elements in each dimension where elements can

be accessed by tj1,j2,··· ,jQ where jq ∈ {0, 1, · · · , 2r − 1}

2: Fill T with integers from 0 to 2rQ− 1 according to (4.9) by iterating over all the indices

3: Execute function BuildMyT(T) using initial T. The function will make changes in T by

moving around the entries. Finally, we will obtain desired helper tensor T

4: Function BuildMyT(T′)

5: Q′ ← dimension(T′)

6: if Q′ ≤ 1 then

7: return

8: end if

9: if Q′ = 2 then

10: Swap T2r−1:2r−1,0:2r−1−1 with T2r−1:2r−1,2r−1:2r−1

11: return

12: end if

13: Swap T2r−1:2r−1,0:2r−1−1,:,··· ,: with T2r−1:2r−1,2r−1:2r−1,:,··· ,:

14: for all j1 = 0 : 2r − 1 do

15: BuildMyT(Tj1,:,:,··· ,:)

16: end for

17: return

18: End Function =0
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4.6 Key & Bit Error Rate for Different Quantization Scheme

4.6.1 Error Analysis of CEF Output

Let, for a given k the output of CEF at Alice and Bob is yk and y′k respectively

where we can write y′k = yk + wy,k. For convenience of subsequent analysis, we drop the

index k. The variance of wy is discussed in section 2.8, but due to nonlinear transformations

in the CEF, PDF of wy is not easily tractable. It is desirable that the variance of wy does

not become much larger compared to the variance of wx which can be kept under control

by pruning out some of the realizations of Qk,l. In this section we use maximum likelihood

estimation (MLE) and expectation maximization (EM) method [83] to fit the PDF of wy

from many realizations of wy for different N and SNRx so that the estimated PDF can be

used in BER/KER analysis. Obviously the variance of wy depends on SNRx and so we

normalize wy as wy
√
SNRx. In fig. 4.7 we can see the empirical distributions of normalized

wy for various N and SNRx. It is observable that the distribution is practically invariant

to SNRx for SNRx ≥ 20dB i.e. the noise in the output of CEF increases linearly with noise

in its input for high SNR. So we take many realizations of normalized wy for different SNRx

together and fit the PDF of normalized wy. We can see that the empirical distribution is

zero mean and unimodal, so we can model the distribution with zero mean mixed Gaussian

of different variances which can be written as:
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fWy(wy;σ1, · · · , σK , c1, · · · , cK) =
K∑
k=1

ckϕk(wy) (4.10)

subject to

K∑
k=1

ck = 1; ck ≥ 0 (4.11)

Here, ϕk(·) is zero mean Gaussian with variance σ2k

ϕk(x) =
1√
2πσ2k

e
− x2

2σ2
k (4.12)

We also denote parameter Θ = [σ1, · · · , σK , c1, · · · , cK ] for notational convenience. Assum-

ing different i.i.d. realizations of wy,i for i = 1, 2, · · · , n we can write the log-likelihood

function as:

l(Θ|Wy) =

n∑
i=1

log

[
K∑
k=1

ckϕk(wy,i)

]
(4.13)

In (4.10), ckϕk(wy,i)dwy is the probability of drawing a data point around wy,i from the

component ϕk(·). We can denote the probability of wy,i belonging to the component ϕk(·)

as ∆i,k and for given Θ and wy,i for i = 1, 2, · · · , n we can estimate ∆i,k as:

∆i,k =
ckϕk(wy,i)∑K

k′=1 ck′ϕk′(wy,i)
(4.14)

Clearly,
∑K

k=1∆i,k = 1. To maximize the log-likelihood function, from (4.13) we find the

derivative of l w.r.t. σk and ck:

∂l

∂σk
=

n∑
i=1

∂

∂σk

[
log

K∑
k′=1

ck′ϕk′(wy,i)

]
(4.15)

=
n∑
i=1

[
1∑K

k′=1 ck′ϕk′(wy,i)

{
K∑

k′′=1

ck′′
∂

∂σk
ϕk′′(wy,i)

}]
(4.16)

It can be easily shown that:

∂ϕj(wy,i)

∂σk
=


(
w2

y,i

σ3
k
− 1

σk

)
ϕk(wy,i) if k = j

0 otherwise

(4.17)
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So, we can write (4.16) as:

∂l

∂σk
=

n∑
i=1

[
1∑K

k′=1 ck′ϕk′(wy,i)

{(
w2
y,i

σ3k
− 1

σk

)
ckϕk(wy,i)

}]
(4.18)

=
ckϕk(wy,i)∑K

k′=1 ck′ϕk′(wy,i)

(
w2
y,i

σ3k
− 1

σk

)
(4.19)

= ∆i,k

(
w2
y,i

σ3k
− 1

σk

)
(4.20)

Solving (4.20) for 0 we get:

σ̂k =

√∑n
i=1∆i,kw

2
y,i∑n

i=1∆i,k
(4.21)

As ck has constraints as in (4.11), this can be handled by writing ck as a function of

unconstrained variable µk [84]:

ck =
eγk∑K
k′=1 e

γ′k
; and it can be shown that: (4.22)

∂ck
∂γj

=


ck − c2k if k = j

−ckcj otherwise

(4.23)

Now, we can write:

∂l

∂γk
=

n∑
i=1

[
1∑K

k′=1 ck′ϕk′(wy,i)

{
K∑

k′′=1

ϕk′′(wy,i)
∂ck′′

∂γk

}]
(4.24)

=

n∑
i=1

[
1∑K

k′=1 ck′ϕk′(wy,i)

{
ckϕk(xn)− ck

K∑
k′′=1

ck′′ϕk′′(xn)

}]
(4.25)

=
n∑
i=1

[∆i,k − ck] (4.26)

Solving (4.26) for 0 we get:

ĉk =
1

n

n∑
i=1

∆i,k (4.27)
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Using (4.14),(4.21) and (4.27) we can estimate the fitting parameters σ1, · · · , σK and c1,

· · · , cK by iteration until convergence. Having many realizations of wy,i for i = 1, 2, · · · , n

we start of with random values of σk and ck (subject to
∑K

k=1 ck = 1; ck ≥ 0) and then

obtain ∆i,k; ∀i,∀k using (4.14). Then we update σk and ck for ∀k using (4.21) and (4.27).

We carry on this update process until the values of the parameters converge. Algorithm 2

illustrates how to estimate the parameters:

Algorithm 2 Algorithm for fitting mixed Gaussian over wy,i

Require: Samples of data wy,i for i = 1, 2, · · · , n, number of parameters K, random ini-

tializations of σ1, · · · , σK and c1, · · · , cK subject to
∑K

k=1 ck = 1; ck ≥ 0

Ensure: Parameters σ1, · · · , σK and c1, · · · , cK after fitting the distribution on data wy,i

1: while Parameters not converged do

2: for i = 1 to n do

3: for k = 1 to K do

4: Update ∆i,k using (4.14)

5: end for

6: end for

7: for k = 1 to K do

8: Update σ̂k using (4.21)

9: Update ck using (4.27)

10: end for

11: Check for convergence by comparing σk and ck with their previous value

12: end while=0

99



Histogram of wy
√
SNRx for N = 16 and

SNRx = 20, 30, 40, 50dB. It can be seen
that histogram of normalized wy for differ-
ent SNRx is practically same.

a

Fitted distribution over the histogram using
the above discussed method for K = 3

Figure 4.7: Fitting distribution over histogram data obtained from 105 realizations of wy
for different SNRx

After obtaining σ1, · · · , σK and c1, · · · , cK we can use the expression in (4.10) as

the PDF of wy for given N . From experiments, for N = 16 and K = 3 the parameters are

obtained to be the following: σ1 = 0.234, σ2 = 0.622, σ3 = 2.634 and c1 = 0.679, c2 =

0.298, c3 = 0.023

4.6.2 KER and BER analysis

We discuss here the bit error rate (BER) and key error rate (KER) of the schemes

discussed above using fitted mixed Gaussian distribution in (4.10) and parameters obtained

by algorithm 2. We assume the estimation noise in x is Gaussian with variance 1
SNRx

i.e.

x and x′ being N × 1 channel estimation of Alice and Bob respectively, we can write

x′ = x+wx where w ∈ RN×1. Under this circumstance, the PDF and CDF of the output

y of the CEF is known to be [46]:
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fY (y) =
Γ(N2 )√
πΓ(N−1

2 )
(1− y2)

N−3
2 (4.28)

FY (y) =
Γ(N2 )√
πΓ(N−1

2 )

∫
cosN−2 θdθ +

1

2
(4.29)

Where −1 ≤ y ≤ 1 and θ = sin−1 y. For a given BER, KER of a key with length LK can

be written as:

KER = 1− (1−BER)LK (4.30)

Q = 1; µ = 1 case

Lets assume a case where Q = 1; µ = 1 i.e. 1 bit extracted from 1 sample of y. For

convenience of analysis, we also assume an arbitrarily high number r of over quantized bits.

We are using equiprobable quantizer which means the CDF of y, 0 ≤ FY (y) ≤ 1 is uniformly

divided into 2r+1 regions where the lower half 0 ≤ FY (y) ≤ 1
2 (−1 ≤ y ≤ 0) is divided into

2r regions and upper half 1
2 ≤ FY (y) ≤ 1 (0 ≤ y ≤ 1) is also divided into 2r regions.

For sufficiently high r, the regions will be small enough to assume that they represent a

particular value of FY (y). For a given r over quantized bits, there are 2 realizations of

FY (y) which are 1
2 distance apart from each other i.e. if −1 ≤ y1 ≤ 0 corresponds to

given r over quantized bits of lower half of FY (y) and 0 ≤ y2 ≤ 1 corresponds to same r

over quantized bits of upper half of FY (y), we can write FY (y2) − FY (y1) = 1
2 . So Alice

sending r over quantized bits to Bob can be imagined as Alice sending the pair (y1, y2)

where y2 = F−1
Y {FY (y1) +

1
2}. Bob on the other hand selects between y1 and y2 to identify

the secret bit, the one that is closer to Bob’s observation y′. Given Alice’s observation y
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and mixed Gaussian noise wy, the BER is governed by the distance d between y1 and y2;

d = y2 − y1.

Now, the distance d is not constant and depends on y1 (or y2). For BER analysis,

we estimate the mean d. Here the distribution of y given in (4.28), is divided into equal

parts for y1 ≤ 0 and for y2 ≥ 0 which after normalizing can be written as:

fY ′(y(1,2)) = 2
Γ(N2 )√
πΓ(N−1

2 )
(1− y2(1,2))

N−3
2 ; −1 ≤ y1 ≤ 0; 0 ≤ y2 ≤ 1 (4.31)

Now we can estimate the mean d as:

d = Ey1{y2 − y1} = Ey1{y2} − Ey1{y1} (4.32)

As fY (y) in (4.28) is symmetric and unimodal, y1 and y2 are one-to-one related which means

we can write Ey1{y2} = Ey2{y2}. Now, from (4.31) we can write:

Ey2{y2} =

∫ 1

0
2

Γ(N2 )√
πΓ(N−1

2 )
(1− y2)

N−3
2 y dy (4.33)

=
2Γ(N2 )

(N − 1)
√
πΓ(N−1

2 )
(4.34)

Similarly, we can evaluate Ey1{y1} = − 2Γ(N
2
)

(N−1)
√
πΓ(N−1

2
)
. From (4.32) and normalizing for

SNRx, we ca write:

dN,SNRx =
4Γ(N2 )

(N − 1)
√
πΓ(N−1

2 )

√
SNRx (4.35)

From the PDF fWy(wy; Θ) of wy in (4.10) in section 4.6.1 where Θ = [σ1,· · ·, σK , c1,· · ·, cK ],

we can the write the BER as:

BERth,N,SNRx =
K∑
k=1

ckQ
(
dN,SNRx
2σk

)
(4.36)

where; Q(x) =

∫ ∞

x

1√
2π
e−

u2

2 du (4.37)
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We can also estimate the upper bound of BER by evaluating the minimum possible distance

between y1 and y2. As fY (y) is a symmetric unimodal function,the minimum distance

between y1 and y2 occurs when y1 = −y2 which implies FY (y1) =
1
4 ; FY (y2) =

3
4 . So, the

minimum possible distance d̃ can be obtained as d̃ = 2F−1
Y

(
3
4

)
. (For N = 16; d̃ = 0.3514).

Using similar argument for (4.36), we can write the upper bound of BER as:

B̃ERth,N,SNRx =

K∑
k=1

ckQ

(
d̃N,SNRx
2σk

)
(4.38)

Q > 1; µ < 1 case

In case of vector quantization, Q samples of y generate 1 bit of secret key. The

distance between two realizations y1 and y2 like discussed in section 4.6.2 can be written

as Ey1{||y2 − y1||2}. As the samples of y are uncorrelated, the expectation along each

dimension is the same and equal to (4.32). So, considering the effect of Q, (4.36) and (4.38)

can be written as:

BERth,N,SNRx =

K∑
k=1

ckQ
(
dN,SNRx

√
Q

2σk

)
(4.39)

B̃ERth,N,SNRx =
K∑
k=1

ckQ

(
d̃N,SNRx

√
Q

2σk

)
(4.40)

Corresponding KER can be found using (4.30). In the following plot, we can see the

theoretical and experimental results.
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Figure 4.8: Empirical and theoretical KER VS SNRx for N = 16 and different parameters.
For given SNRx, 10

4 realizations of x, x′ and corresponding keys were generated to estimate
empirical KER. To approximate the theoretical KER, K = 25 Gaussian components were
used.

4.7 Conclusion

We have presented a novel method for SKG. Simulation results show that at a

moderate or high SNR, subject to a required quality of key randomness, the proposed

method called CEbQ has the best reliability in terms of KER compared to other methods

based on DQ, DRP and IoM. The main reason for this improved reliability is that after

continuous encryption, a lower rate quantizer per encrypted sample can be applied without

reduction of key size. Furthermore, the SVD-CEF used with CEbQ is a good QCPRN-

generator, which ensures sufficient randomness of a long key generated from a secret vector

of a limited dimension. A controlled leakage for both DRP and SVD-CEF due to over-
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quantization yields a major improvement or reduction of KER. Future research on the

security impact of such leakage is needed.
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Chapter 5

Secret-Key Capacity From MIMO

Channel Probing

5.1 Introduction

Secret keys are essential for confidentiality, integrity and authenticity in both mili-

tary and civilian networks. Secret key generation (SKG) between two wireless mobile nodes

in dynamic channel environments is useful for situations where a secret key between the

nodes needs to be established or enhanced on the fly.

Prior research on SKG has spanned more than three decades [85]. When nodes A

and B need to establish a secret key based on their respective observations X and Y in the

presence of an eavesdropper with the observation Z, the secret-key capacity (SKC) CS in bits

per independent realization of {X ,Y,Z} is known [14] to be bounded as follows CL ≤ CS ≤

CU with CL = I(X ;Y) −min(I(X ;Z), I(Y;Z)) and CU = min(I(X ;Y), I(X ;Y|Z)). Here
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I(a; b|c) denotes the mutual information between a and b given c. Although formal proofs

of these bounds are all based on discrete {X ,Y,Z}, by using the argument of generalized

mutual information [86], the above bounds also hold for continuous {X ,Y,Z}.

Despite the utility of the above bounds which were pioneered by Maurer, Ahlswede

and Csiszar (MAC), few of the prior works on secret-key capacity make use of the MAC

bounds to gather deeper insights into various possible channel probing schemes for SKG.

Recently in [33], the MAC bounds are used to reveal the degree of freedom (DoF) of SKC

based on MIMO channel probing schemes. By utilizing the MAC bounds, one does not

need to repeat the information-theoretic formal description and/or derivation of the same

or slightly different bounds for secret-key capacity but rather can focus on new discoveries.

It should be noted that the MAC bounds hold for both weak and strong secret-key capacity

[85].

For continuous observations {X ,Y,Z}, there is in general a nominal signal-to-noise

ratio (SNR), and for SNR ≫ 1, CS ≈ d log SNR+ c. More precisely, d = limSNR→∞
CS

log SNR and

c = limSNR→∞(CS − d log SNR). The value of d is called the DoF of CS . In this chapter, we

will refer to d log SNR and c respectively as the first-order term (FoT) and second-order term

(SoT) of CS . The corresponding analyses will be called first- and second-order analyses

although the latter is in general intertwined with the former.

In [33], a first-order analysis of CS was done for a few MIMO based schemes for

SKG. In this chapter, we make a contribution beyond [33]. Specifically, we will derive both

the FoT and SoT of CL and CU (lower and upper bound on CS) assuming a MIMO channel

probing scheme (or called MIMO-Hybrid-Probing) where both public pilots and random
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symbols are used. While the FoT of the bounds are the same and coincides with that in [33]

(as expected), the SoTs of the bounds reveals novel insights. In particular, our result on SoTs

shows that the SKC in bits per channel coherence period based on MIMO-Hybrid-Probing

increases linearly with the number of random transmissions from one node to another in

each coherence period regardless of the number of antennas on Eve. This result goes beyond

those shown in [33,71,87] for example.

In Section 5.2, we describe the system model, i.e., the MIMO-Hybrid-Probing

scheme from which {X ,Y,Z} are generated. In Section 5.3, we discuss the main results

in this chapter. Section 5.5 provides the details of the analysis behind the main results,

for which random-matrix theory is also applied. Section 5.6 shows simulation results to

validate our analysis. Section 5.7 concludes the chapter.

Notations: The column-wise stacks of a matrix A and its transpose AT are re-

spectively denoted by a = vec(A) and at = vec(AT ). Ex{·} denotes the expectation over x.

The logarithm log is of the base 2. The circular complex Gaussian distribution with mean

m and covariance matrix C is denoted by CN (m,C). The differential entropy of x given

y is denoted by h(x|y). We also use (x)+ = max(0, x) and log† x = log x for x > 0 and

log† x = 0 for x = 0. Also, δ|ρ|=1 = 1 if |ρ| = 1, and δ|ρ|=1 = 0 if |ρ| < 1.
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5.2 System Model

Figure 5.1: Illustration of channel model

We consider the MIMO channel (Fig. 5.1) between legitimate nodes A and B (Alice

and Bob) in the presence of an Eavesdropper (Eve). The numbers of antennas on these nodes

are respectively nA, nB, and nE . The channel response matrices from Alice to Bob and Bob

to Alice are denoted by HBA and HAB respectively, and channel response matrices from

Alice to Eve and Bob to Eve are denoted by GA and GB respectively. Each of the channel

coherence periods is divided into four regions. In region 1, Alice transmits an orthogonal

public pilot matrix ΠA ∈ CnA×nA of power ψA over nA antennas and nA time slots. Here

ΠH
AΠA = ψAInA . In region 2, Alice transmits a random matrix XA ∈ CnA×vA of unit power

over nA antennas and vA time slots. Similarly, Bob transmits an orthogonal public pilot

matrix ΠB ∈ CnB×nB of power ψB in region 3, and a random matrix XB ∈ CnB×vB of unit

power in region 4. Here ΠH
BΠB = ψBInB . We assume ψA, ψB ≫ 1. Then, the signals

received by Alice, Bob, and Eve can be expressed as follows:
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[
Y

(1)
A ,Y

(2)
A

]
=
√
γBA [HABΠB,HABXB] +

[
W

(1)
A ,W

(2)
A

]
(5.1a)[

Y
(1)
B ,Y

(2)
B

]
=
√
γAB [HBAΠA,HBAXA] +

[
W

(1)
B ,W

(2)
B

]
(5.1b)[

Y
(1)
EA,Y

(2)
EA

]
=
√
γAE [GAΠA,GAXA] +

[
W

(1)
EA,W

(2)
EA

]
(5.1c)[

Y
(1)
EB,Y

(2)
EB

]
=
√
γBE [GBΠB,GBXB] +

[
W

(1)
EB,W

(2)
EB

]
(5.1d)

Here the entries of XA, XB and HBA are i.i.d. CN (0, 1), i.e., ExA [xAx
H
A ] = InAvA and

ExB [xBx
H
B ] = InBvB . The relationship between HBA and HAB is modelled as jointly

Gaussian with zero mean and E{htABhHBA} = ρInAnB . Let Cx|y denote the conditional

covariance matrix of x given y. It follows that ChAB |ht
BA

= Cht
BA|hAB

= (1 − |ρ|2)InAnB .

Here, |ρ| = 1 if the channel is perfectly reciprocal, and |ρ| = 0 if the channel is completely

non-reciprocal. We also assume that GA ∈ CnE×nA and GB ∈ CnE×nB are independent of

XA, XB, HBA and HAB, and have i.i.d. CN (0, 1) entries. The entries of the noise matrices

(i.e., the W matrices) are also assumed (due to a normalization) to be i.i.d. CN (0, 1).

Hence, we can write γAB = αAP
λB

, γBA = αBP
λA

, γAE = αAP
λEA

and γBE = αBP
λEB

where P is a

nominal signal power or a nominal SNR. Also, for example, αA indicates a relative power

gain from Alice to Bob, and λB indicates a relative noise variance at Bob. We will assume

that all the values of α and λ are deterministic and constant of P .
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Therefore, the overall data sets available to Alice, Bob, and Eve in each coherence

period are as follows:

Alice: X =
{
XA,Y

(1)
A ,Y

(2)
A

}
, (5.2a)

Bob: Y =
{
XB,Y

(1)
B ,Y

(2)
B

}
, (5.2b)

Eve: Z =
{
Y

(1)
EA,Y

(2)
EA,Y

(1)
EB,Y

(2)
EB

}
. (5.2c)

Without loss of generality, we assume nA ≥ nB. Let CA = I(X ;Y)− I(X ;Z) = h(X|Z)−

h(X|Y) and CB = I(X ;Y)− I(Y;Z) = h(Y|Z)− h(Y|X ). Then, we have max(CA, CB) =

CL ≤ CS ≤ CU . It is shown in [33] that for the data sets defined in (5.2a)-(5.2c), the degrees

of freedom (DoF) of CL, CS and CU relative to logP are equal, i.e., DoF(CL) = DoF(CS) =

DoF(CU ), and if nA ≥ nB, DoF(CL) = DoF(CB) ≥ DoF(CA). Therefore, to analyze CL

subject to nA ≥ nB, we will focus on CB. We also know that CU ≤ CZ = I(X ;Y|Z) =

h(X|Z)− h(X|Y,Z). Thus for the analysis of CU , we will focus on CZ .

5.3 Main Results

The upper and lower bounds can be expressed in terms of FoT and SoT. Assuming

P,ψA, ψB ≫ 1, nA ≥ nB ≫ 1 and nE ≫ 1, we will show that

CB ≈ FoT+ SoT(1) + SoT
(2)
CB

(5.3a)

CZ ≈ FoT+ SoT(1) + SoT
(2)
CZ

(5.3b)

where FoT = d logP and SoTs are invariant to P , i.e.,

FoT = vAmin[nB, (nA − nE)+] logP + vB (nB − nE)+ logP + δ|ρ|=1nAnB logP (5.4)
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and SoT(1) is given in (5.5). Also SoT
(2)
CB

= vBθ(nA, nB) and SoT
(2)
CZ

= vBµ(nA, nE , nB,

λA/λEB). Here θ(N,K), µ(N1, N2,K, ξ) and κ are given by (5.16), (5.19) and (5.21) re-

spectively.

SoT(1)=vA[min{nB,(nA−nE)+} logαA−{min(nB+nE , nA) log λB−min(nE , nA) log λEA}]

+ vB[(nB − nE)+ logαB − {nB log λA −min(nE , nB) log λEB}]

+κ−(1−δ|ρ|=1) log(1−|ρ|2)+vA[µ(nB, nE , nA, λB/λEA)−θ(nE , nA)]− vBθ(nE , nB)

(5.5)

As expected, FoT
logP shown above equals the DoF of CS shown in [33] subject to nA ≥ nB. It

is clear that if nE ≥ nB, the FoT is not affected by choosing vB = 0. For more discussions

of FoT and its comparison with prior works, see [33]. We also see that the only different

term between CB and CZ is SoT
(2)
CB

and SoT
(2)
CZ

which vanishes if we choose vB = 0.

In the case of nE ≥ nA ≥ nB, (5.4) reduces to FoT = δ|ρ|=1nAnB logP which is

invariant to both vA and vB, but (5.5) reduces to resulting in:

SoT(1) + SoT
(2)
CB

= ωAvA + ωBvB + κ− (1− δ|ρ|=1)nAnB log(1− |ρ|2)

where

ωA = nA[log λEA − log λB]

+ nB log(1 + nAτ
′) + nE log(1 + ξ′nAτ

′)

+(nE−nA) log(nE−nA)−nE log nE−nA log τ ′, (5.6a)

ωB = nB[log λEB − log λA]

+ {(nE−nB) log(nE−nB)−(nA−nB) log(nA−nB)}

+ (nA log nA − nE log nE), (5.6b)
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Here ξ′ = λB
λEA

and τ ′ > 0 is the solution to:

τ ′2 + τ ′
ξ′(nA−nE)+(nA−nB)
(nA−nB−nE)ξ′nA

+
1

(nA−nB−nE)ξ′nA
(5.7)

For nE →∞, we have τ ′ → 1
ξ′nE

(see the discussion at the end of section 5.8.3 of

this chapter) and hence (easy to verify) ωA → nE log(1+ nA
nE

)+nE log(1− nA
nE

)−nA log(1−

nA
nE

)→ 0. Note that limn→∞(1 + 1/n)n = e and limn→∞(1− 1/n)n = 1/e. Also it is shown

in Appendix 5.8.5 that ∂ωA
∂nE

< 0 for nE ≥ nA ≥ nB. Hence ωA must be positive for all finite

nE .

On the other hand, for nE →∞, we have ωB → nB log λEB
λA
−nB log e−nB log(nE−

nB) − (nA − nB) log(nA − nB) + nA log nA ≈ −nB log nE < 0. And if nE = nA, we have

ωB = nB log λEB
λA

, which would be negative if the channel from Bob to Eve is less noisy than

the channel from Bob to Alice. Therefore, we should generally treat ωB as negative and

hence the best choice of vB is vB = 0. This is consistent for both FoT and SoT.

Illustrated in Fig. 5.2 and Fig. 5.3 are ωA and −ωB as functions of nE . We see

that ωA is positive and decreases as nE increases but ωB stays negative for these particular

sets of realizations and its magnitude increases as nE increases.
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Figure 5.2: The coefficient ωA of vA in SoT versus nE ≥ nA.

Figure 5.3: The coefficient −ωB of −vB in SoT versus nE ≥ nA.

Proposition 1 If nA ≥ nB and λEB ≤ λA, the FoT and SoT of CB are maximized by

vB = 0, the FoT is a positive increasing function of vA subject to nA > nE, and the SoT is

a positive increasing function of vA for any nE ≥ nA ≥ nB ≫ 1 subject to vB = 0.

Also, according to this proposition, for vB = 0, the gap between upper and lower

bounds which is vB[µ(nA, nE , nB, λA/λEB) − θ(nA, nB)] vanishes. Similar phenomenon is

also observed for the SISO case in [34].
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5.3.1 More Analysis on the Bounds

From expressions obtained from (5.57) and (5.58), we have the following theorem:

Theorem 2 Assume large ψA and ψB, and any nA ≥ 1, nB ≥ 1 and nE ≥ 1. The gap

between CZ and CB is

CZ − CB = vBE{log |InB + γABH̃
H
ABH̃AB|} − vBE{log |InB + γABH

H
ABHAB|} (5.8)

where H̃H
ABH̃AB = HH

ABHAB + λA
λEB

GH
BGB. Equivalently,

CZ − CB = vBE
{
log

∣∣∣∣InB + γAB
λA
λEB

GH
BGB ·

(
InB + γABH

H
ABHAB

)−1
∣∣∣} ≥ 0 (5.9)

with equality if and only if vB = 0 (provided γAB > 0 and λA
λEB

> 0). Furthermore,

CB = C
(1)
S + vAξB − vBE{log |γEBGH

BGB + InB |}+ vBE{log |γABHH
ABHAB + InB |}

(5.10)

with

ξB = E{log |γEAG̃H
A G̃A + InA |} − E{log |γEAGH

AGA + InA |} (5.11)

and G̃H
A G̃A = GH

AGA + λEA
λB

HH
BAHBA. Equivalently,

ξB = E
{
log
∣∣∣InA + γBAH

H
BAHBA ·

(
γBA(λB/λEA)G

H
AGA + InA

)−1
∣∣∣} ≥ 0 (5.12)

with equality only if λB
λEA

=∞ (provided γBA > 0).

5.3.2 Discussion of Theorem 2

Theorem 2 does not require nA ≥ nB. But if nA ≥ nB, we see that both HAB and

H̃AB have the full column rank nB for all nE ≥ 1 and hence (one can verify) DoF(CZ−CB) =
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0 for all vA ≥ 1, vB ≥ 1 and nE ≥ 1. This is consistent with a previous result shown in [33].

If vA ≥ 1 and vB = 0 (i.e., one-way channel probing from Alice to Bob), then CB = CZ and

hence

1

vA
CS =

1

vA
CB =

1

vA
CZ =

1

vA
C

(1)
S + ξB ≥ ξB (5.13)

with equality if ρ = 0 or vA → ∞. Since Theorem 2 does not require nA ≥ nB, it also

follows that if vA = 0 and vB ≥ 1 then CS = CA = CZ (by symmetry between CA and CB).

In other words, if the channel probing is done only in one direction, the secret-key capacity

CS based on the corresponding data sets always coincides with the corresponding Maurer’s

lower and upper bounds.

But the channel probing from a node with more antennas to another node with

fewer antennas should generally result in a larger CS in the regime of high power. This is

because for nA ≥ nB, DoF(CS) = vAmin[nB, (nA − nE)+] + vB (nB − nE)+ + δρnAnB [33]

where δρ = 1 if |ρ| = 1, and δρ = 0 if |ρ| < 1. Then subject to vA + vB ≤ v∗, DoF(CS) is

maximized by vA = v∗ and vB = 0.

Theorem 2 also implies that for one-way channel probing from Alice to Bob, the

resulting secret-key capacity CS
vA

in bits per probing instant is always lower bounded by ξB

which is positive as long as λEA > 0 (i.e., the signals received by Eve from Alice are not

noiseless).

Numerical illustrations of ξB are shown in Figs 5.4 and 5.5. Fig. 5.4 illus-

trates ξB > 0 in all cases under λB/λEA < ∞. Fig. 5.5 confirms the theory DoF(ξB) =

min[nB, (nA − nE)+]; i.e., DoF(ξB)
.
= limP→∞

ξB
logP = 2 for nA = 8, nB = 4 and nE = 10,

and DoF(ξB) = 0 for nA = 8, nB = 4 and nE = 6.
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Figure 5.4: ξB vs λB/λEA. Figure 5.5: ξB vs γBA = αAP/λB.

The contribution of vB > 0 to CB is either positive or negative, depending on

whether or not |γABHH
ABHAB + InB | > |γEBGH

BGB + InB |, i.e., whether or not the MIMO

capacity from Bob to Alice is larger than that from Bob to Eve (subject to uniform power

scheduling).

5.4 Preliminaries

For the detailed analysis, the following lemmas will be needed.

Lemma 1 If Y =
√
γHΠ + W where H ∈ CN×K , Π ∈ CK×K , ΠHΠ = ψIK , Y,W ∈

CN×K , and all entries in H,W are i.i.d. CN (0, 1). Then for large γ and large ψ, H is

accurately given if Y and Π are given.

For proof see Appendix 5.8.1.

Lemma 2 If Y =
√
γHX+W where H ∈ CN×K , X ∈ CK×M , Y,W ∈ CN×M , all entries

in X,W are i.i.d. CN (0, 1), and all entries in H are i.i.d. with zero mean and unit variance.

Then for large N , K and γ:
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h(Y|H) = NM log(πe)+ME{log |γHHH+IN |} (5.14)

Here;

E{log |γHHH+IN |}=min(N,K) log γ + θ(N,K), (5.15)

θ(N,K) = max(N,K) logmax(N,K)−min(N,K) log e− |N −K| log† |N −K| (5.16)

For proof see Appendix 5.8.2.

Lemma 3 If Y =
√
γH̃X + W where H̃ = [HT

1 ,
√
ξHT

2 ]
T . Here, H1 ∈ CN1×K , H2 ∈

CN2×K , X ∈ CK×M , Y,W ∈ C(N1+N2)×M , all entries in X,W are i.i.d. CN (0, 1), and all

entries in H1,H2 are i.i.d. with zero mean and unit variance. Then for large N1, N2, K,

and γ:

h(Y|H̃) = (N1 +N2)M log(πe) +ME{log |γH̃H̃H + IN1+N2 |} (5.17)

Here;

E{log |γH̃H̃H+IN1+N2 |} = min(N1 +N2,K) log γ + µ(N1, N2,K, ξ) (5.18)

µ(N1, N2,K, ξ)=



K logK +N2 log ξ

−(K−N1−N2)log
†(K−N1−N2)

−(N1+N2) log e; if K−N1−N2 ≥ 0,

N1log(1+Kτ)+N2log(1+ξKτ)

−K log(eτ); if K−N1−N2 < 0.

(5.19)
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Where τ is the positive solution to the quadratic equation τ2 + bτ + c = 0 with b =

ξ(K−N2)+(K−N1)
(K−N1−N2)ξK

and c = 1
(K−N1−N2)ξK

For proof see Appendix 5.8.3.

Lemma 4 For Y
(1)
A and Y

(1)
B defined in section 5.2,

=I(Y
(1)
A ;Y

(1)
B )

= h(Y
(1)
A )− h(Y(1)

A |Y
(1)
B ) = h(Y

(1)
B )− h(Y(1)

B |Y
(1)
A )

= nAnB log(
(γABψB + 1)(γBAψA + 1)

(1− |ρ|2)γABψBγBAψA + γABψB + γBAψA + 1

= δ|ρ|=1nAnB log
ψAψBαAαB

αAλAψB + αBλBψA
+ δ|ρ|=1nAnB logP − (1− δ|ρ|=1)nAnB log(1− |ρ|2)

(5.20)

For proof see Appendix 5.8.4. We will denote the first term in (5.20) as κ, i.e.,

κ = δ|ρ|=1nAnB log
ψAψBαAαB

ψAαAλA + ψBαBλB
(5.21)

5.5 Analysis

The final expressions of the bounds given in section 5.3 can be found by obtaining

the differential entropies h(Y|X ), h(Y|Z), h(X|Z) and h(X|Y,Z). The following discussion

provides a detailed analysis
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5.5.1 Analysis of h(Y|X )

We can write by applying chain rule:

h(Y|X ) = h(XB,Y
(1)
B ,Y

(2)
B |XA,Y

(1)
A ,Y

(2)
A )

= h(XB|XA,Y
(1)
A ,Y

(2)
A ) + h(Y

(1)
B ,Y

(2)
B |XB,XA,Y

(1)
A ,Y

(2)
A ) (5.22)

Analysis of 1st term in (5.22)

Here XA is independent of {XB,Y
(1)
A ,Y

(2)
A }. For large P and ψB, we can replace

Y
(1)
A by HAB using Lemma 1 and write,

h(XB|XA,Y
(1)
A ,Y

(2)
A ) ≈ h(XB|HAB,Y

(2)
A )

= h(XB) + h(Y
(2)
A |HAB,XB)− h(Y(2)

A |HAB) (5.23)

Analysis of 2nd term in (5.22)

We can write the 2nd term in (5.22) as:

h(Y
(1)
B ,Y

(2)
B |XB,XA,Y

(1)
A ,Y

(2)
A )=h(Y

(1)
B |XB,XA,Y

(1)
A ,Y

(2)
A )

+ h(Y
(2)
B |Y

(1)
B ,XB,XA,Y

(1)
A ,Y

(2)
A ) (5.24)

For the second term in (5.24), we can replace Y
(1)
B by HBA for large P and ψA using Lemma

1. Also, given {HBA,XA}, Y(2)
B is independent of {XB,Y

(1)
A ,Y

(2)
A }. So we can write,

h(Y
(2)
B |Y

(1)
B ,XB,XA,Y

(1)
A ,Y

(2)
A ) ≈ h(Y(2)

B |HBA,XA) (5.25)

For the first term in (5.24), XA is independent of {Y(1)
B ,XB,Y

(1)
A ,Y

(2)
A }. So we can write,

h(Y
(1)
B |XB,XA,Y

(1)
A ,Y

(2)
A ) = h(Y

(1)
B |XB,Y

(1)
A ,Y

(2)
A ) (5.26)

120



Using chain rule, we can further write:

h(Y
(1)
B |XB,Y

(1)
A ,Y

(2)
A ) = h(Y

(1)
A ) + h(Y

(1)
B |Y

(1)
A )

+ h(XB,Y
(2)
A |Y

(1)
A ,Y

(1)
B )− h(XB,Y

(1)
A ,Y

(2)
A ) (5.27)

Here XB, Y
(1)
A and Y

(1)
B are independent of each other, and we can replace Y

(1)
A by HAB

for large P and ψB using Lemma 1. So, we obtain, h(XB,Y
(1)
A ,Y

(2)
A ) ≈ h(XB)+h(Y

(1)
A )+

h(Y
(2)
A |HAB,XB) and h(XB,Y

(2)
A |Y

(1)
A ,Y

(1)
B ) ≈ h(XB) + h(Y

(2)
A |HAB,XB). Using the

above discussion on (5.27) we obtain:

h(Y
(1)
B |XB,Y

(1)
A ,Y

(2)
A ) ≈ h(Y(1)

B |Y
(1)
A ) (5.28)

Summary

Using (5.28) and (5.25) in (5.24), and then using (5.23) and (5.24) in (5.22) we

obtain:

h(Y|X ) ≈ h(XB) + h(Y
(2)
A |HAB,XB)− h(Y(2)

A |HAB)

+ h(Y
(1)
B |Y

(1)
A ) + h(Y

(2)
B |HBA,XA) (5.29)

5.5.2 Analysis of h(Y|Z)

We can write

h(Y|Z) = h(XB,Y
(1)
B ,Y

(2)
B |Y

(1)
EA,Y

(2)
EA,Y

(1)
EB,Y

(2)
EB)

= h(XB|Y(1)
EA,Y

(2)
EA,Y

(1)
EB,Y

(2)
EB)

+ h(Y
(1)
B ,Y

(2)
B |XB,Y

(1)
EA,Y

(2)
EA,Y

(1)
EB,Y

(2)
EB) (5.30)
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Analysis of 1st term in (5.30)

Here {XB,Y
(2)
EB} is independent of {Y(1)

EA,Y
(2)
EA}. For a large P and ψB, we can

use Lemma 1 to replace Y
(1)
EB by GB:

h(XB|Y(1)
EA,Y

(2)
EA,Y

(1)
EB,Y

(2)
EB) ≈ h(XB|GB,Y

(2)
EB) (5.31)

Similar to h(XB|HAB,Y
(2)
A ) in (5.23), we can write:

h(XB|GB,Y
(2)
EB) = h(XB) + h(Y

(2)
EB|GB,XB)− h(Y(2)

EB|GB) (5.32)

Analysis of 2nd term in (5.30)

Here, {XB,Y
(1)
EB,Y

(2)
EB} is independent of {Y

(1)
B ,Y

(2)
B ,Y

(1)
EA,Y

(2)
EA}. We can write

h(Y
(1)
B ,Y

(2)
B |XB,Y

(1)
EA,Y

(2)
EA,Y

(1)
EB,Y

(2)
EB)

= h(Y
(1)
B ,Y

(2)
B |Y

(1)
EA,Y

(2)
EA) = h(Y

(1)
B |Y

(1)
EA,Y

(2)
EA) + h(Y

(2)
B |Y

(1)
B ,Y

(1)
EA,Y

(2)
EA) (5.33)

For the first term in (5.33), Y
(1)
B is independent of {Y(1)

EA,Y
(2)
EA} conditioned on the public

ΠA. So, we can write:

h(Y
(1)
B |Y

(1)
EA,Y

(2)
EA) = h(Y

(1)
B ) (5.34)

Now for the second term in (5.33), we can replace Y
(1)
B and Y

(1)
EA by HBA and GA using

Lemma 1 for large P and ψA. Then using chain rule, we have

= h(Y
(2)
B |Y

(1)
B ,Y

(1)
EA,Y

(2)
EA)

≈ h(Y(2)
EA,Y

(2)
B |GA,HBA)− h(Y(2)

EA|GA,HBA)

= h(Y
(2)
EA,Y

(2)
B |GA,HBA)− h(Y(2)

EA|GA) (5.35)

Here we have used the fact that HBA is independent of {Y(2)
EA,GA}.
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Summary

Using (5.34) and (5.35) in (5.33) and then using (5.31) and (5.33) in (5.30) we can

write:

h(Y|Z)≈h(XB)+h(Y
(2)
EB|GB,XB)−h(Y(2)

EB|GB)+h(Y
(1)
B )

+h(Y
(2)
EA,Y

(2)
B |GA,HBA)−h(Y(2)

EA|GA) (5.36)

5.5.3 Analysis of h(X|Z)

We can write using chain rule

h(X|Z) = h(XA,Y
(1)
A ,Y

(2)
A |Y

(1)
EA,Y

(2)
EA,Y

(1)
EB,Y

(2)
EB)

= h(XA|Y(1)
EA,Y

(2)
EA,Y

(1)
EB,Y

(2)
EB)

+ h(Y
(1)
A ,Y

(2)
A |XA,Y

(1)
EA,Y

(2)
EA,Y

(1)
EB,Y

(2)
EB) (5.37)

Analysis of 1st term in (5.37)

Here {Y(1)
EB,Y

(2)
EB} is independent of {XA,Y

(1)
EA,Y

(2)
EA}. Also, for a large P and

ψA, we can use Lemma 1 to replace Y
(1)
EA by GA:

h(XA|Y(1)
EA,Y

(2)
EA,Y

(1)
EB,Y

(2)
EB) ≈ h(XA|GA,Y

(2)
EA) (5.38)

Similar to h(XB|HAB,Y
(2)
A ) in (5.23), we can write:

h(XA|GA,Y
(2)
EA)=h(XA)+h(Y

(2)
EA|GA,XA)−h(Y(2)

EA|GA) (5.39)
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Analysis of 2nd term in (5.37)

Here, {XA,Y
(1)
EA,Y

(2)
EA} is independent of {Y

(1)
A ,Y

(2)
A ,Y

(1)
EB,Y

(2)
EB}. We can write

= h(Y
(1)
A ,Y

(2)
A |XA,Y

(1)
EA,Y

(2)
EA,Y

(1)
EB,Y

(2)
EB)

= h(Y
(1)
A ,Y

(2)
A |Y

(1)
EB,Y

(2)
EB)

= h(Y
(1)
A |Y

(1)
EB,Y

(2)
EB) + h(Y

(2)
A |Y

(1)
A ,Y

(1)
EB,Y

(2)
EB) (5.40)

For the first term in (5.40), Y
(1)
A is independent of {Y(1)

EB,Y
(2)
EB} conditioned on the public

ΠB. So, we can write:

h(Y
(1)
A |Y

(1)
EB,Y

(2)
EB) = h(Y

(1)
A ) (5.41)

Now for the 2nd term in (5.40), we can replace Y
(1)
A and Y

(1)
EB by HAB and GB for large P

and ψB using Lemma 1. Then using the chain rule, we have

= h(Y
(2)
A |Y

(1)
A ,Y

(1)
EB,Y

(2)
EB)

≈ h(Y(2)
EB,Y

(2)
A |GB,HAB)− h(Y(2)

EB|GB,HAB)

= h(Y
(2)
EB,Y

(2)
A |GB,HAB)− h(Y(2)

EB|GB) (5.42)

Here we have used the fact that HAB is independent of {Y(2)
EB,GB}.

Summary

Using (5.41) and (5.42) in (5.40) and then using (5.38) and (5.40) in (5.37) we can

write:

h(Y|Z)≈h(XA)+h(Y
(2)
EA |GA,XA)−h(Y(2)

EA |GA)+h(Y
(1)
A )

+h(Y
(2)
EB,Y

(2)
A |GB,HAB)−h(Y(2)

EB|GB) (5.43)
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5.5.4 Analysis of h(X|Y ,Z)

We can write:

= h(X|Y,Z)

= h(XA,Y
(1)
A ,Y

(2)
A |XB,Y

(1)
B ,Y

(2)
B ,Y

(1)
EA,Y

(2)
EA,Y

(1)
EB,Y

(2)
EB)

= h(XA|XB,Y
(1)
B ,Y

(2)
B ,Y

(1)
EA,Y

(2)
EA,Y

(1)
EB,Y

(2)
EB)

+ h(Y
(1)
A ,Y

(2)
A |XA,XB,Y

(1)
B ,Y

(2)
B ,Y

(1)
EA,Y

(2)
EA,Y

(1)
EB,Y

(2)
EB)

= h(XA|Y(1)
B ,Y

(2)
B ,Y

(1)
EA,Y

(2)
EA)

+ h(Y
(1)
A ,Y

(2)
A |XA,XB,Y

(1)
B ,Y

(2)
B ) (5.44)

Where we have used the fact that {XB,Y
(1)
EB,Y

(2)
EB} is independent of {XA,Y

(1)
B ,Y

(2)
B ,Y

(1)
EA,

Y
(2)
EA} and given {XA,XB}, {Y(1)

EA,Y
(2)
EA,Y

(1)
EB,Y

(2)
EB} is independent of {Y(1)

A ,Y
(2)
A ,Y

(1)
B ,

Y
(2)
B }.

Analysis of the first term in (5.44)

We can replace Y
(1)
B by HBA and Y

(1)
EA by GA for large P and ψA using Lemma

1 and write:

h(XA|Y(1)
B ,Y

(2)
B ,Y

(1)
EA,Y

(2)
EA) ≈ h(XA|HBA,GA,Y

(2)
B ,Y

(2)
EA)

= h(XA) + h(Y
(2)
EA,Y

(2)
B |GA,HBA,XA)− h(Y(2)

EA,Y
(2)
B |GA,HBA) (5.45)
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Analysis of the second term in (5.44)

Using similar analysis for (5.24) in 5.5.1, we can write:

= h(Y
(1)
A ,Y

(2)
A |XA,XB,Y

(1)
B ,Y

(2)
B )

≈ h(Y(1)
A |Y

(1)
B ) + h(Y

(2)
A |HAB,XB) (5.46)

Summary

Using (5.45) and (5.46) in (5.44), we can finally write:

h(X|Y,Z) ≈ h(Y(2)
EA,Y

(2)
B |GA,HBA,XA)+h(Y

(1)
A |HBA)

+h(XA)−h(Y(2)
EA,Y

(2)
B |GA,HBA)+h(Y

(2)
A |HAB,XB) (5.47)

5.5.5 Analysis of CB and CZ

From the quantities obtained from sections 5.5.1 to 5.5.4, we arrive at the following

expressions for CB and CZ :

CB = h(Y|Z)− h(Y|X )

≈ h(Y(1)
B )− h(Y(1)

B |Y
(1)
A )

+ h(Y
(2)
EB|GB,XB)− h(Y(2)

EB|GB)

+ h(Y
(2)
A |HAB)− h(Y(2)

A |HAB,XB)

+ h(Y
(2)
EA,Y

(2)
B |GA,HBA)− h(Y(2)

EA|GA)

− h(Y(2)
B |HBA,XA), (5.48)
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CZ = h(X|Z)− h(X|Y,Z)

≈ h(Y(1)
A )− h(Y(1)

A |Y
(1)
B )

+ h(Y
(2)
EA|GA,XA)−h(Y(2)

EA|GA)

+ h(Y
(2)
EA,Y

(2)
B |GA,HBA)−h(Y(2)

EA,Y
(2)
B |GA,HBA,XA)

+ h(Y
(2)
EB,Y

(2)
A |GB,HAB)− h(Y(2)

EB|GB)

− h(Y(2)
A |HAB,XB) (5.49)

Now, for the first two terms in (5.48) and (5.49), we can refer to (5.20), i.e., they are the

mutual information between Y
(1)
A and Y

(1)
B . According to (5.1d), vec(Y

(2)
EB|GB,XB) ∼

CN (∗, InEvB ), where ∗ denotes a quantity of no importance. So, h(Y
(2)
EB|GB,XB) =

nEvB log(πe). Similar argument can be applied to obtain the following,

h(Y
(2)
A |HAB,XB) = nAvB log(πe) (5.50a)

h(Y
(2)
B |HBA,XA) = nBvA log(πe) (5.50b)

h(Y
(2)
EA|GA,XA) = nEvA log(πe) (5.50c)

h(Y
(2)
EA,Y

(2)
B |GA,HBA,XA) = (nB+nE)vA log(πe) (5.50d)

Also, according to (5.1d), we can apply (5.14) from Lemma 2 and obtain h(Y
(2)
EB|GB) =

nEvB log(πe) + vBE{log |γBEGBG
H
B+InE |}. Similar argument can be applied to obtain:

h(Y
(2)
A |HAB) = nAvB log(πe)

+ vBE{log |γBAHABH
H
AB+InA |} (5.51a)

h(Y
(2)
EA|GA) = nEvA log(πe)

+ vAE{log |γAEGAG
H
A+InE |} (5.51b)
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For h(Y
(2)
EA,Y

(2)
B |GA,HBA), we can rewrite (5.1b) and (5.1c) as follows,Y

(2)
B

Y
(2)
EA

 =


√
γABHBA

√
γAEGA

XA +

W
(2)
B

W
(2)
EA

 (5.52)

Y1 =
√
γABH̃1XA +W1 (5.53)

Where H̃1 = [HT
BA,

√
λB/λEAG

T
A]
T . Then we can apply (5.17) from Lemma 3 on (5.53)

and obtain:

h(Y
(2)
EA,Y

(2)
B |GA,HBA) = (nB + nE)vA log(πe)

+ vAE{log |γABH̃1H̃
H
1 + InB+nE |} (5.54)

Similar argument can be applied for h(Y
(2)
EB,Y

(2)
A |GB,HAB) with:

H̃2 = [HT
AB,

√
λA/λEB,G

T
B]
T (5.55)

and obtain the following,

h(Y
(2)
EB,Y

(2)
A |GB,HAB) = (nA + nE)vB log(πe)

+ vBE{log |γBAH̃2H̃
H
2 + InA+nE |} (5.56)

Using the above discussion on (5.48) and (5.49), we obtain the following:

CB ≈ κ+δ|ρ|=1nAnB logP−(δ1−|ρ|=1)nAnB log(1−|ρ|2)

− vBE{log |γBEGBG
H
B + InE |}

+ vBE{log |γBAHABH
H
AB + InA |}

+ vAE{log |γABH̃1H̃
H
1 + InB+nE |}

− vAE{log |γAEGAG
H
A + InE |}, (5.57)
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CZ ≈ κ+δ|ρ|=1nAnB logP−(1−δ|ρ|=1)nAnB log(1−|ρ|2)

− vAE{log |γAEGAG
H
A + InE |}

+ vAE{log |γABH̃1H̃
H
1 + InB+nE |}

+ vBE{log |γBAH̃2H̃
H
2 + InA+nE |}

− vBE{log |γBEGBG
H
B + InE |}. (5.58)

Now, we can again apply Lemma 2 and Lemma 3 on the terms involving expectations (E{·})

in (5.57) and (5.58). For terms involving the matrices H̃1H̃
H
1 and H̃2H̃

H
2 , we apply (5.17)

from Lemma 3, for all other matrices we apply (5.15) from Lemma 2. Finally, we obtain

the expressions given in (5.4) and (5.5).

5.6 Simulation Results

In this section, we provide some empirical values of the bounds and compare them

with closed form expressions where random matrix theory and large power approximation

were used. The empirical values of the bounds can be obtained using (5.57) and (5.58) where

we can apply Monte-Carlo simulation to obtain the empirical values of the expectation

terms. The closed form expressions are given by (5.3), (5.4) and (5.5).

For each given set of the parameters {nA, nB, nE , vA, vB, αA, αB, λA, λB, λEA, λEB,

ρ}, 2000 Gaussian realizations of the matrices HAB,HBA,GA,GB were generated and then

empirical CB and CZ for different power P was obtained from (5.57) and (5.58). For same

set, closed form for CB and CZ were obtained using (5.3), (5.4) and (5.5). In Fig. 5.6,

the simulation results of CB are compared with the closed-form results of CB shown in

129



(5.3), (5.4) and (5.5). We see a very good agreement between the simulation results and

the analytical results at high power even for moderate numbers of antennas.

Figure 5.6: Simulation results of (5.57) and (5.58) (markers) versus the closed-form results
in (5.3), (5.4) and (5.5) (solid lines for lower-bound and dashed lines for upper-bounds).
Parameters: nA = 16, nB = 12, vA = 1, vB = 1, αA = 1.25, αB = 1.75, αEA = 0.5, αEB =
0.25, ρ = 0.5

Figure 5.7: Simulation results of (5.57) (markers) versus the closed-form results in (5.3),
(5.4) and (5.5) (solid lines) for different parameters
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5.7 Conclusion

We have analyzed a MAC upper bound CZ and lower bound CB on SKC from

MIMO-Hybrid-Probing. Assuming large signal powers from Alice and Bob, and large num-

bers of antennas on Alice, Bob and Eve, we derived both the FoT and SoT of CB and CZ .

The analytical results are also validated by simulations. The FoT is the same as in the

prior work [33], which becomes zero if neither Alice nor Bob has more antennas than Eve

and |ρ| < 1. But the SoT is entirely novel, which shows in particular that even if Eve has

many more antennas than Alice and Bob, the SKC in bits per channel coherence period

increases linearly with the number of random transmissions from one node to another in

each coherent period. See Proposition 1.
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5.8 Appendix

5.8.1 Proof of Lemma 1

We have Y =
√
γHΠ + W or y =

√
γ(ΠT ⊗ IN )h + w. The MSE of MMSE

estimation ĥ of h can be written as:

Ch|y,Π = INK − γ(ΠT ⊗ IN )
H [γ(ΠT ⊗ IN )(Π

T ⊗ IN )
H+ INK ]

−1(ΠT ⊗ IN )

= INK − γ(Π∗ ⊗ IN )[(ψγ + 1)INK ]
−1(ΠT ⊗ IN )

=
1

ψγ+1
INK (5.59)

So we can write H = Ĥ + ∆H where vec(∆H) ∼ CN (0, 1
1+ψγ INK). For very large ψ, γ,

∆H is negligible and we can make the following approximation:

Y′ = HX+W′; entries of W′ are i.i.d. CN (0, 1)

= ĤX+∆HX+W′ ≈ ĤX+W′ (5.60)

Instead of transmitting pilots with much higher power than the random symbols, the same

pilots can be repeated multiple times and the same result can be achieved. For that, we

now assume ΠHΠ = IK and the pilot Π is transmitted ψ times (ψ being an integer), i.e.,

let P = [Π, · · · ,Π] = eTψ ⊗Π and Ỹ =
√
γHP+ W̃ where eψ is a vector containing all 1.

We can write ỹ =
√
γ(PT ⊗ IN )h+ w̃ and for MMSE estimation, we can write,

Ch|ỹ,P = INK − γ(PT ⊗ IN )
H [γ(PT⊗ IN )(P

T⊗ IN )
H+ IψNK ]−1(PT⊗ IN ) (5.61)

The matrix inverse part can be written as

[γ(PT ⊗ IN )(P
T ⊗ IN )

H + IψNK ]−1 = (Iψ −
γ

1 + ψγ
eψe

T
ψ)⊗ INK (5.62)
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Here we have used the fact that PHP = eψe
T
ψ ⊗ IK and PPH = ψIK . Then we can write:

Ch|ỹ,P=INK−γ(PT⊗ IN )
H [{(Iψ−

γ

1+ψγ
eψe

T
ψ)⊗IK}{eψ ⊗ΠT }]⊗ IN

= INK−γ(PT⊗ IN )
H [(1− ψγ

1+ψγ
)eψ⊗ΠT ]⊗IN

= INK−
γeTψeψ

1+ψγ
⊗Π∗ΠT⊗ IN =

1

1+ψγ
INK (5.63)

Which is the same as in (5.59)

5.8.2 Proof of Lemma 2

We can write

y = vec(Y) =
√
γ(IM ⊗H)x+w (5.64)

which, given H, is Gaussian with the conditional covariance matrix Cy|H = Ex[yy
H ] =

IM ⊗ (γHHH + IN ). Then,

h(y|H)=NM log(πe)+MEH[log |γHHH + IN |] (5.65)

According to (1.14) and (1.17) in [88], for large N and K, we can write

V
.
= EH[log | γHHH + IN |] ≈ K log [1 +Nγ −A(γ, β)]

+N log [1+Kγ−A(γ, β)]− 1

γ
A(γ, β) log e (5.66)

with β = K
N and

A(γ, β)=
1

4

[√
γN

(
1 +
√
β
)2
+1−

√
γN

(
1−
√
β
)2
+1

]2
. (5.67)

Carrying out the square operations in (5.67), we have

A(γ, β) =
1

2
γN(1 + β) +

1

2

− 1

2

√
γ2N2(1− β)2 + 2γN + 2γNβ + 1. (5.68)
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For large γ and β = 1, we can write

A(γ, β) ≈ γN −
√
γN. (5.69)

For large γ and β ̸= 1, we use the first-order approximation (like
√
γ2 + γ + 1 ≈ γ(1 +

1
2
γ+1
γ2

) ≈ γ + 1
2) to the square-root in (5.68) to obtain

A(γ, β) ≈ 1

2

(
γN(1 + β)− γN |1− β|+ 1− 1 + β

|1− β|

)
. (5.70)

It follows that for β = 1, V ≈ N log(γN)−N log e where we have used such approximation

1 + 1√
γ ≈ 1. Similarly, for β < 1, V ≈ K log[γ(N −K)] + N log( N

N−K ) −K log e, and for

β > 1, V ≈ K log( K
K−N )+N log[γ(K−N)]−N log e. Using the above results in (5.66) and

then in (5.65) results in (5.14), (5.15) and (5.16).

5.8.3 Proof of Lemma 3

This lemma is a special case of Theorem 2.39 in [88] and is also similar to Lemma

1 in [6]. By applying (5.65) on Y =
√
γH̃X+W we obtain (5.17). Here, H̃ = [HT

1 ,
√
ξHT

2 ]
T

where all the entries in H1 and H2 are i.i.d. zero mean and unit variance. We can rewrite

H̃
.
=
√
KH =

√
K[
√

1
KHT

1 ,
√

ξ
KHT

2 ]
T and let H1 =

√
1
KH1 and H2 =

√
1
KH2. Now all

the entries in H1 and H2 are i.i.d. zero mean and variance equal to 1
K . Now we can write

the following

|γH̃H̃H + IN1+N2 | = |γKHH
H
+ IN1+N2 | = |γKH

H
H+ IK | = |γKH

′
ΘH

′H
+ IK |

(5.71)
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Here H
′
is a K × (N1 +N2) matrix of i.i.d. entries having zero mean and variance equal to

1
K , and Θ = diag [IN1 , ξIN2 ]. So we can rewrite (5.17) as

h(Y|H̃) = (N1 +N2)M log(πe) +ME{log |γKH
′
ΘH

′H
+ IK |} (5.72)

As K,N1 +N2 →∞ with N1+N2
K → β, we can rewrite (17) in [6] for γ > 0 as:

1

K
E
H

′{log |γKH
′
ΘH

′H
+ IK |}

a.s.−−→βVΘ(γKη)− log η +(η−1) log e (5.73)

with

VΘ(γKη) =
1

N1 +N2

N1+N2∑
j=1

log(1 + γKηΘj,j)

=
N1

N1+N2
log(1+γKη)+

N2

N1+N2
log(1+ξγKη) (5.74)

and

ηΘ(γKη) =
1

N1 +N2

N1+N2∑
j=1

1

1 + γKηΘj,j

=
N1

N1+N2

1

1+γKη
+

N2

N1+N2

1

1+ξγKη
, (5.75)

and 0 < η ≤ 1 satisfying

β =
1− η

1− ηΘ(γKη)
. (5.76)

Using (5.74) on (5.73) with β = N1+N2
K , we obtain,

E
H

′{log|γKH
′
ΘH

′H
+ IK |} = N1 log(1 +Kγη)

+N2 log(1 +Kξγη) + log η + (η − 1) log e (5.77)

Also, using (5.75) and (5.76) with β = N1+N2
K we obtain the following equation to solve for

η,

N1/K

1 +Kγη
+

N2/K

1 +Kξγη
+ 1− η − N1 +N2

K
= 0 (5.78)
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Analysis of η under large γ

If γ →∞ implies γη →∞, then for large γ we can use the approximation 1+γη ≈

γη and (5.78) becomes,

η2 + b′η − c′ ≈ 0 (5.79)

with b′ = N1+N2
K − 1 and c′ = ξN1+N2

K2γξ
. Note that c′ → 0 as γ →∞. If K > N1 +N2, then

b′ < 0 and hence η ≈ −b′ = 1− N1+N2
K , which satisfies γη →∞ as γ →∞. If K = N1+N2,

then b′ = 0 and hence η ≈
√
c′, which satisfies γη = O(√γ) → ∞ as γ → ∞. But if

K < N1+N2, then b
′ > 0 and (5.79) would imply η ≈ 1

2(−b
′+
√
b′2 + 4c′) ≈ c′

b′ , which does

not satisfy γη →∞ as γ →∞. So, for K < N1 +N2, we now consider τ
.
= γη in (5.79) as

γ →∞. It can be shown that τ increases with γ, and as γ →∞, τ is upper bounded. This

implies η → 0 as γ →∞. And in this case, (5.79) becomes

τ2 + bτ + c ≈ 0 (5.80)

with b = ξ(K−N2)+(K−N1)
(K−N1−N2)Kξ

, c = 1
(K−N1−N2)Kξ

. Note that τ is the positive solution to (5.80),

which is finite and does not go to zero as γ →∞.

Using the values of η for different cases on (5.72), we obtain (5.18) and (5.19) for

large γ.

Note that if N2 → ∞, we have b → 1
K and c → −1

ξN2K
and thus from (5.80),

τ → 1
ξN2

.
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5.8.4 Proof of Lemma 4

I(Y
(1)
A ;Y

(1)
B ) = h(Y

(1)
A ) + h(Y

(1)
B )− h(Y(1)

A ,Y
(1)
B ). (5.81)

It follows from (5.1a) and (5.1b) that

y
(1)
A

.
= vec(Y

(1)
A ) =

√
γAB(Π

T
B ⊗ InA)hAB +w

(1)
A ,

y
(1)t
B

.
= vec(Y

(1)T
B ) =

√
γBA(InB ⊗ΠT

A)h
t
BA +w

(1)t
B ,

A
.
= E{y(1)

A y
(1)H
A } = γAB(Π

T
BΠ

∗
B ⊗ InA) + InAϕB , (5.83)

B
.
= E{y(1)

B y
(1)tH
B } = γBA(InB ⊗ΠT

AΠ
∗
A) + InBϕA , (5.84)

C
.
= E{y(1)

A y
(1)tH
B } = ρ

√
γBAγAB(Π

T
B ⊗Π∗

A). (5.85)

Then it follows from (5.81) that

I(Y
(1)
A ;Y

(1)
B ) = log |A|+ log |B| − log

∣∣∣∣∣∣∣∣
A C

CH B

∣∣∣∣∣∣∣∣ . (5.86)

We will use

∣∣∣∣∣∣∣∣
A C

CH B

∣∣∣∣∣∣∣∣ = |A| · |B − CHA−1C|. Also recall the facts |I + M1M2| =

|I + M2M1| and M1(M2M1 + I)−1M3 = (M1M2 + I)−1M1M3 for compatible matrices.

Then

I(Y
(1)
A ;Y

(1)
B ) = − log |InAϕA −B−1CHA−1C|. (5.87)
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Here

CHA−1C = |ρ|2γBAγAB(Π∗
B ⊗ΠT

A) · (γAB(ΠT
BΠ

∗
B ⊗ InA) + InAϕB )

−1(ΠT
B ⊗Π∗

A)

= |ρ|2γBAγAB(InB ⊗ΠT
A) · (γAB(Π∗

BΠ
T
B ⊗ InA) + InAnB )

−1(Π∗
BΠ

T
B ⊗Π∗

A)

= |ρ|2γBAγABψB
γABψB + 1

(InB ⊗ΠT
AΠ

∗
A). (5.88)

Then, from (5.87),

I(Y
(1)
A ;Y

(1)
B )

= − log

∣∣∣∣InAϕB − |ρ|
2(γBA(InB ⊗ΠT

AΠ
∗
A) + InBϕA)

−1 · γBAγABψB
γABψB + 1

(InB ⊗ΠT
AΠ

∗
A)

∣∣∣∣
= − log

∣∣∣∣InAnB − |ρ|
2(γBA(InB ⊗Π∗

AΠ
T
A) + InBnA)

−1 · γBAγABψB
γABψB + 1

(InB ⊗Π∗
AΠ

T
A)

∣∣∣∣
= − log

∣∣∣∣InAnB − |ρ|
2 γBAγABψBψA
(γABψB + 1)(γBAψA + 1)

InAnB

∣∣∣∣ (5.89)

5.8.5 Proof of ∂ωA

∂nE
< 0 for nE ≥ nA ≥ nB

Let, ∆µ = nA − nB − nE < 0 and τ ′ is the solution of the following quadratic

equation;

τ ′2 + τ ′
ξ′(nA−nE)+(nA−nB)

∆µξ′nA
+

1

∆µξ′nA
(5.90)

or,
1

1 + nAτ ′
nB
nA

+
1

1 + ξ′nAτ ′
nE
nA

+
∆µ

nA
= 0 (5.91)
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Where, ξ′ = λB
λEA

. Now,

ωA = nA[logλEA− logλB] + nBlog(1+nAτ
′)

+nE log(1+ξ
′nAτ

′)+(nE−nA)log(nE−nA)

−nE log nE−nAlog τ ′ (5.92)

∂ωA
∂nE

=

[
nAnB

1 + nAτ ′
+

ξ′nAnE
1 + ξ′nAτ ′

− nA
τ ′

]
∂τ ′

∂nE

+ log(nE − nA)− log nE + log(1 + ξ′nAτ
′) (5.93)

It will suffice to show nAnB
1+nAτ ′

+ ξ′nAnE
1+ξ′nAτ ′

− nA
τ ′ = 0 and (1+ξ′nAτ

′)(nE−nA)
nE

< 1 for ∀nE ≥ nA ≥

nB. Now we can write,

nAnB
1+nAτ ′

+
ξ′nAnE
1+ξ′nAτ ′

−nA
τ ′

=
nAA

τ ′(1+nAτ ′)(1+ξ′nAτ ′)
(5.94)

where,

A = nBτ
′(1 + ξ′nAτ

′) + ξ′nEτ
′(1 + nAτ

′)

− (1 + nAτ
′)(1 + ξ′nAτ

′) (5.95)

It can be shown that A
−∆µξ′nA

= τ ′2 + τ ′ ξ
′(nA−nE)+(nA−nB)

∆µξ′nA
+ 1

∆µξ′nA
= 0 and hence nAnB

1+nAτ ′
+

ξ′nAnE
1+ξ′nAτ ′

− nA
τ ′ = 0. Now, from (5.91) we can write:

nB
1 + nAτ ′

+
nE

1 + ξ′nAτ ′
+∆µ = 0

→ (1 + ξ′nAτ
′) =

nE(1 + nAτ
′)

−nB −∆µ(1 + nAτ ′)

=
nE(1 + nAτ

′)

(nE − nA)(1 + nAτ ′) + nBnAτ ′
<

nE
nE − nA

(5.96)

So, (1+ξ′nAτ
′)(nE−nA)
nE

< 1 and thus we can finally conclude, ∂ωA
∂nE

< 0 for ∀nE ≥ nA ≥ nB.
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Chapter 6

Secure Multi-Carrier

Communication using STEEP

6.1 Introduction

Secret message transmission between two nodes in the presence of an eavesdropper

is a long-standing problem in wireless network security. The secret key generation (SKG)

model [14] and wiretap channel (WTC) model [18] are the two main pillars of wireless

physical layer secrecy. However, possibility of achieving positive secrecy rate in static en-

vironments against strong eavesdropper (with more antennas and better SNR), with or

without channel reciprocity was not revealed until [33,89,90]. The newly proposed scheme

called STEEP [91] asymptotically achieves secrecy rate shown in [34]. In [92], STEEP is

shown as a method for low latency secure multiple access. STEEP is a two-way round-

trip communication scheme that allows positive achievable secrecy rates against a powerful
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eavesdropper for static non-reciprocal channels. [93] presents further insights into STEEP

for MISO setups.

Multi-carrier communication, namely OFDM, is a widely used protocol for modern

wireless systems, especially in urban and high-scattering regions. In this chapter, we focus

on applying STEEP for a multi-carrier link between two single-antenna nodes, Alice and

Bob. STEEP, being a two-phase round-trip scheme, can benefit from the pairing of different

carriers for phase-1 and phase-2. We specifically focus on different pairing policies and power

scheduling across carriers in both phases. We evaluate the performance of different policies

through simulations based on many random realizations of user and eavesdropper channel

state information (CSI). We also compare the results with the classical wiretap channel,

and observe that STEEP equipped with good policies offers significantly higher secrecy

rates against a strong eavesdropper. Through simulation, we also compared the achievable

secrecy rates of STEEP with secret key capacity and observed that achievable secrecy rate

approaches Secret key capacity with high echoing power.
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6.2 System Model

Figure 6.1: Illustration of system model for Secure MC-STEEP.

We consider two single antenna nodes, Alice and Bob operating in multi-carrier

mode (namely OFDM) under flat fading in the presence of an eavesdropper (Eve) equipped

with nE ≥ 1 antennas. The nodes are operating in Half-Duplex mode where they transmit

in orthogonal time slots (in same or different coherence blocks). We assume the chan-

nel is divided into Nc sub-carriers where the small-scale fading from Alice to Bob and

Bob to Alice is denoted as hBA = [hBA,1, · · · , hBA,Nc ] and hAB = [hAB,1, · · · , hAB,Nc ].

The small-scale fading from Alice to Eve and Bob to Eve for nth carrier is denoted as

gA,n = [gA,n,1, · · · , gA,n,nE
]T and gB,n = [gB,n,1, · · · , gB,n,nE

]T . These small-scale fading

parameters, i.e., the Channel State Information (CSI) are assumed to be i.i.d. standard

complex Gaussian, i.e., CN (0, 1). This corresponds to non-reciprocal channel between Al-
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ice and Bob. For reciprocal channel, the channel reciprocity can be modeled accordingly

(see section 5.2 in chapter 5). We assume all the receive channels are known to the re-

ceiver through proper channel sounding. The large-scale fading at Eve from Alice and Bob

is denoted as α and β respectively where the large-scale fading between Alice and Bob is

normalized to unity. The noise power at all nodes and sub-carriers are normalized to unity

and corresponding transmit power at Alice and Bob in nth carrier is denoted as pA,n and

pB,n. We can immediately write the following for carrier-n:

SNR at Alice: bn = pB,n|hAB,n|2 (6.1a)

SNR at Bob: an = pA,n|hBA,n|2 (6.1b)

SNR at Eve from Alice: cn = αpA,n||gA,n||2 (6.1c)

SNR at Eve from Bob: dn = βpB,n||gB,n||2 (6.1d)

The quantities defined above are raw SNR at the nodes given the CSI at a given coherence

block.

6.3 Brief Description of STEEP

STEEP is a two-phase, round-trip scheme to transmit secret message from one

node to another (one-way). Without loss of generality, here we assume the secret message

being transmitted from Bob to Alice. In phase 1 (also called the probing phase), Alice

sends random symbols i.e., probe xA,n(k) to Bob. Bob obtains the estimate x̂A,n(k) from

the received signal and then constructs an echo signal x̂A,n(k) + sn(k) using the secret

message sn(k). In phase 2, (also called the echoing phase) Bob sends the echo signal to
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Alice. The received signals at each node in both phases can be written as follows (dropping

time index (k) for convenient notation):

phase-1:

Bob receives: yB,n = hBA,nxA,n + wB,n (6.2a)

Eve receives: yEA,n = gA,nxA,n +wEA,n (6.2b)

phase-2:

Alice receives: yA,n = hAB,n(x̂A,n + sn) + wA,n (6.2c)

Eve receives: yEB,n = gB,n(x̂A,n + sn) +wEB,n (6.2d)

After phase-2, Alice obtains the estimate ŝA,n from the received signal and available clean

xA,n and Eve also obtains the estimate ŝE,n from corresponding received signals. We can say

that a virtual wiretap channel forms from Bob to Alice with respect to the secret message

sn. The MSE of MMSE estimate (which is optimal for standard Gaussian x and s) of ŝA,n

and ŝE,n can be written in terms of the SNRs in (6.1) [34]:

σ2∆ŝA,n
=

(an+1)2

anbn
+ 2

bn
(6.3a)

σ2∆ŝE,n
=

dnan(an+cn+1)
(an+1)2(cn+1)

+ 2

dn
(6.3b)

We can subsequently obtain the achievable average secrecy rate (AASR) in bits per carrier

per round-trip symbol interval which can be defined as:

Cs,steep
.
=

1

Nc

Nc∑
n=1

[
log

(
1 +

bn
anbn

(an+1)2
+ 2

)
− log

 dn
dnan(an+cn+1)
(an+1)2(cn+1)

+ 2

]+ (6.4)
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For contrast, we also note the average secrecy rate for the classic wiretap channel where

Alice and Bob both transmit (in different time slots) to each other:

Cs,classic =
1

Nc

Nc∑
n=1

{[log(1 + an)− log(1 + cn)]
+ + [log(1 + bn)− log(1 + dn)]

+} (6.5)

We also note some important characteristics of Cs,steep in (6.4) from [34]:

• Cs,steep is increasing function of bn

• Cs,steep increases and then decreases with an

• For given an and bn, Cs,steep decreases as α and β increases

6.4 Improving Secrecy Rate for MC-STEEP

In this section, we propose some policies by which we can achieve improved AASR

for STEEP operating in multi-carrier mode. STEEP being a round-trip scheme where

probing and echoing are performed in phase-1 and phase-2, it is not necessary to perform

both probing and echoing in the same carrier. The round-trip communication can consist

of probing in one carrier and echoing in another carrier. This provides the opportunity of

pairing policies for probing and echoing carriers to potentially increase the AASR. However,

the classical wiretap channel cannot benefit from this pairing as the secrecy rates from Alice

to Bob and from Bob to Alice are independent of each other. Due to the complex expression

in (6.4), power allocation algorithm (water filing) for OFDM systems will not provide the

best results for STEEP. So, we also propose power allocation policies to further improve

AASR.
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Without the knowledge of Eavesdropper CSI, closed form expression of (6.4) is not

available to guarantee optimality of the policies. However, the proposed policies are based

on heuristics and their performances are evaluated and compared through simulation.

6.4.1 Paring of Probe and Echo carriers

In a given coherent block, the small scale fading (CSI) for Nc carriers from Alice

to Bob and Bob to Alice is denoted as:

hBA = [hBA,1, · · · , hBA,Nc ] and hAB = [hAB,1, · · · , hAB,Nc ]. The proposed pairing policies

are as follows:

Policy-1

We also refer to this as the baseline policy. We do not perform any additional

pairing, i.e., we pair the carriers according to their original sequence.

So the pairing will be: {hBA,1, hAB,1}, {hBA,2, hAB,2}, · · · , {hBA,Nc , hAB,Nc}.

Policy-2

We pair the strongest probing carrier with the strongest echoing carrier and so

on. We first sort both the probing and echo sub-carriers in descending order of their

gain to obtain: h̃BA = [h̃BA,1, h̃BA,2, · · · , h̃BA,Nc ], h̃AB = [h̃AB,1, h̃AB,2, · · · , h̃AB,Nc ] where

|h̃BA,1| ≥ |h̃BA,2| ≥ · · · ≥ |h̃BA,Nc | and |h̃AB,1| ≥ |h̃AB,2| ≥ · · · ≥ |h̃AB,Nc |.

Then the pairing will be: {h̃BA,1, h̃AB,1}, {h̃BA,2, h̃AB,2}, · · · , {h̃BA,Nc , h̃AB,Nc}
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Policy-3

Here, we pair the strongest probing carrier with the weakest echoing carrier and so

on. We first sort the probing sub-carriers in descending order of their gain to obtain: h̃BA =

[h̃BA,1, h̃BA,2, · · · , h̃BA,Nc ] where |h̃BA,1| ≥ |h̃BA,2| ≥ · · · ≥ |h̃BA,Nc | and then we sort the

echoing carrier in ascending order of their gain to obtain ĥAB = [h̃AB,1, h̃AB,2, · · · , h̃AB,Nc ]

where |h̃AB,1| ≤ |h̃AB,2| ≤ · · · ≤ |h̃AB,Nc |.

Then pair the carriers as: {h̃BA,1, h̃AB,1}, {h̃BA,2, h̃AB,2}, · · · , {h̃BA,Nc , h̃AB,Nc}

Complexity of Different Policies

Policy-1 does not introduce any additional complexity. Policy-2 and policy-3

require sorting of two sets of CSI having Nc elements each which introduces additional

O(2Nc logNc) complexity. To execute policy-2,3 Alice and Bob only need to make publicly

available the permutation indices of the sorted carriers to achieve the pairing which is also

responsible for some overhead.

6.4.2 Simulation Results of Policies-1,2,3

To illustrate the performance of policies discussed above, we obtained mean AASR

as: C̄s,steep
.
= EhBA,n,hAB,n,gA,n,gB,n;∀n{Cs,steep}. For given Nc, α, β, nE , pA, pB we generated

2000 random realizations of user and eavesdropper CSI to obtain C̄s,steep.
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Figure 6.2: Achievable secrecy rate for policy-1,2,3 for different probing power pA and
echoing power pB.

Figure 6.3: Achievable secrecy rate for policy-1,2,3 for different probing power pA and
number of carriers Nc.

148



We can see from the above illustrations that policy-2 performs considerably better

than the other two. Although above figures only illustrate the mean secrecy rate through-

out the channel realizations, simulation results show policy-2 also performs better in each

individual realizations. It is also observed in fig. 6.3 that for the large Nc, the number of

carrier has negligible effect on AASR. As policy-2 performs best among the above mentioned

policies, it will be used as the default pairing policy for subsequent discussion.

6.4.3 Power Allocation over Sub-Carriers

Now we discuss proposed power allocation policies at Alice (probing phase) and

Bob (echoing phase) to further improve the AASR. Let, Alice and Bob have available

power budget of NcpA and NcpB for total Nc carriers, and allocated power for nth carrier

is denoted as pA,n and pB,n. Please note that although we do not assume that the users

have the knowledge of eavesdropper CSI, we assume that the users know the statistics of

eavesdropper CSI which is used in the power allocation policies. First we discuss echoing

power allocation:

Power allocation at Bob (echo phase); policy-4

We can rewrite (6.4) in terms of pB,n and other terms:

Cs,steep
.
=

1

Nc

Nc∑
n=1

[
log

(
1 +

q̃npB,n
r̃npB,n + 2

)
− ln

]+
(6.6)

Where q̃n = |h̃AB,n|2 and r̃n = ãnq̃n
(ãn+1)2

and ãn = pA,n|h̃BA,n|2. Without knowing Eve’s CSI,

the exact ln is not available. However, using the knowledge of the statistics of Eve’s CSI,

Bob can statistically obtain ln using the following:
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ln = EgA,gB log

1 +
dn

dnãn(ãn+cn+1)
(ãn+1)2(cn+1)

+ 2

 (6.7)

where cn = αpA||gA||2 and dn = βpB||gB||2. We also define the following:

vn(pB,n)
.
= log(1 +

q̃npB,n
r̃npB,n + 2

)− ln (6.8a)

gn(pB,n)
.
=
∂vn(pB,n)

∂pB,n
=

log e

1 +
q̃npB,n

r̃npB,n+2

q̃n
(r̃npB,n + 2)2

(6.8b)

Here vn(pB,n) is monotonically increasing and gn(pB,n) is monotonically decreasing function

of pB,n. by considering q̃n, r̃n, ln as constants, we can formulate the following the convex

optimization problem which should have a unique solution from its KKT conditions:

P1 : max
pB,n,∀n

Cs,steep; s.t. :

Nc∑
n=1

pB,n ≤ NcpB (6.9)

We let J = −Cs,steep + µ(
∑Nc

n=1 pB,n −NcpB). The KKT conditions are:

g
′
n(pB,n) = µ; ∀n where g

′
n(pB,n) > 0 (6.10a)

Nc∑
n=1

pB,n = NcpB (6.10b)

Here g
′
n(pB,n) = gn(pB,n) if vn(pB,n) > 0 or 0 otherwise. We can use bisection method to

solve the above problem. As gn(pB,n) is monotonically decreasing, we can also use bisection

to obtain pB,n for g
′
n(pB,n) = µ. Algorithm 3 shows the steps to solve the echoing power

allocation (at Bob). Intuitively, Bob removes power from carriers with smaller channel

gain that result in zero achievable secrecy rate. The total power is then allocated to the

remaining carriers that have positive secrecy rate according to their gradients (gn(pB,n)).

This power allocation introduces additional complexity of O
{
Nc log

(
NcpB
tol

)}
×

O
{
log
(µmax
tol

)}
. The first term is due to the bisection search for pB,i; ∀i ∈ I ranging from 0
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Algorithm 3 Bisection Algorithm to find pB,n; ∀n

Input: pT = NcpB and function vn(·), g
′
n(·); ∀n. Output: pB,n; ∀n

Initiate: µ1 = 0, µ2 = Null, µ = 10−6, I = {1, · · · , Nc}

thres = 0, Pth = 10−1, itermax = 500, iter = 1

for iter ≤ itermax do

for each i ∈ I do

Compute pB,i for g
′
i(pB,i) = µ using bisection, then Compute vi(pB,i)

if vi(pB,i) ≤ thres then

Set pB,i = 0, µ1 = 0, µ2 = Null, then Remove i from I

end if

end for

Compute PG =
∑Nc

j=1 pB,j − PT

If |PG| < Pth: return pB,n; ∀n

elif PG > 0: Set µ1 = µ, µ = 1
2(µ1 + µ2); or µ = 2µ if µ2 is Null

elif PG < 0:Set µ2 = µ and µ = 1
2(µ1 + µ2)

Check if |PG| is same for 5 consecutive iterations (algorithm is stuck for set I)

if |PG| is same for 5 consecutive iterations then

Increase thres by 10−2 (this will remove element from I that is causing problem)

end if

Increase iter by 1

end for

return Null =0
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to NcpB and the second term is due to bisection search for µ. Here, tol is the tolerance of

the bisection searches and µmax is the maximum range of µ.

Power allocation at Alice (probing phase); policy-5

Subsequent to echoing power allocation at Bob, probing power allocation at Alice

can be done. Unlike the echoing power, the AASR given by (6.4) is not monotonically

increasing with probing power. From fig. 6.2, it is apparent that AASR increases then de-

creases with pA,n and without the knowledge of Eve’s channel, the closed form for (6.4) is not

feasible. First, we propose a simple method for probing power allocation which is as follows:

After Bob allocates power to N ′
c ≤ Nc echoing carriers, Alice equally distributes total power

NcpA only to the corresponding N ′
c probing carriers, i.e., Alice also removes power from cor-

responding carriers where Bob removed power from and distribute total power equally to

remaining carriers. We denote the policy as ‘policy-5-uniform’. We also propose another

probing power allocation policy denoted as ‘policy-5-waterfil’ where Alice distributes total

power NcpA only to the corresponding N ′
c probing carriers using water-filing algorithm ac-

cording to the CSI (maximize
∑

n∈N ′
c
log(1+pA,n|h̃BA,n|2) s.t.

∑
n∈N ′

c
pA,n ≤ NcpA, here N ′

c

is set of carriers with nonzero echo power). Policy-5-uniform introduces additional O{Nc}

complexity and policy-5-waterfil introduces additional O{Nc log(µmax/tol)} complexity.
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Simulation Results of Policies-4,5

Figure 6.4: Achievable secrecy rate for policies-2,4,5 for different probing power pA and
echoing power pB.

Figure 6.5: Achievable secrecy rate for policy-5 for different probing power pA and echoing
power pB. For a given echo power, probing power should not exceed a threshold (orange
line).
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Fig. 6.4 shows the mean AASR for policy-4 and -5 (policy-2 which is the best

among 1,2,3, is also included for comparison). Like fig. 6.2, mean AASR was obtained

from 2000 random realizations of user and eavesdropper CSI. From the illustrations, it

is observed that policy-4 significantly improves AASR compared to policy-2. Although

policy-5 does not improve the AASR, it allows achieving the same AASR for much lower

pA. We also observe that the two variants of policy-5 provide almost identical results. As

the water filling algorithm only optimizes for the channel capacity, it does not have much

effect on the achievable secrecy rate which also involves eavesdropper CSI and a different

expression than the channel capacity. As both variants of policy-5 produce nearly identical

performance and policy-5-uniform requires much lower complexity than its variant, we will

use policy-5-uniform for subsequent analysis and refer to it as ‘policy-5’.

Also it is evident from the plots that AASR does not monotonically increase with

probing power pA, which implies that there is an optimal probing power beyond which the

AASR would decrease. The optimal probing power may not be the maximum available

power and probing should not be done at larger power than a threshold (shown in fig.

6.5).

6.5 Comparison with SKC and Classic WTC

In this section, we present some simulation results to compare STEEP policies

with the classic WTC channel and secret key capacity.
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Figure 6.6: Achievable secrecy rate of STEEP policy-5 VS classic water-filing for nE = 1,
Nc = 50, α = 2, β = 10 and different pA and pB.

6.5.1 Classic WTC

In the classic WTC scheme, for given Nc, α, β, nE , we have used 2000 channel real-

izations to obtain AASR using (6.5) which captures both way transmissions from Alice and

Bob. We have also applied water-filling algorithm for power allocation at Alice and Bob

which is optimal for this scheme. From the plots in fig. 6.6, 6.7 and 6.8, we can see that the

STEEP with proper pairing and power scheduling (policy-5), performs significantly better

than classic WTC in terms of average achievable secrecy rate. Especially against Eaves-

dropper with more antennas, AASR for classical WTC vanishes but MC-STEEP provides

higher rate. Also, STEEP benefits from increasing the echoing power (pB) whereas the

classical WTC is indifferent to different echoing power.
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Figure 6.7: Achievable secrecy rate of STEEP policy-5 VS classic water-filing for nE = 2,
Nc = 50, α = 3, β = 5 and different pA and pB.

6.5.2 Secret Key Capacity

For a given realization of hBA,n and gA,n, Ckey,n in bits per probing interval for a

given carrier n is given by [34]:

Ckey,n=log

(
1+

pA,n|hBA,n|2

1+αpA,n||gA,n||2

)
=log

(
1+

an
1+cn

)
(6.11)

Here, pA,n, ∀n can be obtained by uniformly distributing total available probing power to all

carriers (similar to policy-5-uniform) as well as distributing total available power according

to water filing based on hBA,n (similar to policy-5-waterfil).

Mean AASR of policy-5 (both variants) and Ckey for both uniform and waterfil

power allocation are plotted in fig. 6.9. For given set of parameters, we used R = 2000

realizations of user and eavesdropper CSI to obtain the plots. We can see that for increasing

echo power pB, policy-5 seems to approach Ckey and Ckey saturates with increasing probing

power. Here it is observable that using water-filing for probing power to maximize channel
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Figure 6.8: Achievable secrecy rate of STEEP policy-5 VS classic water-filing for nE = 4,
Nc = 50, α = 3, β = 5 and different pA and pB.

capacity results in somewhat reduced Ckey. As Ckey in (6.11) involves both user and eaves-

dropper CSI, optimizing for channel capacity using water filing method does not necessarily

result in higher key capacity. Distributions of AASR for policy-5 (both variants) and Ckey

(for both uniform and waterfil power allocation) for different probing and echoing power

illustrated in fig. 6.10. For a given echoing power, the probing power is chosen where mean

AASR is maximized. It is observed that the distributions with uniform power allocation

and optimized power allocation with water filing are almost identical. Power allocation for

maximizing channel capacity does not affect achievable average secrecy rate in STEEP and

secrecy capacity.
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Figure 6.9: Secrecy Capacity and Achievable secrecy rate for policies-5 for different pA and
pB.

6.6 Conclusion

In this chapter, we have presented different policies for STEEP in multi-carrier

setup. In terms of Average Achievable Secrecy Rate (AASR), STEEP can benefit from

accordingly pairing the probing and echoing carriers whereas, the classical WTC cannot.

As the closed form for the AASR is hard to obtain without knowing the eavesdropper

channel, we proposed some pairing policies based on heuristics. From simulations it is

evident that pairing the strongest probing carrier with the strongest echoing carrier and so

on (policy-2), improves AASR significantly. We have proposed echoing power scheduling

algorithm where power is cut off from the weak carriers that do not contribute to AASR and

redistributed to remaining carriers using KKT conditions. For probing power allocation, we

have seen that distributing total power to active carriers uniformly and by using water filing
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Figure 6.10: Distribution of Achievable secrecy rate for policy-5 and Ckey for different
probing and echoing power.

algorithm to maximize channel capacity gives almost identical results which is getting same

AASR at lower probing power budget. It is also observed that for a given echoing power,

probing power should not be increased arbitrarily. Finally, we compared the best policy

(policy-5) with classical wire-tap channel and secret key capacity. Simulation results show

STEEP policy-5 performing significantly better than WTC channel model especially against

eavesdropper with large number of antennas. Also, it is observed that AASR of STEEP

policy-5 approaches secret key capacity with large echoing power. Further investigation
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can be carried out to explore better pairing and power scheduling policies with optimality

guarantees and potential extension of MIMO links and short-block-length regime.
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Chapter 7

Conclusions

In this thesis, we have explored various facets of physical layer security (PLS) to

address the increasing concerns regarding data transmission and storage in wireless net-

works. The research highlighted the vulnerabilities and challenges posed by the broadcast

nature of wireless communication and proposed advanced methods to ensure robust security

against strong eavesdroppers.

In chapter 2 we began by introducing the concept of Unconditional Secrecy (UNS)

and exploring the promising method RRCM for secure transmission. We explored the

concept of continuous encryption which provides light-weight low-latency solution to the

encryption-decryption problem without establishing secret key. We also propose SVD-CEF

which encrypts shared secret vector (SV) into a long sequence of continuous random outputs.

SVD-CEF is shown to be robust against Newton’s search algorithm and exhaustive search

and possesses desirable statistical properties.
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In chapter 3 we proposed PLE techniques for secure UAV to Ground communica-

tion. Our method converts the shared secret vector into uniform RVs using SVD-CEF which

is then used to encrypt symbols and hide the constellation. We derived the noise propaga-

tion of different transformations and provided simulation results that show the performance

in terms of symbol error rate.

In chapter 4 we proposed a generalized secret key generation technique with the

help of SVD-CEF. Unlike direct quantization method (DQ), our proposed method allows

one or even fractional bits to be extracted from a sample, which significantly reduces Key

Error Rate. We also tested the randomness using NIST randomness test suite and the

generated keys showed sufficient randomness.

In chapter 5 we derived Secret Key Capacity (SKC) bounds for MIMO channel

with Gaussian probing. While the First-order-Terms (FoTs) are the same as previously

reported, the Second-order-Terms (SoTs) reveal useful insights. It is shown that SKC is

positive if the channel between users is non-reciprocal and Eve has more antenna and better

SNR.

In chapter 6 we discussed different policies to apply STEEP, a novel secret message

transmission scheme for SISO multi-carrier setup. STEEP being a round-trip scheme can

benefit from pairing of probing and echoing carriers. We also proposed power scheduling

techniques to further improve the performance.

While the methods presented in this thesis provide valuable insights into methods

for network security, they represent only a fraction of the potential problems in this field.

It is essential to acknowledge that there is still much to explore and discover. In conclusion,
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we briefly outline several logical extensions of this work that can pave the way for future

research. These extensions hold promise for further advancements in the field and offer

potential directions for future investigations.

• Further test the robustness of CEF against potential attack schemes

• Extensive comparison between traditional key generation based encryption and con-

tinuous encryption.

• Exploration of SKC for relay channel

• Exploration of STEEP for multi-carrier setup for MIMO channels

• Exploration of Achievable Secrecy Rate for finite block length regime

In conclusion, this thesis has significantly advanced the understanding and im-

plementation of physical layer security in wireless networks. The proposed methods and

theoretical insights offer practical solutions for enhancing the security of modern commu-

nication systems. Future research could further refine these techniques and explore their

applicability in emerging technologies and more complex network scenarios.
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good offense: Adversarial attacks to avoid modulation detection. IEEE Transactions
on Information Forensics and Security, 16:1074–1087, 2020.

[57] Meysam Sadeghi and Erik G Larsson. Adversarial attacks on deep-learning based ra-
dio signal classification. IEEE Wireless Communications Letters, 8(1):213–216, 2018.

[58] Haojun Zhao, Yun Lin, Song Gao, and Shui Yu. Evaluating and improving adversarial
attacks on DNN-based modulation recognition. In 2020 IEEE Global Communications
Conference (GLOBECOM), pages 1–5. IEEE, 2020.

[59] Bryse Flowers, R Michael Buehrer, and William C Headley. Communications aware
adversarial residual networks for over the air evasion attacks. In 2019 IEEE Military
Communications Conference (MILCOM), pages 133–140. IEEE, 2019.

[60] Alex Berian, Kory Staab, Gregory Ditzler, Tamal Bose, and Ravi Tandon. Adversarial
filters for secure modulation classification. In 2021 Asilomar Conference on Signals,
Systems, and Computers, pages 361–367. IEEE, 2021.

[61] Krystian Grzesiak, Zbigniew Piotrowski, and Jan M Kelner. A wireless covert channel
based on dirty constellation with phase drift. Electronics, 10(6):647, 2021.

[62] Changsheng You and Rui Zhang. 3D trajectory optimization in rician fading for
UAV-enabled data harvesting. IEEE Transactions on Wireless Communications,
18(6):3192–3207, 2019.

[63] JM Meredith. Study on enhanced LTE support for aerial vehicles. 3GPP, Sophia
Antipolis, France, Rep. TR, 36, 2017.

[64] David WMatolak and Ruoyu Sun. Air-ground channel characterization for unmanned
aircraft systems: The near-urban environment. In 2015 IEEE Military Communica-
tions Conference (MILCOM), pages 1656–1660. IEEE, 2015.

168



[65] Sriram Nandha Premnath, Suman Jana, Jessica Croft, Prarthana Lakshmane Gowda,
Mike Clark, Sneha Kumar Kasera, Neal Patwari, and Srikanth V Krishnamurthy. Se-
cret key extraction from wireless signal strength in real environments. IEEE Trans-
actions on Mobile Computing, 12(5):917–930, 2012.
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