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Analysis of kinematic waves arising in diverging traffic

flow models

Wen-Long Jin∗

October 23, 2018

Abstract

Diverging junctions are important network bottlenecks, and a better understanding of di-

verging traffic dynamics has both theoretical and practicalimplications. In this paper, we first

introduce a continuous multi-commodity kinematic wave model of diverging traffic and then

present a new framework for constructing kinematic wave solutions to its Riemann problem

with jump initial conditions. In supply-demand space, the solutions on a link consist of an inte-

rior state and a stationary state, subject to admissible conditions such that there are no positive

and negative kinematic waves on the upstream and downstreamlinks respectively. In addi-

tion, the solutions have to satisfy entropy conditions consistent with various discrete diverge

models. In the proposed analytical framework, kinematic waves on each link can be uniquely

determined by the stationary and initial conditions, and weprove that the stationary states and

boundary fluxes exist and are unique for the Riemann problem of diverge models when all or

partial of vehicles have predefined routes. We show that the two diverge models by Lebacque
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and Daganzo are asymptotically equivalent. We also prove that the supply-proportional and

priority-based diverge models are locally optimal evacuation strategies. With numerical exam-

ples, we demonstrate the validity of the analytical solutions of interior states, stationary states,

and corresponding kinematic waves. This study presents a unified framework for analyzing

traffic dynamics arising in diverging traffic and could be helpful for developing emergency

evacuation strategies.

Key words: Kinematic wave models, diverging traffic, Riemann problem, supply-demand space,

stationary states, interior states, boundary fluxes, turning proportions, First-In-First-Out, evacua-

tion strategies

1 Introduction

Essential to effective and efficient transportation control, management, and planning is a better

understanding of the evolution of traffic dynamics on a road network, i.e., the formation, propa-

gation, and dissipation of traffic congestion. The seminal work by (Lighthill and Whitham, 1955;

Richards, 1956) (LWR) describes traffic dynamics with kinematic waves, including shock and rar-

efaction waves, in density (ρ), speed (v), and flux (q). Based on a continuous version of traffic

conservation,∂ρ
∂ t +

∂q
∂x = 0, and an assumption of a speed-density relationship,v=V(ρ), the LWR

model can be written as

∂
∂ t

ρ +
∂
∂x

ρV(ρ) = 0, (1)

which is for a homogeneous road link with time and location independent traffic characteristics,

such as free flow speed, jam density, capacity, and so on. In general,V(ρ) is a non-increasing

function, andvf =V(0) is the free flow speed. In addition,q= Q(ρ) ≡ ρV(ρ) is unimodal with

capacityC = Q(ρc), whereρc is the critical density. Traffic states with density higher thanρc are

congested or over-critical, and those with lower density are free flowing or under-critical. Here we

denote the jam density byρ j , andρ ∈ [0,ρ j ].
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In a road network, however, more important and interesting are the formation, propagation, and

dissipation of traffic queues caused by network bottlenecks, including merges, diverges, and other

network junctions (Daganzo et al., 1999). But compared withnumerous studies on the LWR model

and higher-order models of traffic flow on a road link (FederalHighway Administration, 2004),

studies on traffic dynamics at merging, diverging, and otherjunctions are scarce. In (Fazio et al.,

1990), behavioral models were proposed to capture individual vehicles’ diverging maneuvers. In

(Papageorgiou, 1990), diverging flows of vehicles on a path are determined by pre-defined splitting

rates. In (Daganzo, 1995), the First-In-First-Out (FIFO) principle was explicitly introduced so that

diverging flows are proportional to turning proportions, which can be time-dependent. But it was

noted that the FIFO principle could be violated when one downstream branch is heavily congested.

In (Liu et al., 1996; Ngoduy et al., 2006), diverging traffic was considered in a so-called friction

term of a higher-order model, where diverging flow to an off-ramp is determined by expected

diverging flow and the congestion level of the off-ramp. In (Muñoz and Daganzo, 2002), it was

shown that First-In-First-Out (FIFO) blockage caused by one congested downstream branch could

significantly reduce the discharging flow-rate of the whole diverge, and vehicles may not follow the

FIFO principle strictly. Diverging traffic with two or more vehicles have been studied in (Daganzo,

1997; Daganzo et al., 1997; Newell, 1999). In (Cassidy, 2003), metering strategies were discussed

for diverging junctions. As pointed out in (Daganzo, 1999),different network bottlenecks can

induce different traffic behavior; at diverging junctions,which are different from merging and

other junctions, not only capacities of all branches but also the combinations of diverging vehicles

on the upstream branch could determine the formation and dissipation of queues. In addition, a

better understanding of diverging traffic flow could also lead to more efficient evacuation strategies

(Sheffi et al., 1982). In this study, we are interested in traffic dynamics arising from diverging

junctions for one type of vehicles within the framework of the LWR model.

Considering the analytical power and simplicity of the LWR model, many researchers have

attempted to study traffic dynamics arising in general transportation networks in the framework of
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kinematic wave models. In one line, Daganzo (1995) and Lebacque (1996) extended the Godunov

discrete form of the LWR model for computing traffic flows through diverging, diverging, and

general junctions. Hereafter we call such models as Cell Transmission Models (CTM). In CTM,

so-called traffic demand and supply functions are introduced, and boundary fluxes through vari-

ous types of junctions can be written as functions of upstream demands and downstream supplies.

In CTM, various physically meaningful rules can be used to compute boundary fluxes, such as

the First-In-First-Out diverging principle (Papageorgiou, 1990; Daganzo, 1995) and the fair merg-

ing principle (Jin and Zhang, 2003b). CTM are discrete in nature and only suitable for numerical

simulations. Thus they do not provide any analytical insights on traffic dynamics at a network

intersection as the LWR model. In another line, Holden and Risebro (1995) and Coclite et al.

(2005) attempted to solve a Riemann problem of an intersection with m upstream links andn

downstream links. In both of the analytical studies, all links are homogeneous and have the same

speed-density relations, and traffic dynamics on each link are described by the LWR model. In

(Holden and Risebro, 1995), the Riemann problem with jump initial conditions is solved by in-

troducing an entropy condition that maximizes an objectivefunction of all boundary fluxes. In

(Coclite et al., 2005), the Riemann problem is solved to maximize total flux with turning propor-

tions. Both studies were able to describe basic waves arising from a network intersection but

also subject to significant shortcomings: (i) All links are assumed to have the same fundamen-

tal diagram in both studies; (ii) In (Holden and Risebro, 1995), vehicles can travel to an arbitrary

downstream link, and the entropy conditions used are pragmatic and lack of physical interpreta-

tions; and (iii) In (Coclite et al., 2005), results are only valid for restricted turning proportions and

junctions with no fewer downstream links; i.e.,n≥ m. In addition, neither of these studies present

a unified continuous model of network vehicular traffic.

As in (Holden and Risebro, 1995; Coclite et al., 2005), in this study we attempt to analytically

obtain kinematic wave solutions of traffic dynamics arisingat a diverging junction. However, our

study does not bear the same limitations as in these studies:all links can be mainline freeways or
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off-ramps with the same or different characteristics, and our solutions are physically meaningful

and consistent with the discrete supply-demand models of diverging traffic, e.g. those proposed

in (Daganzo, 1995; Lebacque, 1996). We first present a continuous kinematic wave model of

multi-commodity diverging traffic flow based on the conservation of commodity traffic. Following

the new framework used to solve Riemann problems for inhomogeneous LWR model at a linear

junction (Jin et al., 2009) and for merging traffic flow (Jin, 2010), we present a new framework

for solving the Riemann problem for diverge models. In the Riemann solutions, there can be a

stationary state and an interior state for each branch. Herestationary states are the self-similar

states at the boundary. That is, in the Riemann solutions, stationary states prevail all links after

a long time. In contrast, interior states do not take any space in the continuous solution and only

show up in one cell in the numerical solutions as observed in (van Leer, 1984). We introduce a

so-called supply-demand diagram and discuss the problem insupply-demand space, rather than

in ρ −q space as in (Holden and Risebro, 1995; Coclite et al., 2005).After deriving admissible

solutions for upstream and downstream stationary and interior states, we introduce an entropy

condition based on various diverge models. We then prove that stationary states and boundary

fluxes are unique for given upstream demand and downstream supplies (but interior states may

not). Then, kinematic waves on a link are determined by the corresponding LWR model with the

stationary state and the initial state. In a sense, kinematic waves of the Riemann problem can be

considered as continuous solutions of the discrete Cell Transmission Model with various diverging

rules in (Daganzo, 1995; Lebacque, 1996).

Different from (Holden and Risebro, 1995; Coclite et al., 2005), where the Riemann solutions

only comprise of initial and stationary states, here we haveadditional interior states. Interior states

were observed when the inhomogeneous LWR model was used to simulate traffic dynamics on a

ring road (Jin and Zhang, 2003a; Jin et al., 2009). Although interior states are not directly related

to kinematic waves on all links, they are used in the entropy condition and therefore essential to

picking out unique physical solutions. As we can see later, interior states are essential to construct

5



kinematic wave solutions for different diverge models.

The rest of the paper is organized as follows. In Section 2, weintroduce a continuous multi-

commodity kinematic wave model of diverging traffic. In Section 3, we introduce a new framework

for solving the kinematic waves of the Riemann problem with jump initial conditions in supply-

demand space. In particular, we derive traffic conservationconditions, admissible conditions of

stationary and interior states, and additional entropy conditions based on various discrete diverge

models. In Section 4, we solve stationary states and boundary fluxes for diverge models when

vehicles have predefined routes. In Section 5, we discuss diverge models in various evacuation

strategies. In Section 6, we demonstrate the validity of theproposed analytical framework with

numerical examples. In Section 7, we summarize our findings and present some discussions.

2 A multi-commodity continuous kinematic wave model of di-

verging traffic flow and its Riemann problem

1

2

...

n

0

...

xp = 0−∞ ∞

Figure 1: An illustration of a diverge network

We consider a diverge network withm≥ 2 downstream links and one upstream link, as shown

in Figure 1. In this network, there arem+1 links andm paths. We differentiate all vehicles into

P= mcommodities according to their paths. We denote the link-commodity incidence variable by

δp,a, which equals 1 if commodityp (p= 1, · · · ,m) uses linka (a= 1, · · · ,m+1) and 0 otherwise.
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ThusPa = ∑P
p=1δp,a is the number of commodities on linka: Pa = 1 for a= 1, · · · ,m, andPa = m

for a= 0. On a linka, the location is denoted by link coordinatexa ∈ [Xa,Xa+La], whereLa is the

length of linka, andxa =Xa andXa+La are the upstream and downstream boundaries respectively.

On the path of a commodityp, the location is denoted by commodity coordinatexp ∈ [Xp,Xp+Lp],

whereLp = ∑aδp,aLa and we assume that there is no loop on a path. is the length of path p, and

xp =Xp andXp+Lp are at the origin and destination respectively. Ifδp,a = 1, we denoteLp,a as the

distance from the origin of pathp to the upstream boundary of linka, andxa andxp follows a one-

to-one relation: ifxp ∈ [Xp+Lp,a,Xp+Lp,a+La], thenxp is on linka andxa = xp−Xp−Lp,a+Xa.

That is,δp,a(xa−Xa−xp+Lp,a+Xp) = 0 for all a= 1, · · · ,m+1 andp= 1, · · · ,m

For commodityp, we denote density, speed, and flux byρp(xp, t), vp(xp, t), andqp(xp, t) =

ρp(xp, t)vp(xp, t), respectively. From traffic conservation of commodityp, we can have the follow-

ing continuous conservation equation

∂ρp

∂ t
+

∂qp

∂xp
= 0, (2)

whose derivation is the same as that for single commodity (e.g. Haberman, 1977; Newell, 1993).

For linka, we denote density, speed, and flux byρa(xa, t), va(xa, t), andqa(xa, t)= ρa(xa, t)va(xa, t),

respectively. Then we have thatρa(xa, t) = ∑pδp,aρp(xa, t) andqa(xa, t) = ∑pδp,aqp(xa, t). Note

that, ρp(xa, t) exists only when linka is on pathp and ρp(xa, t) = ρp(xp, t) with xa = xp −

Lp,a − Xp + Xa. It is the same forvp(xa, t) and qp(xa, t). We assume that traffic streams of

different commodities on linka are homogeneous and share the same speed at the same loca-

tion and time. That is, we have the following speed-density relationships (Greenshields, 1935;

Del Castillo and Benitez, 1995)

vp(xa, t) = va(xa, t) =V(xa,ρa(xa, t)). (3)

Generally,Va(xa,ρa) is non-increasing inρa, andQ(xa,ρa) ≡ ρaV(xa,ρa) is unimodal inρa with

its maximum as capacity atxa. We can see that conservation laws of multi-commodity flows in (2)
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lead to the following LWR model

∂
∂ t

ρa(xa, t)+
∂

∂xa
ρa(xa, t)V(xa,ρa(xa, t)) = 0, (4)

which can work for inhomogeneous roads. Correspondingly, we can have the following traffic

conservation equation for commodityp andxp ∈ [Xp+Lp,a,Xp+Lp,a+La]

∂
∂ t

ρp(xp, t)+
∂

∂xp
ρp(xa, t)V(ρa(xa, t)) = 0, p= 1, · · · ,m (5)

wherexa = xp−Xp−Lp,a+Xa. For commodityp, the traffic stream evolves on the corresponding

path, and we obtain a one-dimensional hyperbolic conservation law. However, all traffic streams

interact with each other on the network, and we have a system of network hyperbolic conservation

laws. We hereafter call (5) as a multi-commodity kinematic wave (MCKW) model of diverging

traffic.

We can see that traffic flow on a road network cannot be modeled by either one-dimensional

or two-dimensional conservation laws, since vehicles of different commodities interact with each

other on their shared links. In particular, for a diverge network with m downstream links, traffic

streams ofm commodities interact with each other on the upstream link. Traffic dynamics inside

each link can be studied by the LWR models in (1) or (4), and theremained task is to study traffic

dynamics at the diverging junction. Here we consider the Riemann problem for the MCKW model

of diverging traffic in (5) with jump initial conditions. Without loss of generality, we assume

that all links are homogeneous and infinitely long. For linka = 1, · · · ,m+1, we assume that its

flow-density relation isqa = Qa(ρa), critical densityρc,a, and its capacityCa. For the network in

Figure 1, we setXp = −∞, Xp+Lp = ∞, andxp = 0 is at the diverging junction forp= 1, · · · ,m;

Xa = 0 andXa+La = ∞ for a= 1, · · · ,m; andX0 =−∞ andXm+1+Lm+1 = 0. Therefore,Lp,0 = 0,

Lp,p = ∞, andδp,a(xa−xp) = 0 for all a= 0 andp= 1, · · · ,m.

For commodityp= 1, · · · ,m, we have the following jump initial conditions:

ρp(xp,0) =







ρp,L, xp ∈ (−∞,0]

ρp,R, xp ∈ (0,+∞)
. (6)
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Then upstream link 0 and downstream linki = 1, · · · ,m have constant initial conditions:

ρ0(x0,0) = ρ0 ≡ ∑
p

ρp,L, x0 ∈ (−∞,0), (7)

ρi(xi ,0) = ρi ≡ ρi,R, xi ∈ (0,+∞), i = 1, · · · ,m (8)

3 An analytical framework

For link a = 0, · · · ,m, we define the following demand and supply functions with allsubscripta

suppressed (Engquist and Osher, 1980; Daganzo, 1995; Lebacque, 1996)

D(ρ) = Q(min{ρ ,ρc}) =







Q(ρ), if ρ ≤ ρc

C, if ρ ≥ ρc

,

=

∫ ρ

0
χ(s)Q′(s)ds=

∫ ρ

0
max{Q′(s),0}ds (9)

S(ρ) = Q(max{ρ ,ρc}) =







Q(ρ), if ρ ≥ ρc

C, if ρ ≤ ρc

,

= C+
∫ ρ

0
(1−χ(s))Q′(s)ds=C+

∫ ρ

0
min{Q′(s),0}ds, (10)

whereχ(ρ) equals 1 iffQ′(ρ)≥ 0 and equals 0 otherwise.

Here we represent a traffic state in supply-demand space asU = (D,S). This is different from

many existing studies, in which traffic states are considered in ρ-q space. For the demand and

supply functions in (9) and (10), we can see thatD is non-decreasing withρ andSnon-increasing.

ThusD ≤C, S≤C, max{D,S}=C, and flow-rateq(U) = min{D,S}. In addition,D = S=C iff

traffic is critical;D<S=C iff traffic is strictly under-critical (SUC);S<D=C iff traffic is strictly

over-critical (SOC). Therefore, stateU = (D,S) is under-critical (UC), iffS= C, or equivalently

D ≤ S; StateU = (D,S) is over-critical (OC), iffD =C, or equivalentlyS≤ D.

In Figure 2(b), we draw a supply-demand diagram for the two fundamental diagrams in Figure

2(a). On the dashed branch of the supply-demand diagram, traffic is UC andU = (D,C) with
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D ≤ C; on the solid branch, traffic is OC andU = (C,S) with S≤ C. Compared with the fun-

damental diagram of a road section, the supply-demand diagram only considers its capacityC

and criticality, but not other detailed characteristics such as critical density, jam density, or the

shape of the fundamental diagram. That is, different fundamental diagrams can have the same

demand-supply diagram, as long as they have the same capacity and are unimodal, and their criti-

cal densities, jam densities, or shapes are not relevant. However, given a demand-supply diagram

and its corresponding fundamental diagram, the points are one-to-one mapped.

0 ρ

q

C

0 D

S

C

C

(a) (b)

Figure 2: Fundamental diagrams and their corresponding supply-demand diagrams

In supply-demand space, initial conditions in (7) and (8) are equivalent to (Herei = 1, · · · ,m if

not otherwise mentioned)

U0(x0,0) = (D0,S0), x0 ∈ (−∞,0), (11)

Ui(xi ,0) = (Di ,Si), xi ∈ (0,+∞). (12)

(13)

In the solutions of the Riemann problem for (5) with initial conditions (11-12), a shock wave or a

rarefaction wave could initiate on a link from the divergingjunction atx= 0, and traffic states on

all links become stationary after a long time. We hereafter refer to these states as stationary states.

At the boundary, there can also exist interior states (van Leer, 1984; Bultelle et al., 1998), which
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take infinitesimal space and only exist in one cell in numerical solutions. We denote the stationary

states on upstream link 0 and downstream linki by U−
0 andU+

i , respectively. We denote the

interior states on links 0 andi by U0(0−, t) andUi(0+, t), respectively. The structure of Riemann

solutions on upstream and downstream links are shown in Figure 3, where arrows illustrate the

directions of possible kinematic waves. Then the kinematicwave on upstream link 0 is the solution

of the corresponding LWR model with initial left and right conditions ofU0 andU−
0 , respectively.

Similarly, the kinematic wave on downstream linki is the solution of the corresponding LWR

model with initial left and right conditions ofU+
i andUi, respectively.

Since vehicles’ proportions travel forward along vehicles(Lebacque, 1996), traffic dynamics

on the upstream link follow the First-In-First-Out (FIFO) principle (Papageorgiou, 1990). If the

commodity proportionsξi are predefined and constant, as a result of the global FIFO principle, in

the Riemann solutions we have

qi = ξiq0, (14)

which serves as the First-In-First-Out principle (Papageorgiou, 1990). Also we have that, in the

stationary stateU−
0 , vehicles’ proportions are the same as predefined ones. However, we could

have different proportions in the interior stateU0(0−, t) and denote the corresponding proportion

of commodityi by ξi(0−, t).

U0(0
−, t)U−

0U0

−x 0

Ui(0
+, t) U+

i Ui

x0

(a) (b)

Figure 3: The structure of Riemann solutions: (a) Upstream link 0; (b) Downstream linki

We denoteq0→i as the flux from link 0 to linki for t > 0. The fluxes are determined by the

stationary states: the out-flux of link 0 isq0 = q(U−
0 ), and the in-flux of linki is qi = q(U+

i ).
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Furthermore, from traffic conservation at a diverging junction, we have at stationary states

q0→i = qi = q(U+
i ), q0 = q(U−

0 ) =
m

∑
i=1

q(U+
i ). (15)

3.1 Admissible stationary and interior states

As observed in (Holden and Risebro, 1995; Coclite et al., 2005), the speed of a kinematic wave on

an upstream link cannot be positive, and that on a downstreamlink cannot be negative. We have

the following admissible conditions on stationary states.

Theorem 3.1 (Admissible stationary states)For initial conditions in (11) and (12), stationary

states are admissible if and only if

U−
0 = (D0,C0) or (C0,S

−
0 ), (16)

where S−0 < D0 , and

U+
i = (Ci,Si) or (D+

i ,Ci), (17)

where D+i < Si .

The proof is quite straightforward and omitted here. The regions of admissible upstream stationary

states in both supply-demand and fundamental diagrams are shown in Figure 4, and the regions

of admissible downstream stationary states are shown in Figure 5. From the figures, we can also

determine the types and traveling directions of waves with given stationary and initial states on

all links. In particular, the types of kinematic waves and the signs of the wave speeds can be

determined in the supply-demand diagram, but the absolute values of the wave speeds have to be

determined in the fundamental diagram.

Remark 1. U−0 =U0 andU+
i =Ui are always admissible. In this case, the stationary states are

the same as the corresponding initial states, and there are no waves.
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0 D

S

C0

C0

x
U0 = U−

0

(C0, D0)

U−

0

0 D

S

C0

C0

xU0

U−

0

(a) (b)

Figure 4: Admissible stationary states for upstream link 0:marked by black dots

0 D

S

Ci

Ci

x
UiU+

i

0 D

S

Ci

Ci

xUi = U+

i

(Si, Ci)U+

i

(a) (b)

Figure 5: Admissible stationary states for downstream linki: marked by black dots

Remark 2.Out-fluxq0 = min{D−
0 ,S

−
0 } ≤ D0 and in-fluxqi = min{D+

i ,S
+
i } ≤ Si. That is,D0 is

the maximum sending flow andSi is the maximum receiving flow in the sense of (Daganzo, 1994,

1995).

Remark 3.In (Lebacque and Khoshyaran, 2005), a so-called “invariance principle” is proposed

as follows: ifD−
0 =C0, thenq(U−

0 )< D0; if S+i =Ci , thenq(U+
i )< S0. We can see that Theorem

3.1 is consistent with the “invariance principle”.

Corollary 3.2 For the upstream link0, q0 ≤D0; q0 <D0 if and only if U−
0 = (C0,q0), and q0 = D0
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if and only if U−
0 = (D0,C0). For the downstream link i, qi ≤ Si ; qi < Si if and only if U+

i = (qi ,Ci),

and qi = Si if and only if U+
i = (Ci,Si). That is, given out-fluxes and in-fluxes, the stationary states

can be uniquely determined.

For interior states, the waves of the Riemann problem on link0 with left and right initial

conditions ofU−
0 andU0(0−, t) cannot have negative speeds. Similarly, the waves of the Riemann

problem on linki with left and right initial conditions ofUi(0+, t) andU+
i cannot have positive

speeds. Therefore, interior statesU0(0−, t) andUi(0+, t) should satisfy the following admissible

conditions.

Theorem 3.3 (Admissible interior states)For asymptotic stationary states U−0 and U+
i , interior

states U0(0−, t) and Ui(0+, t) in (20) are admissible if and only if

U0(0
−, t) =







(C0,S
−
0 ) =U−

0 , when U−
0 is SOC; i.e., S−0 < D−

0 =C0

(D0(0−, t),S0(0−, t)), when U−
0 is UC; i.e., D−0 ≤ S−0 =C0

(18)

where S0(0−, t)≥ D−
0 , and

Ui(0
+, t) =







(D+
i ,Ci) =U+

i , when U+
i is SUC; i.e., D+i < S+i =Ci

(Di(0+, t),Si(0+, t)), when U+
i is OC; i.e., S+i ≤ D+

i =Ci

(19)

where Di(0+, t)≥ S+i .

The proof is quite straightforward and omitted here. The regions of admissible upstream interior

states in both supply-demand and fundamental diagrams are shown in (6), and the regions of ad-

missible downstream interior states are shown in (7). From the figures, we can also determine

the types and traveling directions of waves with given stationary and interior states on all links,

but these waves are suppressed and cannot be observed, and weare only able to observe possible

interior states in numerical solutions.

Remark 1.Note thatU0(0−, t) = U−
0 andUi(0+, t) = U+

i are always admissible. In this case,

the interior states are the same as the stationary states.
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0 D

S

C0

C0

x
U−

0

(C0, D
−

0 )

U0(0
−, t)

0 D

S

C0

C0

xU−

0 = U0(0
−, t)

(a) (b)

Figure 6: Admissible interior states for upstream link 0: marked by black dots

0 D

S

Ci

Ci

x
U+
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Figure 7: Admissible interior states for downstream linki: marked by black dots

Corollary 3.4 For upstream link0, q0 ≤D0; q0 < D0 if and only if U0(0−, t)=U−
0 = (C0,q0), and

q0 = D0 if and only if U−
0 = (D0,C0), and U0(0−, t) = (D0(0−, t),S0(0−, t)) with S0(0−, t)≥ D0.

For the downstream link i, qi ≤ Si ; qi < Si if and only if Ui(0+, t) = U+
i = (qi ,Ci), and qi = Si if

and only if U+
i = (Ci ,Si), and Ui(0+, t) = (Di(0+, t),Si(0+, t)) with Di(0+, t)≥ Si.
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3.2 Entropy conditions consistent with discrete diverge models

In order to uniquely determine the solutions of stationary states, we introduce a so-called entropy

condition in interior states as follows:

qi = Fi(U0(0
−, t),U1(0

+, t), · · · ,Um(0
+, t),ξ1(0

−, t), · · · ,ξm(0
−, t)). (20)

That is, the entropy condition uses “local” information in the sense that it determines boundary

fluxes from interior states. In the discrete version of (5), the entropy condition is used to determine

boundary fluxes from cells contingent to the diverging junction. Thus,

Fi(U0(0
−, t),U1(0

+, t), · · · ,Um(0
+, t),ξ1(0

−, t), · · · ,ξm(0
−, t))

in (20) can be considered as local, discrete flux functions.

In (Daganzo, 1995),

F(U0(0
−, t),U1(0

+, t), · · · ,Um(0
+, t),ξ1(0

−, t), · · · ,ξm(0
−, t))

was proposed to solve the following local optimization problem

max
U−

0 ,U+
i ,U0(0−,t),U1(0+,t),···,Um(0+,t),ξ1(0−,t),···,ξm(0−,t)

{q0} (21)

subject to

q0 ≤ D0(0
−, t),

qi ≤ Si(0
+, t),

ξi(0
−, t) = the proportion of vehicles choosing pathi.

Thus, we obtain the total flux as

F(U0(0
−, t),U1(0

+, t), · · · ,Um(0
+, t),ξ1(0

−, t), · · · ,ξm(0
−, t)) = ξi(0

−, t)
m

min
i=1

{D0(0
−, t),

Si(0+, t)
ξi(0−, t)

}.

In the literature, a number of other diverge models have beenproposed. In (Lebacque, 1996),

the upstream demand is split into commodity demands according to predefined turning proportions,
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and the in-flux of each downstream link is the minimum of its supply and commodity demand.

In (Jin and Zhang, 2003b), turning proportions were proposed to be determined by downstream

supplies when vehicles have no predefined routes. In (Sheffi et al., 1982), turning proportions were

proposed to be determined by downstream speeds in a myopic evacuation scheme. All these local,

discrete diverge models can be considered as entropy conditions, so that we have corresponding

continuous diverge models (5).

3.3 Summary of the solution framework

To solve the Riemann problem for (5) with the initial conditions in (11)-(12), we will first find

stationary and interior states that satisfy the aforementioned entropy condition, admissible condi-

tions, and traffic conservation equations. Then the kinematic wave on each link will be determined

by the Riemann problem of the corresponding LWR model with initial and stationary states as

initial conditions. Here we will only focus on solving the stationary states on all links, since the

kinematic waves of the LWR model have been well studied in theliterature. From all the condi-

tions, we can see that the feasible domains of stationary andinterior states are independent of the

upstream supply,Si , and the downstream demand,Dm+1. That is, the same upstream demand and

downstream supply will yield the same solutions of stationary and interior states. However, the

upstream and downstream wave types and speeds on each can be related toSi as shown in Figure

4(d) andDm+1 as shown in Figure 5(d).

4 Diverge models with predefined turning proportions

In this paper, we solve the Riemann problem for a diverging junctions with two downstream links;

i.e.,m= 2. In this section, we consider two entropy conditions, i.e., two diverge model. Here ve-

hicles have predefined routes; i.e.,ξi are predefined constants, determined by vehicle route choice

behaviors. We attempt to find the relationships between the boundary fluxes and the initial condi-
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tions.

qi = F̂i(U0,U1,U2). (22)

In contrast to local, discrete flux functionsFi(U0(0−, t),U1(0−, t),U2(0+, t)), F̂i(U0,U1,U2) can be

considered as global, continuous. With the global, continuous fluxes, we can find stationary states

from Corollary 3.2. With the solution framework in the preceding section, we can then find the

kinematic waves of the Riemann problem of (5) with initial conditions(U0,U1,U2).

4.1 Daganzo’s diverge model

In (Daganzo, 1995), a FIFO diverge model was proposed based on (21)

q0 = min{D0(0
−, t),

S1(0+, t)
ξ1(0−, t)

,
S2(0+, t)
ξ2(0−, t)

}, (23)

and a local FIFO principle

qi = ξi(0
−, t)q0. (24)

Comparing (24) and (14), we obviously haveξi(0−, t) = ξi . That is, the commodity proportions in

the stationary state are the same as predefined. Thus in Riemann solutions, stationary and interior

states have to satisfy (23), traffic conservation, and the corresponding admissible conditions.

Theorem 4.1 For the Riemann problem of the MCKW model of merging traffic in(5) with ini-

tial conditions in (11) and (12), boundary fluxes satisfyingthe entropy condition in (23), traffic

conservation equations, and the corresponding admissibleconditions are:

q0 = min{D0,
S1

ξ1
,
S2

ξ2
}, (25)

and qi = ξiq0. The corresponding stationary and interior states are in the following:

1. If D0> q0, the stationary state of the upstream link is SOC, and U0(0−, t)=U−
0 = (C0,q0); if

D0 = q0, the stationary state of the upstream link is UC, U−
0 = (D0,C0), and U0(0−, t) =U−

0

or U0(0−, t) = (D0(0−, t),S0(0−, t)) with D0(0−, t)> D0 and S0(0−, t)≥ D0.
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2. If Si
ξi
> q0, the stationary state of downstream link i (i= 1,2) is SUC, and Ui(0+, t) =U+

i =

(qi,Ci); if Si
ξi
= q0, the stationary state of downstream link i is OC, U+

i = (Ci,Si), and

Ui(0+, t) =U+
i or Ui(0+, t) = (Di(0+, t),Si(0+, t)) with Di(0+, t)≥ Si and Si(0+, t)> Si.

The proof of the theorem is given in Appendix A. The solutionsof fluxes are illustrated in Figure

8, in which the starting point of an arrow represents the initial condition(S1,S2), and the ending

point represents the solution(q1,q2). That is, in region I,D0 < mini
Si
ξi

, and we haveqi = ξiD0; in

region II, C1
ξ1

< min{D0,
C2
ξ2
}, and we haveq1 = S1 andq2 = S1

ξ2
ξ1

; in region III, C2
ξ2

< min{D0,
C1
ξ1
},

and we haveq2 =S2 andq1 =S2
ξ1
ξ2

; on the boundary line between regions I and II, or the boundary

line between regions I and III,qi = ξiD0; on the boundary line between regions II and III,qi = Si .

We can see that, in region I,D0 < S1 +S2, andq0 = min{D0,S1+S2}. In regions II and III,

q0<min{D0,S1+S2}. That is, due to vehicles’ route choice behaviors, the capacity of the diverge,

min{D0,S1+S2}, is generally under-utilized.

0 S1, q1

S2, q2

D0

D0ξ1D0

ξ2D0

I

II

III

C1

C2

C0

C0

Figure 8: The solutions of fluxes for a FIFO diverging junction
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Comparing (23) and (25), we can see that the global, continuous fluxes have the same func-

tional form as the local, discrete fluxes. In this sense, the FIFO diverge model (23) is “invariant”.

Hereafter, we consider a model invariant if and only if the global, continuous fluxes have the same

functional form as the local, discrete fluxes.

4.2 Lebacque’s diverge model

In (Lebacque, 1996), the following diverge model was proposed

qi = min{ξi(0
−, t)D0(0

−, t),Si(0
+, t)}, (26)

andq0 = q1+q2. Compared with Daganzo’s model (23), this model is locally non-FIFO, and its

solutions are the following.

Theorem 4.2 For the Riemann problem of the MCKW model of merging traffic in(5) with ini-

tial conditions in (11) and (12), boundary fluxes satisfyingthe entropy condition in (26), traffic

conservation equations, and the corresponding admissibleconditions are the same as in (25); i.e.,

q0 = min{D0,
S1

ξ1
,
S2

ξ2
},

and qi = ξiq0. The corresponding stationary and interior states are in the following:

1. If D0> q0, the stationary state of the upstream link is SOC, and U0(0−, t)=U−
0 = (C0,q0); if

D0 = q0, the stationary state of the upstream link is UC, U−
0 = (D0,C0), and U0(0−, t) =U−

0

or U0(0−, t) = (D0(0−, t),S0(0−, t)) with D0(0−, t)> D0 and S0(0−, t)≥ D0.

2. If Si
ξi
> q0, the stationary state of downstream link i (i= 1,2) is SUC, and Ui(0+, t) =U+

i =

(qi,Ci); if Si
ξi
= q0, the stationary state of downstream link i is OC, U+

i = (Ci,Si), and

Ui(0+, t) =U+
i or Ui(0+, t) = (Di(0+, t),Si(0+, t)) with Di(0+, t)≥ Si and Si(0+, t)> Si.

3. The interior turning proportionsξi(0−, t) can be determined by interior states and stationary

states.
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The proof of the theorem is in Appendix B. The solutions of boundary fluxes can also be illustrated

by Figure 8.

Compared with Daganzo’s local FIFO model (23), Lebacque’s diverge model (26) does not

satisfy the local optimization condition in (21) or the local FIFO principle (24) and has interior

commodity proportions different from the predefined ones. Due to the different functional forms

of (26) and (25), Lebacque’s diverge model is not “invariant”. However, Lebacque’s model has

exact the same fluxes, stationary states, and therefore kinematic waves as Daganzo’s. That is, (26)

converges to (23) asymptotically and continuously and yields globally optimal and FIFO solutions.

In this sense, both models are “equivalent” globally and continuously.

5 Diverge models for emergency evacuation

5.1 A supply-proportional evacuation strategy

We consider the a diverging rule proposed in (Jin and Zhang, 2003b), in which

qi = min{1,
D0(0−, t)

S1(0+, t)+S2(0+, t)
}Si(0

+, t), i = 1,2. (27)

In this diverging rule, vehicles do not have predefined routes and belong to the same commodity.

This diverge model was applied for emergency evacuation situations in a road network (Qiu and Jin,

2008). In this model, we have

q0 = min{D0(0
−, t),S1(0

+, t)+S2(0
+, t)},

and the turning proportions are time-dependent

ξi =
Si(0+, t)

S1(0+, t)+S2(0+, t)
, i = 1,2. (28)

Thus in the Riemann solutions, stationary and interior states have to satisfy (27), traffic conser-

vation, and the corresponding admissible conditions.
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Theorem 5.1 For the Riemann problem of the MCKW model of diverging trafficin (5) with initial

conditions in (11) and (12), stationary and interior statessatisfying the entropy condition in (27),

traffic conservation equations, and the corresponding admissible conditions are the following:

1. When S1+S2 < D0, U+
i =Ui(0+, t) = (Ci,Si) (i = 1,2) and U−

0 =U0(0−, t) = (C0,S1+S2);

2. When S1+S2 = D0, U+
i =Ui(0+, t)= (Ci,Si) (i = 1,2), U−

0 = (D0,C0), U0(0−, t)= (D0,C0)

or (D0(0−, t),S0(0−, t)) with D0(0−, t)≥ D0 and S0(0−, t)> D0 when D0 <C0;

3. When Si >
Ci

C1+C2
D0 (i =1,2), U−

0 =U0(0−, t)= (D0,C0), andU−
i =Ui(0+, t)= ( Ci

C1+C2
D0,Ci).

4. When S1+S2 > D0 and Si ≤
Ci

C1+C2
D0 (i, j = 1 or 2 and i 6= j), U−

0 =U0(0−, t) = (D0,C0),

U+
i = (Ci ,Si), Ui(0+, t) = (Ci ,

Cj
D0−Si

Si), and U+
j =U j(0+, t) = (D0−Si ,Cj).

The proof of the theorem is given in Appendix C.

Corollary 5.2 For the Riemann problem of the MCKW model of diverging trafficin (5) with ini-

tial conditions in (11) and (12), boundary fluxes satisfyingthe entropy condition in (27), traffic

conservation equations, and the corresponding admissibleconditions are the following:

1. When S1+S2 ≤ D0, qi = Si (i = 1,2) and q0 = S1+S2;

2. When Si >
Ci

C1+C2
D0 (i = 1,2), qi =

Ci
C1+C2

D0 and q0 = D0;

3. When S1+S2 > D0 and Si ≤
Ci

C1+C2
D0 (i, j = 1 or 2 and i 6= j), qi = Si , qj = D0−Si , and

q0 = D0.

That is, for i, j = 1 or 2 and i 6= j, q0 = min{D0,S1+S2}.

qi = min{Si ,max{D0−Sj ,
D0

C1+C2
Ci}}. (29)
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The solutions of fluxes in four different regions are shown inFigure 9, in which the starting points

of arrows represent the initial conditions in(D1,D2), and the ending points represent the solutions

of fluxes (q1,q2). In the figure, we can see four regimes: In regime I, both downstream links

have OC stationary states; In regime II and IV, one downstream link has SUC and the other OC

stationary states; In regime III, both downstream links have SUC stationary states. Comparing

(29) and (27), we can see that the evacuation diverge model isnot “invariant”. Compared with the

diverge model in the preceding section, this model is optimal, sinceq0 = min{D0,S1+S2}.

0 S1, q1

S2, q2

D0

D0
C1

C1+C2

D0

C2

C1+C2

D0

I

IIIII

IV

C1

C2

C0

C0

Figure 9: Solutions of fluxes for a supply-proportional emergency evacuation diverge model

Corollary 5.3 If Ui (i = 1,2) and U0 satisfy

min{Di ,Si} = min{Si ,max{D0−Sj ,
D0

C1+C2
Ci}},

min{D0,S0} = min{S1+S2,D0},

then the unique stationary states are the same as the initialstates, and traffic dynamics at the

diverging junction are stationary.
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5.2 A priority-based evacuation strategy

Inspired by (29), we propose a priority-based evacuation strategy (i, j = 1,2 andi 6= j)

qi = min{Si(0
+, t),max{D0(0

−, t)−Sj(0
+, t),αiD0(0

−, t)}}, (30)

whereαi ∈ [0,1] andα1+α2 = 1.

Theorem 5.4 For the Riemann problem of the MCKW model of diverging trafficin (5) with ini-

tial conditions in (11) and (12), boundary fluxes satisfyingthe entropy condition in (30), traffic

conservation equations, and the corresponding admissibleconditions are given by

qi = min{Si,max{D0−Sj ,αiD0}}, (31)

and q0 = min{D0,S1+S2}.

The proof of the theorem is given in Appendix D. The solutionsof fluxes(q1,q2) from (S1,S2,D0)

are illustrated in Figure 10. Clearly we can see that fluxes in(29) can be considered as a special

case whenξi = Ci/(C1+C2), and the priority-based evacuation diverge model is invariant. An

extreme case is to give one downstream link an absolute priority for evacuation, e.g.,α1 = 1 and

α2 = 0. This can happen when link 1 is shorter or less congestion prone. In this case the fluxes in

(31) become

q1 = min{S1,D0},

q2 = min{S2,max{D0−S1}}.

5.3 A partial evacuation strategy

By a partial evacuation scenario, we mean that some vehicleshave predefined routes and others do

not. For example,ξ1 ∈ [0,1] andξ2 ∈ [0,1] are the predefined portions of vehicles choosing link 1
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Figure 10: Solutions of fluxes for a priority-based evacuation diverge model

and 2, respectively, butξ1+ξ2 may be smaller than 1. That is, the remaining portion 1−ξ1−ξ2

can take either route. For this scenario, we propose the following evacuation strategy (i, j = 1,2

andi 6= j)

qi = min{Si(0
+, t),

1
ξ j

Sj(0
+, t)−Sj(0

+, t),max{D0(0
−, t)−Sj(0

+, t),αiD0(0
−, t)}}, (32)

whereαi ∈ [ξi,1−ξ j ] andα1+α2 = 1.

Theorem 5.5 For the Riemann problem of the MCKW model of diverging trafficin (5) with ini-

tial conditions in (11) and (12), boundary fluxes satisfyingthe entropy condition in (32), traffic

conservation equations, and the corresponding admissibleconditions are given by

qi = min{Si ,
1
ξ j

Sj −Sj ,max{D0−Sj ,αiD0}}, (33)

and q0 = q1+q2.

The proof of the theorem is omitted here. The solutions of(q1,q2) are illustrated in Figure 11, in

which there are six regimes. Furthermore, we can show that (1) qi ≥ ξiq0; (2) Whenξ1+ξ2 = 1;
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i.e., when all vehicles have predefined routes, (33) is equivalent to (25); (3) Whenξ1 = ξ2 = 0;

i.e., when all vehicles have no predefined routes, (33) is equivalent to (31). Therefore, (32) can be

considered as a generalized diverge model, which encapsulates both normal and evacuation diverge

model. In addition, the generalized diverge model is invariant.

0 S1, q1

S2, q2

D0

D0

I

IV
II

VI

III

V

α1D0

α2D0

ξ1D0

(1− ξ1)D0

(1− ξ2)D0

ξ2D0

C1

C2

C0

C0

Figure 11: Solutions of fluxes for a generalized diverge model

6 Numerical examples

In this section, we numerically solve various diverge modeland demonstrate the validity of our

analytical results. Here, both links 0 and 1 are two-lane mainline freeways with a corresponding

normalized maximum sensitivity fundamental diagram (Del Castillo and Benitez, 1995) is (ρ ∈

[0,2])

Q(ρ) = ρ
{

1−exp

[

1−exp

(

1
4
(

2
ρ
−1)

)]}

.
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Link 2 is a one-lane off-ramp with a fundamental diagram as (ρ ∈ [0,1])

Q(ρ) =
1
2

ρ
{

1−exp

[

1−exp

(

1
4
(

1
ρ
−1)

)]}

.

Note that here the free flow speed on the off-ramp is half of that on the mainline freeway, which is

1. Thus we have the capacitiesC0 = C1 = 4C2 = 0.3365 and the corresponding critical densities

ρc0 = ρc1 = 2ρc2 = 0.4876. The length of all three links is the same asL = 10, and the simulation

time duration isT = 360. Note that here all quantities in this section are normalized and therefore

have no units.

In the numerical examples, we discretize each link intoM cells and divide the simulation time

durationT into N steps. The time step∆t = T/N and the cell size∆x= L/M, with ∆t = 0.9∆x,

satisfy the CFL condition (Courant et al., 1928)

vf
∆t
∆x

=
∆t
∆x

= 0.9≤ 1.

Then we use the following finite difference equation for linki = 0,1,2:

ρn+1
i,m = ρn

i,m+
∆t
∆x

(qn
i,m−1/2−qn

i,m+1/2),

whereρn
i,m is the average density in cellmof link i at time stepn, and the boundary fluxesqn

i,m−1/2

are determined by supply-demand methods. For example, for downstream linksi =1 and 2, the

out-fluxes are

qn
i,m+1/2 = min{Dn

i,m,S
n
i,m+1}, m= 1, · · · ,M,

whereDn
i,m is the demand of cellmon link i, Sn

i,m+1 is the supply of cellm, andSn
i,M+1 is the supply

of commodityi. For link 0, the in-fluxes are

qn
0,m−1/2 = min{Dn

3,m−1,S
n
3,m}, m= 1, · · · ,M,

whereDn
0,0 is the demand at the origin. Then the in-fluxes of the downstream links and the out-flux

of the downstream link are determined by diverge models, which are discrete versions of (20):

qn
i,1/2 = Fi(D

n
0,M,Sn

1,1,S
n
2,1),
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qn
0,M+1/2 = qn

1,1/2+qn
2,1/2.

We also track the commodity proportions in cellmof link 0, ξ n
i,m, as follows (Jin and Zhang, 2004)

ξ n+1
i,m =

ρn
0,m

ρn+1
0,m

ξ n
i,m+

∆t
∆x

qn
0,m−1/2ξ n

i,m−1−q0,m+1/2ξ n
i,m

ρn+1
0,m

.

Note thatξi is the predefined proportion of commodityi.

In our numerical studies, we only consider Lebacque’s diverge model (26) and its invariant

counterpart (23). For Lebacque’s diverge model, we have

qn
i,1/2 = min{Dn

0,Mξ n
i,M,Sn

i,1},

qn
0,M+1/2 = qn

1,1/2+qn
2,1/2.

In the invariant Daganzo’s diverge model, we have (i, j = 1,2 andi 6= j)

qn
0,M+1/2 = min{Dn

0,M,
Sn

1,1

ξ n
1,M

,
Sn

2,1

ξ n
2,M

},

qn
i,1/2 = ξ n

i,Mqn
0,M+1/2.

6.1 Kinematic waves, stationary states, and interior states in Lebacque’s

diverge model

In this subsection, we study numerical solutions of Lebacque’s diverge model in (26). Initially,

links 0 and 1 carry OC flows withρ1 = ρ3 = 1, and 30% of the vehicles on link 0 diverge to link 2

starting att =0; i.e.,ξ1= 0.7, andξ2=0.3. The initial density on link 2 isρ2=0.1. That is, the ini-

tial conditions in supply-demand space isU0 =U1 = (0.3365,0.2473) andU2 = (0.0500,0.0841).

Here we use the Neumann boundary condition in supply and demand (Colella and Puckett, 2004):

Dn
0,0 = Dn

0,1, Sn
1,M+1 = Sn

1,M, andSn
2,M+1 = Sn

2,M. Therefore, we have a Riemann problem here.

In this case,S2
ξ2

< D0 < S1
ξ1

. Thus according to Theorem 4.2, we should have the follow-

ing stationary and interior statesU−
0 = U0(0−, t) = (C0,

S2
ξ2
), U+

1 = U1(0+, t) = (ξ1
ξ2

S2,C1), and
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U+
2 = U2(0+, t) = (C2,S2) = (C2,C2). From the LWR model, there should be a back-traveling

rarefaction wave on link 0 connectingU0 toU−
0 , sinceS0 <

S2
ξ2

; a forward-traveling shock wave on

link 1 connectingU+
1 to U1, sinceξ1

ξ2
S2 < S1; and a forward-traveling rarefaction wave on link 2

connectingU+
2 to U2. Furthermore, from (35), we should have thatξ1(0−, t) = 0.5833.
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Figure 12: Solutions of Lebacque’s diverge model (26):M = 160,N = 6400.

In Figure 12, the solutions ofρ0, ρ1, andρ2 are demonstrated withM = 160 andN = 6400.

From the figures, we can clearly see the predicted kinematic waves. In addition, we can ob-

serve att = T the approximate asymptotic values:U−
0 =U0(0−, t) = (0.3365,0.2804), andρ−

0 =

ρ0(0−, t) = 0.8555;U+
1 =U1(0+, t) = (0.1963,0.3365), andρ+

1 = ρ1(0+, t) = 0.1963; andU+
2 =

U2(0+, t) = (0.0839,0.0841), andρ+
2 = ρ2(0+, t) = 0.2436≈ ρ2c. These numbers are all very

close to the theoretical values and get closer if we reduce∆x or increaseT. That is, the results are

consistent with theoretical results asymptotically.

In Figure 13, we demonstrate the evolution of the in-flux of link 1 and the proportion of com-
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Figure 13: Evolution of the out-flux and the density in the downstream cell of link 2 for Lebacque’s

diverge model (26)

modity 1 vehicles in the last cell of link 0 for three different cell sizes. From Figure 13(a) we

can see that, initially, the out-flux of link 2 is min{ξ1D0,S1}= 0.2355, which is not the same but

approaches the asymptotic in-fluxξ1
ξ2

S2 = 0.1963. Correspondingly the proportion of commodity 1

vehicles in the last cell of link 0 approaches the interior commodity proportion, as shown in Figure

13(b). Similarly, as we decrease the cell size, the numerical results are closer to the theoretical ones

at the same time. This figure shows that Lebacque’s diverge model is not invariant, but approaches

its invariant counterpart asymptotically. Note that the proportion of commodity 1 vehicles in any

other cells of link 0 remain constant at 0.7.

6.2 Comparison of diverge models by Daganzo and Lebacque

In this subsection, we compare the numerical solutions of Lebacque’s diverge model (26) with

its invariant counterpart, Daganzo’s diverge model (23). Initially, links 0 and 1 carry OC flows
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with ρ0 = ρ1 = 1, and 30% of the vehicles on link 0 diverge to link 2 starting at t = 0; i.e.,

ξ1 = 0.7, andξ2 = 0.3. The initial density on link 2 isρ2 = 0.1. Different from the example in the

preceding subsection, here we use the following boundary conditions:Dn
0,0 = Dn

0,1, Sn
1,M+1 = Sn

1,M,

andSn
2,M+1 = 0.05+0.03sin(nπ∆t/60). Thus we have a periodic supply on link 2.
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Figure 14: Difference in the solutions between Lebacque’s diverge model (26) and its invariant

counterpart (23)

We useρn
i,m for the discrete density from Lebacque’s diverge model (26)and ρ̄n

i,m from its

invariant counterpart (23). Then we denote the difference between the two solutions by

ε(n∆t) =
2

∑
i=0

M

∑
m=1

|ρn
i,m− ρ̄n

i,m|∆x. (34)

In Figure 14, we can see that the difference decreases if we decreases the cell size. This clearly

demonstrates that Lebacque’s diverge model (26) convergesto its invariant counterpart (23).
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7 Conclusion

In this paper, we first introduced a continuous multi-commodity kinematic wave model for a di-

verge network and defined its Riemann problem. Then, we introduced the supply-demand diagram

of traffic flow and proposed a solution framework for the Riemann problem. In the Riemann solu-

tions, each link has two new states: an interior state and a stationary state; and the kinematic waves

on a link are determined by the initial state and the stationary state. We then derived admissible

conditions for interior and stationary states and introduced entropy conditions consistent with var-

ious discrete diverge models. In the analytical framework we proved that the stationary states and

boundary fluxes exist and are unique for the Riemann problem for normal diverge, in which ve-

hicles have predefined routes, and evacuation models, in which vehicles may not have predefined

routes. With numerical examples, we demonstrated the validity of the solution framework devel-

oped here and that Lebacque’s diverge model converges to itsinvariant counterpart, Daganzo’s

diverge model, when we decrease the cell size.

An important observation is that, for both (26) and (27), fluxes computed by discrete supply-

demand methods are different from the continuous fluxes. Forexample, the local fluxes from

Lebacque’s diverge model, (26), are

qi = min{ξiD0,Si}, i = 1,2.

WhenξiD0 > Si ; i.e., when the upstream demand is very heavy, we haveqi = Si. In this case,qi

is not proportional to the turning proportion. Thus Lebacque’s diverge model violates the FIFO

principle. However, from the analysis in Section 4.2 and thenumerical example in Section 6.2, we

find that Lebacque’s diverge model has the same continuous flux solutions as Daganzo’s model,

which observes the FIFO principle. Therefore, we conclude that Lebacque’s diverge model is not

strictly non-FIFO. As another example, for the supply-proportional evacuation model, att = 0 the
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local fluxes from (27) are

qi = min{1,
D0

S1+S2
}Si, i = 1,2,

which are different from (29) when only one downstream is SUC; i.e., whenS1+S2 > D0 and

Si ≤
Ci

C1+C2
D0. However, the analytical results here suggest that the discrete fluxes converge to the

continuous ones after a sufficient amount of time or at a giventime but with decreasing period of

a time interval.

Comparing kinematic wave solutions of Daganzo’s and Lebacque’s diverge models, we find

that, given the same initial conditions, they have the same stationary states and kinematic wave

solutions, but different interior states. In this sense, interior states are essential to distinguish

different diverge models. Numerical simulations in Section 6.2 also demonstrate the existence

of interior states. Therefore, interior states are essential in understanding diverging traffic flow.

This is different from the LWR model for a homogeneous link, in which interior states could

exist (Jin and Zhang, 2003a; Jin et al., 2009) but are not essential to constructing kinematic wave

solutions.

Here we showed that both supply-proportional and priority-based diverge models can be con-

sidered locally optimal evacuation strategies. But how to analyze kinematic waves arising in a

speed-dependent evacuation model (Sheffi et al., 1982) is subject to further investigations. In ad-

dition to theoretical implications, this study, by improving our understanding of the formation and

propagation of traffic congestion caused by diverging bottlenecks, could be helpful for developing,

calibrating, and validating diverge models and associatedemergency evacuation strategies in the

future. For example, with differentα1 andα2, (30) is a priority-based invariant diverge model,

which can be used to evacuate vehicles to shorter or less congestion prone links without wasting

the capacity of a diverging junction. In the future, we will also be interested in studying kinematic

wave solutions of general junctions with multiple upstreamand downstream junctions.
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Appendix A: Proof of Theorem 4.1

Proof. From traffic conservation equations in (15), admissible conditions of stationary states,

and the global FIFO principle (14), we haveqi = ξiq0 ≤ Si andq0 ≤ D0. Thus, we haveq0 ≤

min{D0,
S1
ξ1
, S2

ξ2
}.

37



Note that (23) is equivalent to

q0 = min{D0(0
−, t),

S1(0+, t)
ξ1

,
S2(0+, t)

ξ2
}.

We first prove (25). Otherwise,q0 < min{D0,
S1
ξ1
, S2

ξ2
}. (i) Sinceq0 < D0, from (16) and (18), link 0

is SOC, andU0(0−, t) =U−
0 = (C0,q0). (ii) Sinceqi = ξiq0 < Si, from (17) and (19), linki is SUC,

andUi(0+, t) =U+
i = (ξiq0,Ci). Hence from (23) we haveq0 = min{C0,

C1
ξ1
, C2

ξ2
}< D0 ≤C0. Thus

q0 = min{C1
ξ1
, C2

ξ2
}. From the FIFO principle (14) we haveqi = ξiq0 = ξi(0−, t)min{C1

ξ1
, C2

ξ2
} ≥Ci ,

andq0 = qi/ξi ≥
Ci
ξi

, which contradictsq0 ≤ min{D0,
S1
ξ1
, S2

ξ2
}.

We consider the following cases.

(1) When only one of the three terms on the right hand-side of (25) equalsq0, we have (i)D0 =

q0 < min{S1
ξ1
, S2

ξ2
}, (ii) S1

ξ1
= q0 < min{D0,

S2
ξ2
}, or (iii) S2

ξ2
= q0 < min{D0,

S1
ξ1
}. Here we only

show the solutions of stationary and interior states for (i), and solutions for (ii) and (iii) can be

obtained in a similar fashion. When mini
Si
ξi
> D0 = q0, from (25) we haveq0 = D0, andqi =

ξiq0<Si . From (16) and (18), we haveU−
0 = (D0,C0), andU0(0−, t)= (D0(0−, t),S0(0−, t))

with S0(0−, t) ≥ D0. From (17) and (19), we haveUi(0+, t) =U+
i = (ξiq0,Ci). Then from

(23) we have

q0 = min
i
{D0(0

−, t),
Ci

ξi
}.

Since mini
Ci
ξi
≥ mini

Si
ξi
> D0 = q0, we haveD0(0−, t) = q0 = D0, andU0(0−, t) = U−

0 =

(D0,C0). That is, the upstream and downstream interior states are the same as the corre-

sponding stationary states.

(2) When two of the three terms on the right hand-side of (25) equalsq0, we have (i)D0 =
S1
ξ1

=

q0 <
S2
ξ2

, (ii) D0 =
S2
ξ2

= q0 <
S1
ξ1

, or (iii) S1
ξ1

= S2
ξ2

= q0 < D0. Here we only show the solutions

for (i), and solutions for (ii) and (iii) can be obtained in a similar fashion. WhenD0 =
S1
ξ1

<

S2
ξ2

, from Corollary 3.4, we haveU−
0 = (D0,C0), andU0(0−, t) = (D0(0−, t),S0(0−, t)) with
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S0(0−, t) ≥ D0; U+
1 = (C1,S1), andU1(0+, t) = (D1(0+, t),S1(0+, t)) with D1(0+, t) ≥ S1;

andU2(0+, t) =U+
2 = (q2,C2). Then from (23) we have

q0 = min{D0(0
−, t),

S1(0+, t)
ξ1

,
C2

ξ2
},

which leads toD0(0−, t)=D0 or S1(0+, t)= ξ1D0=S1. In this case, we can have the follow-

ing interior states for links 1 and 2: (a)U0(0−, t)=U−
0 , andU1(0+, t)= (D1(0+, t),S1(0+, t))

with D1(0+, t)≥S1 andS1(0+, t)>S1; (b)U1(0+, t)=U+
1 , andU0(0−, t)= (D0(0−, t),S0(0−, t))

with D0(0−, t)> D0 andS0(0−, t)≥ D0.

(3) When all the three terms on the right hand-side of (25) equalsq0, we haveD0=
S1
ξ1
= S2

ξ2
= q0.

From Corollary 3.4, we haveU−
0 = (D0,C0), andU0(0−, t) = (D0(0−, t),S0(0−, t)) with

S0(0−, t) ≥ D0; U+
1 = (C1,S1), andU1(0+, t) = (D1(0+, t),S1(0+, t)) with D1(0+, t) ≥ S1;

andU+
2 = (C2,S2), andU2(0+, t) = (D2(0+, t),S2(0+, t)) with D2(0+, t)≥ S2. In this case,

at least one ofU0(0−, t) =U−
0 , U1(0+, t) =U+

1 , andU2(0+, t) =U+
2 should be satisfied, and

the other can beU0(0−, t) = (D0(0−, t),S0(0−, t)) with D0(0−, t)> D0 andS0(0−, t)≥ D0,

U1(0+, t) = (D1(0+, t),S1(0+, t)) with D1(0+, t) ≥ S1 and S1(0+, t) > S1, or U2(0+, t) =

(D2(0+, t),S2(0+, t)) with D2(0+, t)≥ S2 andS2(0+, t)> S2.

�

Appendix B: Proof of Theorem 4.2

Proof. From traffic conservation equations in (15), admissible conditions of stationary states,

and the global FIFO principle (14), we haveqi = ξiq0 ≤ Si andq0 ≤ D0. Thus, we haveq0 ≤

min{D0,
S1
ξ1
, S2

ξ2
}.

We first prove thatq0 is given by (25). Otherwise,q0<min{D0,
S1
ξ1
, S2

ξ2
}, which leads toq0<D0

andqi = ξiq0 < Si . From Corollary 3.4, we haveU0(0−, t) =U−
0 = (C0,q0) andUi(0+, t) =U+

i =
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(qi,Ci). Then from (26) we haveqi = min{ξi(0−, t)C0,Ci} < Si ≤ Si . Thusqi = ξi(0−, t)C0, and

q0 = q1+q2 =C0, which contradictsq0 < D0 ≤C0.

We consider the following cases.

(1) When only one of the three terms on the right hand-side of (25) equalsq0, we have (i)

D0 = q0 < min{S1
ξ1
, S2

ξ2
}, (ii) S2

ξ2
= q0 < min{D0,

S1
ξ1
}, or (iii) S1

ξ1
= q0 < min{D0,

S2
ξ2
}. Here we

only show the solutions of stationary and interior states for (i) and (ii), and solutions for (iii)

can be obtained in a similar fashion.

(i) When mini
Si
ξi
> D0 = q0, from (25) we haveq0 = D0, andqi = ξiq0 < Si . From Corol-

lary 3.4, we haveU−
0 =(D0,C0),U0(0−, t)= (D0(0−, t),S0(0−, t))with S0(0−, t)≥D0,

andUi(0+, t) =U+
i = (ξiq0,Ci). Then from (26) we have

qi = min{ξi(0
−, t)D0(0

−, t),Ci}= ξi(0
−, t)D0(0

−, t)<Ci .

Then we haveq0 = D0(0−, t) = D0, andU0(0−, t) =U−
0 = (D0,C0). Further we have

ξi(0−, t) = ξi . In this case, the upstream and downstream interior states are the same as

the corresponding stationary states.

(ii) When S2
ξ2

< min{D0,
S1
ξ1
}, from (25) we haveq0 =

S2
ξ2

< D0, q2 = S2, q1 =
ξ1
ξ2

S2 < S1.

From Corollary 3.4, we haveU0(0−, t) = U−
0 = (C0,

S2
ξ2
), U+

2 = (C2,S2), U2(0+, t) =

(D2(0+, t),S2(0+, t))with D2(0+, t)≥S2, andU1(0+, t)=U+
1 = (ξ1

ξ2
S2,C1). Then from

(26) we have

q2 = min{ξ2(0
−, t)C0,S2(0

+, t)},

q1 = min{ξ1(0
−, t)C0,C1}= ξ1(0

−, t)C0 <C1.

Thus we have

ξ1(0
−, t) =

ξ1S2

ξ2C0
, (35)
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and

q0 = min{C0,S2(0
+, t)+ξ1(0

−, t)C0}= S2(0
+, t)+ξ1(0

−, t)C0 <C0.

Thus,q2 = S2(0+, t) = S2, andU2(0+, t) =U+
2 = (C2,S2).

(2) When two of the three terms on the right hand-side of (25) equalsq0, we have (i)D0 =
S1
ξ1

=

q0 <
S2
ξ2

, (ii) D0 =
S2
ξ2

= q0 <
S1
ξ1

, or (iii) S1
ξ1

= S2
ξ2

= q0 < D0. Here we only show the solutions

for (i), and solutions for (ii) and (iii) can be obtained in a similar fashion. WhenD0 =
S1
ξ1

<

S2
ξ2

, from Corollary 3.4, we haveU−
0 = (D0,C0), andU0(0−, t) = (D0(0−, t),S0(0−, t)) with

S0(0−, t) ≥ D0; U+
1 = (C1,S1), andU1(0+, t) = (D1(0+, t),S1(0+, t)) with D1(0+, t) ≥ S1;

andU2(0+, t) =U+
2 = (q2,C2). Then from (25) we have

q1 = min{ξ1(0
−, t)D0(0

−, t),S1(0
+, t)},

q2 = min{ξ2(0
−, t)D0(0

−, t),C2}= ξ2(0
−, t)D0(0

−, t)<C2.

Thus D0(0−, t) = D0 or S1(0+, t) = ξ1D0 = S1. In this case, we can have the follow-

ing interior states for links 1 and 2: (a)U0(0−, t) = U−
0 , ξi(0−, t) = ξi , andU1(0+, t) =

(D1(0+, t),S1(0+, t))with D1(0+, t)≥S1 andS1(0+, t)>S1; (b)U1(0+, t)=U+
1 , ξ2(0−, t)=

ξ2D0/D0(0−, t), andU0(0−, t) = (D0(0−, t),S0(0−, t)) with D0(0−, t)> D0 andS0(0−, t)≥

D0.

(3) When all the three terms on the right hand-side of (25) equalsq0, we haveD0=
S1
ξ1
= S2

ξ2
= q0.

From Corollary 3.4, we haveU−
0 = (D0,C0), andU0(0−, t) = (D0(0−, t),S0(0−, t)) with

S0(0−, t) ≥ D0; U+
1 = (C1,S1), andU1(0+, t) = (D1(0+, t),S1(0+, t)) with D1(0+, t) ≥ S1;

andU+
2 = (C2,S2), andU2(0+, t) = (D2(0+, t),S2(0+, t)) with D2(0+, t)≥ S2. In this case,

at least one ofU0(0−, t) =U−
0 , U1(0+, t) =U+

1 , andU2(0+, t) =U+
2 should be satisfied, and

the other can beU0(0−, t) = (D0(0−, t),S0(0−, t)) with D0(0−, t)> D0 andS0(0−, t)≥ D0,

U1(0+, t) = (D1(0+, t),S1(0+, t)) with D1(0+, t) ≥ S1 and S1(0+, t) > S1, or U2(0+, t) =
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(D2(0+, t),S2(0+, t)) with D2(0+, t) ≥ S2 andS2(0+, t) > S2. Hereξi(0−, t) can be deter-

mined once the interior states are determined.

�

Appendix C: Proof of Theorem 5.1

Proof. From traffic conservation equations in (15) and admissibleconditions of stationary states,

we can see that

q0 ≤ min{S1+S2,D0}.

We first demonstrate that it is not possible thatq0 < min{S1+S2,D0} ≤ min{C1+C2,C0}. Other-

wise, from (17) and (19) we haveU0(0−, t)=U−
0 =(C0,q0)with q0<D0; Sinceq(U+

1 )+q(U+
2 )=

q0 < S1+S2, then we haveq(U+
i ) < Si for at least one downstream link, e.g.,q1 < S1. From (16)

and (18) we haveU1(0+, t) =U+
1 = (q1,C1). Then from the entropy condition in (27) we have

q0 = min{C1+S2(0
+, t),C0},

q1 = min{1,
C0

C1+S2(0+, t)
}C1.

Sinceq0 < C0, from the first equation we haveq0 = C1 +S2(0+, t) < C0, and from the second

equation we haveq1 =C1, which contradictsq1 < S1. Therefore,

q1+q2 = q0 = min{S1+S2,D0}.

That is, the diverge model (27) yields the optimal fluxes for any initial conditions.

(1) WhenS1+S2 < D0, we haveq0 = S1+S2 < D0. We haveU0(0−, t) =U−
0 = (S1+S2,C0).

Sinceq1+q2 = S1+S2 andqi ≤ Si, we haveqi = Si , andU+
i = (Ci ,Si). From (19) we have

Ui(0+, t) = (Di(0+, t),Si(0+, t)) with Di(0+, t)≥ S+i = Si . From (27) we have

q0 = min{S1(0
+, t)+S2(0

+, t),C0}= S1+S2 < D0 ≤C0,

qi = min{1,
C0

S1(0+, t)+S2(0+, t)
}Si(0

+, t) = Si .
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Thus,Si(0+, t) = Si ≤ Si(0+, t). ThenUi(0+, t) = U+
i = (Ci ,Si). In this case, there are no

interior states on all links.

(2) WhenS1+S2 = D0, we haveq0 = D0, andqi = Si . We haveU−
0 = (D0,C0) andU0(0−, t) =

(D0(0−, t),D0(0−, t))with S0(0−, t)≥D−
0 =D0, andU+

i =(Ci,Si) andUi(0+, t)= (Si(0+, t),Si(0+, t))

with Di(0+, t)≥ S+i = Si . From (27) we have

q0 = min{S1(0
+, t)+S2(0

+, t),D0(0
−, t)}= S1+S2 = D0,

qi = min{1,
D0(0−, t)

S1(0+, t)+S2(0+, t)
}Si(0

+, t) = Si.

We can have the following two scenarios.

(2-i) If S1(0+, t)+S2(0+, t)≥ D0(0−, t) = S1+S2 = D0 ≤ S0(0−, t), thenU0(0−, t) =U−
0 =

(D0,C0) and there is no interior state on link 0. Moreover, we have

S1+S2

S1(0+, t)+S2(0+, t)
Si(0

+, t) = Si ,

which leads toSi(0+, t)≤ Si . From the assumption thatS1(0+, t)+S2(0+, t)≥ S1+S2,

we haveSi(0+, t) = Si. Further we haveUi(0+, t) = U+
i = (Ci ,Si), and there are no

interior states on links 1 or 2.

(2-ii) If D0(0−, t) > S1(0+, t)+S2(0+, t) = S1+S2 = D0, Si(0+, t) = Si . ThusUi(0+, t) =

U+
i = (Ci,Si), and there are no interior states on links 1 or 2. Moreover,U0(0−, t)

satisfiesS0(0−, t)> D0 andD0(0−, t)≥ D0. Thus there can be multiple interior states

on link 0 whenD0 <C0.

(3,4) WhenS1+S2 > D0, thenq0 = q1+ q2 = D0. We haveU−
0 = (D0,C0), andU0(0−, t) =

(D0(0−, t),D0(0−, t)) with S0(0−, t)≥ D−
0 = D0. For downstream links, at least one of the

stationary states is SUC. Otherwise, from (17) we haveU+
i =(Ci ,Si), andq1+q2=S1+S2>

D0, which is impossible. From (27) we have

q0 = min{S1(0
+, t)+S2(0

+, t),D0(0
−, t)}= D0 < S1+S2,
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qi = min{1,
D0(0−, t)

S1(0+, t)+S2(0+, t)
}Si(0

+, t).

If S1(0+, t) + S2(0+, t) ≤ D0(0−, t), then S1(0+, t) + S2(0+, t) = D0 < S1 + S2 and qi =

Si(0+, t). This is not possible for the SUC stationary stateU+
i =Ui(0+, t)= (qi,Ci) with qi <

Si ≤ Ci. ThusD0(0−, t)< S1(0+, t)+S2(0+, t), D0(0−, t) = D0 < S1+S2, andU0(0−, t) =

U−
0 = (D0,C0). Hence for both downstream links

qi =
D0

S1(0+, t)+S2(0+, t)
Si(0

+, t).

(3) WhenSi >
Ci

C1+C2
D0 (i = 1,2), stationary states on both links 1 and 2 are SUC with

U+
i =Ui(0+, t) = (qi,Ci) with qi < Si . Otherwise, we assume that link 1 is SUC with

U1(0+, t) =U+
1 = (q1,C1) and link 2 is OC withU+

2 = (S2,C2). Then

S2 =
D0

C1+S2(0+, t)
S2(0

+, t)≤
D0

C1+C2
C2 < S2,

which is impossible. From (27), we have

qi =
D0

C1+C2
Ci ,

andUi(0+, t) =U+
i = (qi ,Ci).

(4) WhenS1 + S2 > S3 and Si ≤
Ci

C1+C2
D0 (i, j = 1 or 2 andi 6= j), we can show that

stationary states on linksj andi are SUC and OC respectively withU+
j =U j(0+, t) =

(q j ,Cj) with q j < Sj , U+
i = (Ci ,Si), andSi(0+, t) ≥ Si . Otherwise,Ui(0+, t) = U+

i =

(qi ,Ci) with qi < Si , and

qi =
D0

Ci +Sj(0+, t)
Ci ≥

Ci

C1+C2
D0 ≥ Si ,

which is impossible. Since at least one of the downstream links has SUC stationary

state, the stationary states on linksi and j are OC and SUC respectively. From (27), we

have a unique interior state on linki, Ui(0+, t) = (Ci ,
Si

D0−Si
Cj), andq j = D0−Si .

For the four cases, it is straightforward to show that (29) always holds. �
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Appendix D: Proof of Theorem 5.4

Proof.

First (30) implies that

q0 = min{S1(0
+, t)+S2(0

+, t),D0(0
−, t)},

which can be shown for three cases: (i)S1(0+, t)+S2(0+, t)<D0(0−, t), (ii) Si(0+, t)≥αiS0(0−, t),

and (iii) S1(0+, t)+S2(0+, t)≥ D0(0−, t) andSi(0+, t)≤ αiS0(0−, t).

(1) WhenS1+S2 < D0, q0 = q1+q2 ≤ S1+S2 < D0 ≤ C0. Thus the downstream stationary

state is SOC withU−
0 =U0(0−, t) = (C0,q0). In the following, we prove thatqi = Si , which

is consistent with (31).

(i) Assuming thatqi < Si ≤ Ci , then the stationary state on linki is SUC withU+
i =

Ui(0+, t) = (qi,Ci). From (30), we have

qi = min{Ci ,max{C0−Sj(0
+, t),αiC0}}= max{C0−Sj(0

+, t),αiC0}<Ci ,

q j = min{Sj(0
+, t),max{C0−Ci ,α jC0}}.

We show that the two equations have no solutions for eitherα jC0 ≤Sj(0+, t) or α jC0 >

Sj(0+, t). Thusqi = Si.

(a) Whenα jC0 ≤ Sj(0+, t), we haveαiC0 ≥ C0−Sj(0+, t). From the first equation

we haveqi = αiC0. From the second equation we haveq j = Sj(0+, t) ≥ α jC0

or q j = max{C0−Ci ,α jC0} ≥ α jC0. Thusqi +q j ≥ C0 ≥ D0, which contradicts

q0 < D0.

(b) Whenα jC0 >Sj(0+, t), we haveαiC0 <C0−Sj(0+, t). From the first equation we

haveqi =C0−Sj(0+, t). From the second equation we haveq j = Sj(0+, t). Thus

qi +q j =C0, which contradictsq0 < D0.
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(2) WhenSi ≥ αiD0, D0−Sj ≤ αiD0. In the following we show thatq0 = D0 andqi = αiD0,

which is consistent with (31).

(i) If q0 < D0, then the stationary state on link 0 is SOC withU−
0 =U0(0−, t) = (C0,q0).

Also at least one of the downstream stationary states is SUC,since, otherwise,q1+q2=

S1+S2 ≥ D0. Here we assumeU+
i =Ui(0+, t) = (qi,Ci). From (30) we have

qi = min{Ci,max{C0−Sj(0
+, t),αiC0}}= max{C0−Sj(0

+, t),αiC0},

q j = min{Sj(0
+, t),max{C0−Ci ,α jC0}}.

We show that the two equations have no solutions for eitherC0−Sj(0+, t) ≥ αiC0 or

C0−Sj(0+, t)< αiC0. Thusq0 = D0.

(a) If C0−Sj(0+, t) ≥ αiC0, Sj(0+, t) ≤ α jC0. From the first equation we haveqi =

C0−Sj(0+, t). From the second equation we haveq j = Sj(0+, t). Thusqi +q j =

C0, which contradictsq0 < D0 ≤C0.

(b) If C0−Sj(0+, t) < αiC0, Sj(0+, t) > α jC0. From the first equation we haveqi =

αiC0. From the second equation we haveq j = Sj(0+, t)> α jC0 or q j = max{C0−

Ci ,α jC0} ≥ α jC0. Thusqi +q j ≥C0, which contradictsq0 < D0 ≤C0.

(ii) If qi < αiD0 ≤ Si ≤Ci for any i = 1,2, thenU+
i =Ui(0+, t) = (qi,Ci). From (30) we

have

qi = max{D0(0
−, t)−Sj(0

+, t),αiD0(0
−, t)}<Ci ,

q j = min{Sj(0
+, t),max{D0(0

−, t)−Ci,α jD0(0
−, t)}}.

The first equation implies thatαiD0(0−, t) < αiD0; i.e., D0(0−, t) < D0. In addition,

D0(0−, t)−Sj(0+, t) < αiD0. Thus,D0(0−, t)−Ci < D0−Ci < D0−αiD0 = α jD0,

and max{D0(0−, t)−Ci ,α jD0(0−, t)} < α jD0. From the second equation we have

q j < α jD0. Thusqi +q j < D0, which contradictsqi +q j = D0. Thusqi ≥ αiD0 for

i = 1,2. Sinceqi +q j = D0, qi = αiD0.
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(3) WhenSi +Sj ≥ D0 andSi ≤ αiD0 for i, j = 1 or 2 andi 6= j. In the following we show that

q0 = D0 andqi = Si , which is consistent with (31).

(i) If q0 < D0, then the stationary state on link 0 is SOC withU−
0 =U0(0−, t) = (C0,q0).

We first prove that at least one downstream stationary state is SUC and then that none

of the downstream stationary states can be SUC. Therefore,q0 = D0.

(a) If none of the downstream stationary states are SUC, thenq1+q2 = S1+S2 ≥ D0,

which contradictsq0 < D0. Thus, at least one of the downstream stationary states

is SUC.

(b) Assuming thatqi < Si, thenU+
i =Ui(0+, t) = (qi,Ci). From (30) we have

qi = min{Ci,max{C0−Sj(0
+, t),αiC0}}= max{C0−Sj(0

+, t),αiC0}< Si ,

which is not possible, sinceSi ≤ αiD0. Thusqi = Si .

(c) Assuming thatq j <Sj , thenU+
j =U j(0+, t)= (q j ,Cj). Sinceq0=min{Si(0+, t)+

Cj ,C0} < D0, we haveq0 = Si(0+, t)+Cj < D0. From (30) we haveSi = qi ≤

Si(0+, t). ThusSi +Sj ≤ Si(0+, t)+Cj < D0, which contradictsSi +Sj ≥ D0.

(ii) If qi < Si , thenU+
i =Ui(0+, t) = (qi ,Ci). From (30), we have

qi = max{D0(0
−, t)−Sj(0

+, t),αiD0(0
−, t)}< Si ≤ αiD0,

q j = min{Sj(0
+, t),max{D0(0

−, t)−Ci,α jD0(0
−, t)}}.

From the first equation we have thatD0(0−, t) < D0. We show that the two equa-

tions have no solutions for eitherD0(0−, t)−Sj(0+, t) ≥ αiD0(0−, t) or D0(0−, t)−

Sj(0+, t)< αiD0(0−, t). Thereforeqi = Si .

(a) WhenD0(0−, t)−Sj(0+, t)≥ αiD0(0−, t), we haveSj(0+, t)≤ α jD0(0−, t). Thus

qi = D0(0−, t)−Sj(0+, t) and q j = Sj(0+, t). Then qi + q j = D0(0−, t) < D0,

which contradictsqi +q j = D0.
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(b) WhenD0(0−, t)−Sj(0+, t)<αiD0(0−, t), we haveqi =αiD0(0−, t) andD0(0−, t)−

Ci <D0(0−, t)−qi =α jD0(0−, t). Thusq j ≤α jD0(0−, t), andqi+q j ≤D0(0−, t)<

D0, which contradictsq0 = D0.

�
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