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Sequence analysis
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Abstract
Motivation: Accurate quantification of genotype uncertainty is pivotal in ensuring the reliability of genetic inferences drawn from NGS data. 
Genotype uncertainty is typically modeled using Genotype Likelihoods (GLs), which can help propagate measures of statistical uncertainty in 
base calls to downstream analyses. However, the effects of errors and biases in the estimation of GLs, introduced by biases in the original base 
call quality scores or the discretization of quality scores, as well as the choice of the GL model, remain under-explored.
Results: We present vcfgl, a versatile tool for simulating genotype likelihoods associated with simulated read data. It offers a framework for 
researchers to simulate and investigate the uncertainties and biases associated with the quantification of uncertainty, thereby facilitating a 
deeper understanding of their impacts on downstream analytical methods. Through simulations, we demonstrate the utility of vcfgl in bench
marking GL-based methods. The program can calculate GLs using various widely used genotype likelihood models and can simulate the errors 
in quality scores using a Beta distribution. It is compatible with modern simulators such as msprime and SLiM, and can output data in pileup, 
Variant Call Format (VCF)/BCF, and genomic VCF file formats, supporting a wide range of applications. The vcfgl program is freely available as 
an efficient and user-friendly software written in C/Cþþ.
Availability and implementation: vcfgl is freely available at https://github.com/isinaltinkaya/vcfgl.

1 Introduction
NGS has enabled a deeper understanding of genetic variation 
across time and various biological systems, particularly non- 
model organisms and ancient populations (da Fonseca et al. 
2016). Accurately quantifying genotype uncertainty through 
genotype likelihoods is fundamental in ensuring the reliability 
of genetic inferences drawn from NGS data. This is particu
larly important in low-depth and ancient DNA data analysis, 
where the biases and genotype uncertainties are pronounced, 
and the probability of only sampling nucleotides from one 
chromosome in a diploid is non-negligible.

Genotype likelihoods provide a probabilistic measure of ge
notype uncertainty that can incorporate information on align
ment or assembly uncertainty and base-calling uncertainty 
(Nielsen et al. 2011). Genotype likelihoods are integral not 
only to calling genotypes but also to a multitude of down
stream methods used in a diverse set of scientific inquiries, 
such as estimating relatedness (Korneliussen and Moltke 2015, 
Waples et al. 2019), allele frequency spectra (Korneliussen 
et al. 2014, Mas-Sandoval et al. 2022, Rasmussen et al. 2022), 
calculating genetic distances (Vieira et al. 2016, Zhao et al. 
2022), conducting Principal Component Analysis (Meisner 
and Albrechtsen 2018), evaluating linkage disequilibrium (Fox 

et al. 2019), and admixture proportions (Skotte et al. 2013, 
O’Rawe et al. 2015, Lou et al. 2021).

Quantifying uncertainty using quality scores and genotype 
likelihoods is itself subject to uncertainties and potential 
biases. These can arise from errors and biases in estimating 
per-base error probabilities, the discretization of genotype 
likelihoods, or the choice of genotype likelihood model. Such 
factors introduce additional layers of bias and uncertainty, 
which may not have been considered or sufficiently addressed 
by existing methods. Moreover, new sequencing platforms 
and continuous changes in sequencing technologies necessi
tate flexible tools for quantifying the effect of estimation un
certainty through simulations.

Existing tools for simulating genotype likelihoods, such as 
msToGlf (utility program in ANGSD package), have contrib
uted to developing and evaluating various genotype 
likelihood-based methods (Korneliussen et al. 2014, Wang 
et al. 2016, Soraggi et al. 2018, Fox et al. 2019, Luqman 
et al. 2021, Mas-Sandoval et al. 2022, Zhao et al. 2023). 
However, they lack the functionality for modeling uncer
tainty in the GL estimation that is central to vcfgl’s function, 
such as realistic error modeling with Beta-distributed errors 
and platform-specific quality score binning. Moreover, they 
are not compatible with modern simulation tools and widely 
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used file formats like Variant Call Format (VCF)/BCF. This 
gap in the simulation capabilities limits researchers’ ability to 
simulate complex data scenarios, benchmark methods, and 
examine the effects of the quantification of uncertainty in 
NGS data. These limitations underscore the need for modern 
and flexible tools to model these uncertainties and simulate 
data with complex scenarios.

2 Method
We introduce vcfgl, a lightweight utility tool for simulating 
genotype likelihoods. The program incorporates a compre
hensive framework for simulating uncertainties and biases, 
including those specific to modern sequencing platforms. It 
offers compatibility with modern simulators such as msprime 
(Baumdicker et al. 2022) and SLiM (Messer 2013, Haller and 
Messer 2023) through the use of VCF files. It is a lightweight 
tool that does not require many dependencies and is imple
mented in C/Cþþ for facilitating fast and efficient simula
tions. To our knowledge, vcfgl is the only tool for simulating 
genotype likelihoods offering this functionality. The resulting 
VCF files can then be used with many tools and frameworks, 
such as BCFtools (Danecek et al. 2021), GATK (McKenna 
et al. 2010, Van Der Auwera and O’Connor 2020), and 
ANGSD (Korneliussen et al. 2014).

Given a VCF file with genotypes, vcfgl can simulate sequenc
ing data, quality scores, calculate the genotype likelihoods, and 
various VCF tags, such as I16 and QS tags used in downstream 
analyses for quantifying the base calling and genotype uncer
tainty. For simulating sequence depth, vcfgl uses a Poisson dis
tribution with a fixed mean. For simulating errors in the base- 
calling error probabilities, it utilizes a Beta distribution, which is 
routinely used in statistical models for modeling the variability 
of success in trials, making it suitable for modeling errors in 
base-calling error probabilities. The shape parameters are ad
justed to obtain a distribution with a mean equal to the specified 
error probability and variance equal to a specified variance pa
rameter (for more details, see Supplementary Material, Section 
2). The program provides options for two commonly used ge
notype likelihood models, the McKenna genotype likelihood 
model with independent errors (McKenna et al. 2010) and the 
Li genotype likelihood model that models non-independent er
ror structure and is used in SAMtools/BCFtools (Li et al. 2008, 
Li 2011). Detailed descriptions of the models can be found in 
Supplementary Material, Section 1.

The identification of the variable sites is itself subject to 
uncertainties, especially in the context of non-model organisms, 
low-depth sequencing, and ancient DNA data (Nielsen et al. 
2011). Furthermore, correct handling of invariant and missing 
sites in downstream analyses is important for the reliability of 
the conclusions drawn from genomic data. Consequently, the 
modern and widely utilized VCF, originally developed for stor
ing variant information, has evolved to retain the information 
from invariable sites, thereby facilitating a comprehensive geno
mic overview. To address this, vcfgl provides the option to sim
ulate the invariable sites, which is usually not possible to obtain 
directly from simulators. However, as the inclusion of these sites 
also presents a computational challenge due to the massive in
crease in the data volume, modern file formats such as genomic 
VCF (gVCF) have been introduced to address this. The gVCF 
format uses a genomic block compression approach that can ef
ficiently store invariant sites by grouping them into non-variant 
block records, thereby reducing the file size footprints 

(Caetano-Anolles 2023). Our program can simulate invariable 
sites and can output both VCF and gVCF files that are compati
ble with GATK and BCFtools gVCF formats, thereby allowing 
the user to both perform analyses incorporating invariable sites 
and test the effects of various SNP calling methods on down
stream analyses.

3 Results and discussion
To demonstrate the utility of vcfgl, we benchmarked the ac
curacy of BCFtools multiallelic genotype calling method un
der different scenarios mimicking the classic Out-of-Africa 
model. We simulated variable sites in chromosome 22 for 
100 diploid individuals using msprime (Baumdicker et al. 
2022) with 20 replicates (for more details, see Supplementary 
Material Section 2). We then used vcfgl to simulate genotype 
likelihoods and quality scores at read depths of 0.1, 0.5, 1, 2, 
10, 20, and 100. We simulated the errors in quality scores us
ing a mean error rate of 0:2% and beta distribution with vari
ance parameters of 0 (no variance, i.e. precise quality scores) 
and 10− 5. We calculated the associated genotype likelihoods 
using both Li (−GL 1) and McKenna (−GL 2) error models. 
We performed genotype and SNP calling using both naive ge
notype calling approach, and the BCFtools multiallelic caller 
(Danecek et al. 2021). With the naive genotype caller, we 
pick the genotype corresponding to the highest genotype like
lihood. We used the BCFtools multiallelic genotype caller 
with the “-P 0” option. The main difference between the two 
genotype calling methods is then that the BCFtools multial
lelic caller identifies alleles (and thereby SNPs) prior to geno
type calling and uses the allele frequencies, estimated using 
the read quality scores, in a Hardy–Weinberg equilibrium 
prior for both SNP and genotype calling (https://samtools. 
github.io/bcftools/call-m.pdf).

To evaluate the performance of genotype calling methods, 
we calculated two metrics for each simulation replicate for 
each individual: error rate and call rate. Here, call rate is de
fined as the proportion of sites with genotype calls out of the 
total number of sites simulated, based on a given threshold 
for GQ. The error rate is calculated as the count of wrongly 
called genotypes, standardized by the count of all genotype 
calls meeting the same call criteria. Detailed descriptions re
garding the error rate and call rate calculation can be found 
in the Supplementary Material, Section 3.3.

Comparing the two genotype calling approaches, we observe 
that the additional step of identifying alleles (which includes 
SNP calling) in the BCFtools multiallelic genotype calling 
method results in more accurate genotype calls compared to 
the naive maximum likelihood approach that does not include 
a SNP calling step. We also observe that with the genotype 
likelihoods calculated using both McKenna and Li error mod
els, as expected, the error rate decreases with increasing read 
depth (see Fig. 1). The area under the curve values calculated 
for each curve in Fig. 1 reveal the overall relative performance 
differences, where we see that the differences between the two 
GL models become more pronounced as the read depth 
increases (see Figs S11 and S12, available as supplementary 
data at Bioinformatics online).

Using BCFtools multiallelic caller, we also tested two geno
type calling approaches: genotype calling across populations, 
where the genotype calling is performed on the whole dataset, 
and within-population genotype calling, where the genotypes 
are called separately for each population, allowing for 
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population-specific allele frequency estimation and the detection 
of population-specific variants. Across the different read depths, 
we observe that the within-population approach performs bet
ter than the across-population approach (see Fig. S1, available 
as supplementary data at Bioinformatics online).

The maximum runtime for these simulations was 7 min 40 s 
per replicate without multi-threading, with a mean read depth 
of 20, when simulating errors in quality scores. Without simu
lating the quality score errors, the maximum run time was 
1 min 39 s. The simulation in both cases consisted of 328 230 
sites and 100 simulated diploid individuals. We addressed the 
bottleneck in the file writing step by using the HTSlib library’s 
threading functionality to allow threading in the compression 
stream. Comparing the use of one thread versus four, we have 
observed a 13% reduction in processing time, down from 7 min 
40 s to 6 min 47 s. The runtime and file size depend on the num
ber of samples and the amount of sequence data simulated and, 
of course, on the disk IO. All analyses were conducted on a Red 
Hat Enterprise Linux 8.8 (Ootpa) system with an Intel(R) Xeon 
(R) Gold 6152 CPU at 2.10 GHz (x86_64), 754 GiB RAM, and 
a Linux 4.18.0–477.27.1.el8_8.x86_64 kernel. The benchmark
ing pipeline was implemented as a Snakemake workflow for re
producibility (M€older et al. 2021) and is freely available at 
github.com/isinaltinkaya/vcfgl_benchmarking/.

In our benchmarking analysis using real sequencing data 
from the 1000 Genomes Project, genotype discordance rates 
decreased with increasing sequencing depth (Fig. S10, avail
able as supplementary data at Bioinformatics online). 
Simulations with vcfgl using realistic error rates yielded lower 
discordance rates than subsampled real data, highlighting the 
impact of sequencing errors and alignment artifacts in real 
datasets. The naive genotype calling method used here con
trasts with the 1000 Genomes ground-truth genotypes, which 

incorporated population allele frequencies, contributing to 
the observed discrepancies. Additionally, the unequencies, 
contribute to the observed discrepancies. Additionally, the 
uneven depth distribution in real data contrasts with vcfgl’s 
Poisson-simulated depth, which may partially explain the 
higher discordance in real data. These findings highlight the 
utility of vcfgl for benchmarking genotype calling methods 
while emphasizing the challenges posed by sequencing errors 
and depth variability in real datasets.

To our knowledge, msToGlf [a utility program within the 
ANGSD package (Korneliussen et al. 2014)] is the only tool 
currently available for simulating genotype likelihoods. 
However, unlike vcfgl, msToGlf lacks the ability to simulate 
genotype likelihoods with realistic error probabilities, includ
ing Beta-distributed errors and base-calling quality score bin
ning specific to various sequencing platforms. Additionally, 
vcfgl accepts VCF files with accurate genotypes as input, 
which can include observed genotype calls from real data or 
tree sequences simulated by popular tools such as msprime 
(Baumdicker et al. 2022) and SLiM (Messer 2013, Haller and 
Messer 2023). In contrast, msToGlf relies solely on input from 
the ms program and simply calculates genotype likelihoods 
based on this input. Furthermore, msToGlf lacks compatibility 
with modern simulation tools and widely used file formats like 
VCF/BCF, which limits its applicability in simulating complex 
data scenarios, benchmarking methods, and examining the 
effects of uncertainty quantification in NGS data. These limi
tations underscore the unique capabilities of vcfgl, which 
offers advanced modeling of uncertainty, flexibility in input 
formats, and the ability to simulate realistic scenarios. As 
msToGlf does not incorporate these functionalities, a direct 
quantitative comparison with vcfgl would not provide mean
ingful insights into the utility or performance of vcfgl.

Figure 1. Performance of genotype calling using the naive genotype caller method and BCFtools multiallelic caller with beta distributed errors in the 
estimation of the quality scores, by read depth. Colors indicate different variances in the beta distribution (0 and 10−5, respectively). The line types 
indicate the Li GL model (1) and McKenna GL model (2) (for details, see the Supplementary Material, Section 1.4). The genotype calling error rates (y-axis) 
and call rates (x-axis) are defined in the main text. The average per-site read depth is indicated in the top left corner of each plot. The curves are obtained 
by varying the GQ threshold for genotype calling. The vertical line segments below 0 on the y-axis denote the minimum GQ threshold of 20, and the 
horizontal line segments after the final call rate on the x-axis denote the final error rate of each group. The data are from 20 replicates of 100 diploid 
individuals simulated using msprime, resulting in 328 230 variable sites per simulation replicate (for details, see the Supplementary Material, Section 2). 
The BCFtools multiallelic caller is used for each population separately, and the prior parameter is disabled.
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In addition to the models evaluated in this study, other geno
type likelihood formulations could be relevant for future work, in
cluding the Atlas GL model, which incorporates post-mortem 
damage for ancient DNA data (Link et al. 2017); the Maruki and 
Lynch GL model, which provides an alternative likelihood formu
lation to be used for genotype calling with low-coverage data 
(Maruki and Lynch 2017); the G€unther and Schraiber GL model, 
which applies empirical adjustments to GLs to mitigate mapping 
bias (G€unther and Schraiber 2024); and the SNPtools GL model, 
which uses a BAM-specific binomial mixture modeling approach 
for estimating GLs to handle data from heterogeneous platforms, 
reference bias, and low-quality data (Wang et al. 2013). Future 
improvements may include modeling alignment and assembly re
lated biases, e.g. using mappability maps, quantifying mapping 
biases, site-specific errors, and modeling correlated depth distribu
tions, including localized low- and high-depth regions.

Our simulation tool, vcfgl, provides a framework for devel
oping more accurate and reliable genetic data analysis meth
ods, ultimately enhancing our understanding of genetic 
variations and their implications.
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