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ABSTRACT OF THE DISSERTATION 

 

Quantitative Near-Field Microscopy of Heterogeneous and Correlated Electron Oxides 

 

by 

 

Alexander Swinton McLeod 

 

Doctor of Philosophy in Physics 

 

University of California, San Diego, 2017 

 

Professor Dimitri N. Basov, Chair 

 

Scanning near-field optical microscopy (SNOM) is a novel scanning probe microscopy 

technique capable of circumventing the conventional diffraction limit of light, affording 

unparalleled optical resolution (down to 10 nanometers) even for radiation in the infrared and 

terahertz energy regimes, with light wavelengths exceeding 10 micrometers.  However, although 

this technique has been developed and employed for more than a decade to a qualitatively 

impressive effect, researchers have lacked a practically quantitative grasp of its capabilities, and 

its application scope has so far remained restricted by implementations limited to ambient 

atmospheric conditions.  The two-fold objective of this dissertation work has been to address both 

these shortcomings.  The first half of the dissertation presents a realistic, semi-analytic, and 

benchmarked theoretical description of probe-sample near-field interactions that form the basis of 



 

xix 

SNOM.  Owing its name to the efficient nano-focusing of light at a sharp metallic apex, the 

“lightning rod model” of probe-sample near-field interactions is mathematically developed from a 

flexible and realistic scattering formalism.  Powerful and practical applications are demonstrated 

through the accurate prediction of spectroscopic near-field optical contrasts, as well as the 

“inversion” of these spectroscopic contrasts into a quantitative description of material optical 

properties.  Thus enabled, this thesis work proceeds to present quantitative applications of 

infrared near-field spectroscopy to investigate nano-resolved chemical compositions in a diverse 

host of samples, including technologically relevant lithium ion battery materials, astrophysical 

planetary materials, and invaluable returned extraterrestrial samples.  The second half of the 

dissertation presents the design, construction, and demonstration of a sophisticated low-

temperature scanning near-field infrared microscope.  This instrument operates in an ultra-high 

vacuum environment suitable for the investigation of nano-scale physics in correlated electron 

oxides at cryogenic temperatures, thus vastly expanding the scope of applications for infrared 

SNOM.  Performance of the microscope is demonstrated through quantitative exploration of the 

canonical insulator-metal transition occuring in the correlated electron insulator V2O3.  The 

methodology established for this investigation provides a model for ongoing and future nano-

optical studies of phase transitions and phase coexistence in correlated electron oxides. 
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1.CHAPTER 1:    Introduction to scanning near-field optical microscopy (SNOM) 

 

1.1 Introduction 

In life, it is often claimed a man’s reach should extend beyond his grasp.  A fine and 

worthwhile adage for the everyday, this mantra pertains no less to the spheres of scientific 

endeavour.  And yet, the scientific method calls us always, in the end, to test our predictions 

(however creative or ingenious) against objective reality.  By implication then, scientific pursuit 

demands another standard that rises beyond our cherished maxim:  Steadily, unwaveringly, we 

scientists strive to meet and match our grasp with the far-flung reaches of our scientific 

imagination.  There are natural divisions to this labor.  But the builders, developers, and tinkerers 

of experimental science in this way quietly stand out as the unsung heroes- those whose 

technical achievements slowly and often inconspicuously bring the scientist’s grasp at last into 

contact with his reach.  Pursuing and attaining these cherished moments of contact is perhaps 

nowhere more thrilling than in the field of microscopy, where biological cells, chemical molecules, 

atomic vibrations, and electronic fluctuations are the actors in a complex and beautiful drama.  

The role of a microscope is to cast light on this stage, at all angles and in all settings, allowing the 

biologist, the chemist, and the physicists make contact with structures and events that all too 

naturally play out at microscopic (sizes ~10-6 meters) and even nanoscopic (10-9 meters) scales. 

This chapter of the thesis serves by way of introduction to highlight the rapidly advancing 

position of near-field microscopy, a sub-diffractional microscopy technique, in the context super-

resolution microscopies.  The unique ability of scanning near-field optical microscopy (SNOM) to 

probe subtle optical properties of materials and physical systems within precise nanometer 

volumes has inspired its application to select problems of chemical analysis and condensed 

matter physics research presented within this thesis work. 
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1.2 1  Introduction 

Conventional microscopy relies upon the far-field stimulation and detection of 

electromagnetic fields from samples that can be as small as micrometers in size. The resolving 

power of far-field microscopy however is subject to the diffraction limit, expressed quantitatively 

through the Raleigh criterion: NA - two objects can be resolved at wavelength  with a 

numerical aperture of NA by at best a distance . 

The first documented suggestion of an imaging technique capable of subverting the diffraction 

limit was proposed by E. H. Synge in 1928, in a letter to Albert Einstein 9. Synge envisioned 

bringing a nano-scale aperture, punctured through a highly reflective film, to just above the 

surface of a semi-transparent sample illuminated by focused light from below. According to 

Synge, the light transmitted to the far-field above the film could then be attributable only to the 

sub-diffraction sample region at the aperture spot on account of local near-field coupling. 

Einstein reportedly remained skeptical, unconvinced of the potential throughput of the 

underlying near-field coupling. In response, Synge proposed the use of a sharply tapered 

aperture, capable in theory of more efficient near-field coupling to nano-resolved sample regions. 

Indeed, he even envisioned the rapid raster-scanning of a sample with this technique using high-

precision piezo-electric crystal translators, an essential element of today’s scanning probe 

microscopes. Though neglected for decades after its inception, Synge’s original idea has recently 

become an exciting reality. Modern near-field microscopes are variously configured, but the two 

most common configurations - aperture-based and apertureless (scattering) - are depicted in Fig. 

1.1. Somewhat unlike Synge’s original conception, the scattering configuration confers notable 

advantages by way of of improved resolution, throughput 3, and a more straightforward 

theoretical understanding of the operational mechanism 1. 
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1.3 2  Essential theory of near-field interactions in SNOM 

Scattering-mode SNOM (or sSNOM, abbreviated elsewhere in the thesis to simply SNOM 

or to ApperturelessNSOM / ANSOM) may be simply understood and theoretically modeled by 

considering the mutual electromagnetic polarization of a pointed metal probe under the influence 

of 1) incident laser light at frequency , 2) the local dielectric properties of the sample 

characterized by optical constant , and 3) the polarizability of the tapered metallic probe tip with 

radius of curvature  and optical constant . During measurement, these elements participate in 

a mutual near-field interaction, resulting in back-scattered light (“signal") sensitive to the nano-

scale environment of the probe.  This self-consistent near-field interaction is depicted 

schematically in Fig. 1.1, indicating how it can be leveraged in an experimental context to glean 

nano-scale information about the optical permittivity of heterogeneous and nano-structured 

samples. 

The most basic understanding of this interaction models the probe as uniformly 

polarizable sphere with polarizability . When illuminated by an incident electric 

field , the dipole moment induced in the probe is given approximately by: 

 

(1) 

 

Here  is the Green’s dyadic function for a radiating dipole over a surface in the quasi-

static approximation. The Fresnel coefficient for -polarized radiation  characterizes the 

local influence of the sample through . Since the intensity of back-scattered 

radiation from the probe is proportional to its induced dipole moment, Eq. 1 provides a theory for 

the material contrast observed in sSNOM through dependence on the local value of . This 
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theory can be understood as a mutual interaction of the probe tip with its “mirror image" dipole, as 

depicted in Fig. 1.2a. Several more realistic variants of this near-field theory have been proposed 

and are finding promising application in the quantitative description of nano-scale dielectric 

properties through comparison with experimental sSNOM imaging and spectroscopy 

measurements. One such variation treats explicitly the sensitivity of sSNOM to sub-surface 

material properties and multiple reflection effects in multilayered media (depicted schematically in 

Fig. 1.2b) 1. This formulation provides a starting point for describing light momentum-dependent 

near-field interactions between an illuminated probe tip and surface modes such as surface 

phonon- and plasmon-polaritons.  The present thesis work detailed in Chapter 2 was undertaken 

to provide a fully quantitative description of these phenomena without resort to undue theoretical 

simplifications.  Consequently, as so was uncovered, a great deal more can be gleaned from the 

measurables of near-field experiments than simple models of the near-field interaction might lead 

one to expect. 

 

1.4 Detection of minute probe-scattered signals in SNOM 

Fig. 1.3 details the conceptual configuration of an SNOM microscope and the optical 

components that are employed for effective interferometric detection of minute radiation signals 

back-scattered from the near-field probe.  One of several sources of coherent radiation (typically 

laser sources as shown, especially for SNOM in the infrared frequency range) illuminates an 

optical beam-splitter, which divides the radiation into two arms (paths) of, effectively, a Michelson 

interferometer.  The first arm simply employs reflection from a flat mirror, radiation from which 

serves as a “reference” field in an interferometric detection scheme.  This radiation partially 

reflects from the beam splitter towards a photodetector. 

Meanwhile, in the second interferometer arm, radiation is carefully focused to the apex of 

the near-field probe, which is typically a sharp metal-coated tip adjoined to a cantilever, and 

mounted as the probe of an atomic force microscope (AFM).  The role of the AFM is to 
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controllably raster-scan the sample below the sharp near-field probe, while carefully maintaining 

precise contact between the tip and the sample surface.  This is typically accomplished by 

operating the AFM and the probe in a “non-contact” mode, where the cantilever is oscillated at its 

natural frequency (many tens or hundreds of kHz) at an amplitude of 10s of nanometers above 

the sample.  By way of the distance dependent probe-sample near-field interaction, this 

“dithering” in turn modulates all back-scattered radiation associated with the near-field interaction 

at higher harmonics of the dither frequency, which serves as a “carrier frequency” for probe-

scattered radiation. 

When using a monochromatic radiation source, SNOM images of the sample’s near-field 

response can be registered by the following method.  The probe-scattered radiation, upon 

reaching the photodetector, interferes with the far more intense reference field, yielding a total 

detected intensity signal.  The dithered near-field scattering of interest is in this way 

multiplicatively enhanced in magnitude by the reference field, and further can be isolated from 

radiation background (often two or three orders of mangnitude larger in amplitude) by means of 

lock-in amplification of the detected intensity at harmonics of the dither frequency.  This step is 

called “demodulation” of the signal.  In the so-called pseudo-heterodyne detection scheme14, the 

reference arm is further phase-modulated, which cleverly allows a segregation of amplitude and 

phase signals associated with the near-field interaction (Fig. 1.4), on the basis of which images of 

both can be resolved across the sample surface with nano-scale resolution limited only by 

sharpness of the near-field probe. 

Alternatively, when using a broadband radiation source (often a pulsed laser, such as that 

exmplified in Fig. 1.4, boxed red), demodulated detector intensity can be registered as a function 

of overall displacement of the interferometer reference arm mirror, yielding a so-called 

“interferogram” whose Fourier transform with respect to the mirror displacement resolves the 

near-field response of the sample spectrally, according to the frequency of light.  With infrared 

laser illumination, this method dubbed nano-scale Fourier transform infrared (or nano-FTIR) 



6 

 

spectroscopy.15  Especially when used in tandem, the imaging and spectroscopic capabilities of a 

SNOM enable impressive characterizations of nano-structured samples.  Both modalities are 

used throughout the present thesis work. 

 

1.5 Example applications:  Nanoscale mapping and spectroscopy of mobile carriers 

The sensitivity of near-field microscopy to local material properties has been 

demonstrated in measurements of nano-structured semiconductor devices, fabricated with 

regions of varying carrier concentration 6. Image scans of a multiple transistor device acquired 

with sSNOM at infrared (IR) and terahertz (THz) frequencies are shown in Fig. 1.5. Illumination of 

the probe tip was provided with lasers tuned to the desired frequencies, providing a means to 

near-field spectroscopy at the nano-scale. 

At IR frequencies, pronounced near-field contrast is evident only between materials of 

differing lattice composition. In the second panel of Fig. 1.5, high signal (red) is attained only over 

 contacts at the top of the device, and is characteristic of a nearby phonon resonance 

relative to the ambient  (blue). In contast, THz frequencies enable the direct probing of mobile 

carriers (electrons and holes) through the probe tip’s local excitation and response to plasma 

oscillations. Near-field contrast is correlated with proximity to the local on-resonance plasma 

frequency , providing a nano-resolved mapping of relative carrier concentration at 

locations throughout the device.  The theoretical calculations shown in Fig. 1.6 enable a 

qualitative description of these relative carrier concentrations by correlating the Drude response 

at a given carrier density with the expected near-field signal through the formalism discussed in 

Sec. 1.2. The origin of contrast at THz rather than at IR frequencies in the  portions of the 

semiconductor device becomes evident. 
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1.6 Example applications:  Spatial mapping of collective electromagnetic surface 

modes - polaritons 

Extensions of the theoretical formalism presented in Sec. 1.2 have been used to describe 

the radiation field at the apex of an illuminated near-field probe as a superposition of plane 

waves. Because of the intense field localization (the “lightning rod effect"), these plane waves are 

characterized by extremely high momentum in the direction tangent to the sample surface. These 

high-momentum fields can be used both to excite and detect novel surface modes in materials 

which could not otherwise be coupled into far-field radiation due to conservation of momentum. 

Recent experiments demonstrate this novel application. Fig. 1.7a displays a real-space 

sSNOM measurement of surface phonon-polariton wave-patterns on the surface of a  crystal. 

These were produced by the scattering of illuminating IR laser light into these high-momentum 

modes via polarization of  gold nanodisks fabricated on the surface of the crystal.7 The 

induced local dipolar fields of these nanodisks are shown simulated in the lower left panel of Fig. 

7a. 

The agreement between theoretically computed surface phonon amplitude and phase 

patterns with the measured near-field scans is remarkable, exhibiting the possibility of directly 

measuring the dispersion of such surface modes using near-field spectroscopy. By tuning the 

frequency of the illumination laser, wave-patterns of the sort shown can be acquired in entire 

frequency bands to construct the functional dependence , providing a direct dispersion map 

of novel high-momentum surface modes. As a proof of concept, the observed wavelength in the 

provided images can be compared with the theoretical dispersion of  surface optical phonons 

displayed in Fig. 1.7b. 

1.7 Example applications:  Nano-plasmonic imaging 

The superb nano-scale resolution of near-field imaging has proven a useful tool for 

mapping the field distributions around nano-plasmonic antenna structures, designed and 
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fabricated as the building-blocks of tomorrow’s nano-plasmonic devices. These structures were 

envisioned as nano-scale counterparts to classical antenna circuits, but designed for length 

scales consistent with surface-plasmon resonances in the noble metals (such as  and ). 

Characterization of their in situ properties has previously relied on far-field measurements of 

mesoscopic ensembles, but near-field microscopy is capable of directly addressing the 

electromagnetic modes of individual nano-structures. 

Fig. 1.8 displays the simulated and measured field distributions of an IR-resonant gold 

nano-plasmonic dipole antenna fabricated on a transparent substrate, illuminated from below and 

measured with a “passive" (nominally non-perturbative) crystalline silicon near-field probe.11 The 

demonstrated agreement between theory and experiment demonstrates that these antennae 

perform as-designed, with a tunable impedance loading controlled by opening or closing the 

antenna feedgap. This experiment confirms the simultaneous sensitivity of sSNOM to nano-scale 

field intensity and phase. 

 

1.8 Example applications:  Graphene plasmonics 

The possibility to both excite and detect high-momentum surface modes using near-field 

finds ideal application in the study of novel 2-dimensional conducting materials such as graphene, 

a single atomic layer carbon allotrope exfoliated or grown on a substrate. A recent notable 

experiment has utilized near-field spectroscopy to detect the excitation of Dirac plasmons in 

single-layer graphene on an  substrate.5 The Dirac plasmon is so-named as a collective 

charge oscillation of quasiparticles subject to Dirac-Hamiltonian-like dynamics at the Fermi level 

in graphene, and is theorized to exhibit low-loss propogation, a promising feature for future 

plasmonics applications. 

By exciting single-layer graphene at different frequencies in the vicinity of  surface 

phonon resonance at  with illumination from a bank of tunable quantum cascade 

lasers, a reference-normalized near-field spectrum was acquired in a nano-scale region at the 
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interface of graphene, , and the  substrate. The resulting spectrum (Fig. 1.9c) displays a 

remarkable enhancement of the  surface phonon, resulting from the hybridization of the 

 phonon with the Dirac plasmon.  

As suggested previously in Sec. 4, near-field microscopy is capable not only of exciting 

and detecting high-momentum surface modes, but also directly imaging their real-space patterns. 

Real-space images of Dirac plasmons confined to a nano-cone of single layer graphene on  

substrate are displayed in Fig. 1.9b, exhibiting standing wave patterns in both amplitude and 

phase. To confirm the authenticity of the plasmon oscillation, theoretical calculations were 

performed to model the wave-pattern induced by localized tip excitation at each position in the 

scan. These theoretical predictions exhibit remarkable agreement with the measured wavelength 

of the graphene plasmon in these patterns. As of this writing, this work is part of an ongoing effort 

to map spectroscopically and in real-space the dispersion and propagation of plasmons in 

graphene. 

1.9  Example applications:  Tip-enhanced Raman spectroscopy 

One of the newest near-field spectroscopy techniques developed in recent years draws 

inspiration from the phenomenon of surface-enhanced Raman scattering, whereby the inelastic 

scattering of light by molecules and other chemical structures is enhanced by many orders of 

magnitude due to the high-intensity electromagnetic “hot spots" of a nearby rough, metallic 

surface. The Raman scattering “fingerprint" serves as a unique spectroscopic identifier for many 

substances, and techniques for the enhancement of inelastic scattering has made this 

phenomenon a practical and powerful technique for chemical identification. 

In analogy, a tip-enhanced form of Raman scattering and spectroscopy (TERS) with 

nano-scale resolution is made possible through the local focusing of high-intensity 

electromagnetic fields at the apex of a laser-illuminated metallic probe tip, as in sSNOM. Recent 

experiments have utilized special surface-plasmon resonant probe tips with high intensity optical 
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illumination to boost Raman signal for the rapid spectroscopic chemical identification of sample 

surfaces. 

One such experiment has claimed to resolve the spectroscopic fingerprint of individual 

nucleotides along a chain of RNA with nano-scale resolution.2 Spectra collected at the positions 

given in Fig. 1.10a are shown in Fig. 1.10b, in which the Raman fingerprint of the cytosine 

nucleotide can be discerned in the signal. By pushing the resolution limits of this technique, one 

might envision direct sequencing of nucleic acids with metallic probe tips through TERS detection 

and identification. 

The ongoing design of plasmon-resonant probe tips has improved the Raman signal 

levels attainable with TERS by orders of magnitude. This effort focuses on improving the 

resonance matching condition for a probe illuminated at a particular Raman excitation frequency - 

as from a  green diode laser for example. Recent experiments with resonant coaxial 

aperture probes have demonstrated the possibility of hyperspectral imaging, whereby usable 

millisecond-exposure Raman spectra are acquired at each pixel of a conventional AFM/near-field 

scan.13 This technique was demonstrated for the detection of carbon nanotubes by spatially 

resolving the strength and frequency shift of the  and  vibrational bands (characteristic of 

carbon allotropes), as displayed in figure 8c, ideally providing a local probe of carbon lattice 

structure with nano-scale precision. 

 

1.10 Conclusion:  A technique for diverse applications in nano-science 

Near-field microscopy has emerged as an experimental technique at the forefront of sub-

diffraction (often called “super-resolution”) imaging and spectroscopic methods. Though 

predicated on a nearly century-old experimental concept, recent applications such as surface 

mode spectroscopy and tip-enhanced Raman continue to re-invigorate and extend this 

microscopy technique, pushing the boundaries of nano-scale detection. The examples presented 
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in this survey demonstrate the continued utility and necessity of sub-diffraction techniques for the 

nano-scale study of plasmonic nano-structures, novel materials such as graphene, and even 

biological systems, promising an unbounded future for applications and extensions near-field 

microscopy.  Basic technical aspects of SNOM implementation and application not otherwise 

presented here may find ample presentation in the excellent thesis work of N. Ocelic,16 one of the 

early pioneers of quantitative SNOM measurements.  The present thesis work builds upon such 

various and inspiring efforts at the levels of 1) theory, 2) applications, and 3) instrumentation, thus 

extending near-field microscopy to the spatio-spectral study of chemical composition in 

heterogeneous and correlated electron oxides. 
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1.11 Figures 

 
 

Figure 1.1:  Synge’s original proposal was based on illumination and/or collection via a nano-
aperture in pointed metallic probe. 

(Left) In spite of limited throughput, this configuration is commonly implemented using metal-
coated fiber probes. (Right) The apertureless (scattering) configuration improves throughput via 
the polarization of an elongated antenna-like probe tip. This concept is presented in (a) the 
abstract and (b) an experimental implementation. 
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ABSTRACT

We use scattering-type apertureless near-field optical microscopy to demonstrate distance-controlled spectral resonance and phase shifts of
a single near-field coupled system. In our experiment a metal tip optically interacts with a SiC surface at continuously varied nanometric
distances. For illumination we use mid-infrared wavelengths (10 µm) where phonon polaritons in SiC resonantly enhance the near-field interaction.
The phase of the scattered light increases and the resonance peak red shifts with decreasing gap width, in accordance with theoretical
modeling.

The resonant interaction of light with nanoparticles leads to
enhanced local optical fields and to enhanced light scattering.
Mostly metallic nanoparticles have been studied, with
resonances in the visible spectrum caused by surface plasmon
polaritons.1 Polar dielectric particles exhibit analoguous mid-
infrared resonances caused by surface phonon polaritons.2
The recent interest in plasmon-enhanced fields arises from
enhanced nonlinear optical effects3 and from enhanced
Raman scattering,4-8 giving even single-molecule sensitiv-
ity.5,6 Both basic understanding and potential applications
of confined light such as in nanoscale optical circuits
(“plasmon nanophotonics”)9 demand a detailed insight into
optical interactions at nanoscale distance. This requires
knowledge and even control10 of the oscillation phases in
the system. However, spectroscopic characterization of single
plasmon-resonant particles11 or of coupled particle pairs12-14
has mostly dealt with measuring intensity spectra only, thus
omitting information on the phase lag between driving field
and polariton oscillations. Phase-sensitive measurements
were reported on plasmon-resonant particles,15,16 however,
without separating amplitude and phase information. The
nanoscale near-field interaction of two or more metal
particles, which is supposed to provide outstanding field
enhancement,6 has been calculated to shift the plasmon
resonance,17,18 as experimentally verified by the preparation
of different samples with varied interparticle distances.12,13,19
To avoid fabrication irreproducibilities in size and shape of
the particles, we study here mechanically controlled reso-
nance shifts in both amplitude and phase of one single
resonant scattering system composed of two near-field

interacting elements whose separation z is continuously
adjusted on a nm scale (Figure 1a).
A convenient experimental system for this purpose is a

scattering-type, amplitude-and-phase sensing, near-field opti-
cal microscope (s-SNOM, Figure 1b),20 as it allows to control
the near-field interaction between two elements, the probing
tip and the sample, simply by continuously adjusting the tip-
sample distance z with subnanometer accuracy. The s-SNOM
employs light scattering at the sharp tip of a probing needle,
such that the probing light field confined at the tip apex
extends only about one tip radius a, λ in any direction.21,22
Therefore, the characteristic length scale for near-field
coupling is about a ≈ 20 nm, much smaller than the
wavelength (≈10 µm) used for illumination. The near-field
coupling can be approximated by a simple sphere-plane
model system as sketched in Figure 1a.23,24 Calculations for
a plasmon-resonant sphere-plane system predict that the
near-field coupling causes resonance shifts in the scattered

* Corresponding author. E-mail: hillenbr@biochem.mpg.de; Fax: +49
89 8578 2641.

Figure 1. Resonant scattering system consisting of a small sphere
in variable distance from a surface (a), realized by a scattering-
type SNOM with interferometric detection (b). Each approach curve
is recorded for two positions of the reference mirror separated by
λ/8, to compute amplitude s and phase " of the backscattered light.
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(b) Apertureless (scattering) detection12

Figure 1: Synge’s original proposal was based on illumination and/or collection via a nano-aperture in pointed
metallic probe. In spite of limited throughput, this configuration is commonly implemented using metal-coated
fiber probes. The apertureless (scattering) configuration improves throughput via the polarization of an elongated
antenna-like probe tip. This concept is presented in (a) the abstract and (b) an experimental implementation.

Here Gdp is the Green’s dyadic function for a radi-
ating dipole over a surface in the quasi-static approx-
imation. The Fresnel coe�cient for p-polarized radia-
tion rp(!) characterizes the local influence of the sam-
ple through rp(!) ⇡ ✏s�1

✏s+1 . Since the intensity of back-
scattered radiation from the probe is proportional to its
induced dipole moment, Eq. 1 provides a theory for
the material contrast observed in sSNOM through de-
pendence on the local value of ✏s(!). This theory can be
understood as a mutual interaction of the probe tip with
its “mirror image” dipole, as depicted in Fig. 2a. Several
more realistic variants of this near-field theory have re-
cently been proposed and are finding promising applica-
tion in the quantitative description of nano-scale dielec-
tric properties through comparison with experimental
sSNOM imaging and spectroscopy measurements. One
such variation treats explicitly the sensitivity of sSNOM

to sub-surface material properties and multiple reflection
e↵ects in multilayered media (depicted schematically in
Fig. 2b).1 This formulation provides an invaluable the-
oretical description of the high-momentum near-field in-
teraction between an illuminated probe tip and surface
modes such as surface phonon- and plasmon-polaritons.

3 Spectroscopy of Mobile Carriers

The sensitivity of near-field microscopy to local material
properties has been demonstrated in measurements of
nano-structured semiconductor devices, fabricated with
regions of varying carrier concentration.6 Image scans of
a multiple transistor device acquired with sSNOM at in-
frared (IR) and terahertz (THz) frequencies are shown
in Fig. 3. Illumination of the probe tip was provided
with lasers tuned to the desired frequencies, providing a
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Figure 4. Calculated near-field scattering amplitude s and phase � versus
the distance z between the tip sphere and the sample.

assume the sample to be Si with real dielectric value �s = 15, and the tip sphere to
be Au, with radius a = 10 nm and dielectric value �t = �10 + 2i (corresponding to
� = 633 nm). As displayed in figure 4 equation (3.3) predicts a constant scattering at
relatively large distance z � 2a (note the neglect of retardation restricts the appli-
cability of this modelling to z � �). At very small distances, z < a, however, both
the scattering amplitude and the scattering phase increase sharply. Such a nonlinear
rise occurs with any combination of dielectric values and can be taken as signature
of the near-field interaction. It is interesting that the z-range of near-field interac-
tion is of the same order as the lateral width of the confined near field, both being
of the order a, the sphere’s radius (Taubner et al . 2003). A multipolar theory that
includes retardation has recently given a similar result (Porto et al . 2003). In the
following, we keep to the non-retarded, dipolar approximation because it allows the
simple solution equation (3.3) from which direct conclusions of practical significance
can be derived.
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(a) Image dipole model of the tip-sample near-
field interaction
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Fig. 1. Schematics of the scattering system. An induced dipole located on top of a multilay-

ered system interacts with the incoming plane wave as well as with the layered substrate.

Reflections ri j and transmissions ti j at each layer are labelled in the scheme. zo is the

dipole-sample separation distance, d is the thickness of the first layer (material 2=sample),

and z� is the thickness of the second layer (material 3=substrate). involved in the interaction.
Different media i are characterised by their local dielectric response εi.

a PMMA layer on different substrates confirm the predicted enhancement effect. The enhanced

infrared signal amplitude and the enhanced spectral contrast of a PMMA layer in the presence

of a Au substrate compared to a Si substrate leads us to propose the use of highly reflecting

substrates for efficient near field optical spectroscopy of thin organic or molecular layers. We

also investigate theoretically the case of resonant tip-substrate interaction and obtain an even

larger enhancement of the s-SNOM signal from a thin sample layer, along with an increase of

the spectral contrast, although presenting a distortion of the line shape of a single molecular

absorption band [31].

2. Formalism: Dipole model for a layered system

We present in this section the electromagnetic response of a dipole above a multilayered surface

[32], as a model for the light scattering produced by a s-SNOM tip on a layered material over

different substrates. The scheme of the system we will address is shown in Fig. 1, where p

denotes the interacting dipole representing the s-SNOM tip, zo is the distance between the

dipole (tip) and sample, and d and z � are the different material thickness for the sample and
substrate respectively. The angle of incidence of the light is denoted by θ inc, εi is the local
dielectric response of material i, and k = 2π/λ is the modulus of the wavevector. The wave

vector k, its modulus k, and the components perpendicular k z and parallel Q=
�
k2x + k2y to the

surfaces, are defined as

k= ω/c kiz =
�
k2εi �Q2 Re{kz} > 0

ki = k
p

εi k= (Q,kzsign(z)) Im{kz} > 0

(1)

with h̄ω the energy associated with a certain wavelength λ
To calculate the fields from the dipole on top of this multilayered system, we first calculate

the self-interacting dipole p driven by the external incoming plane wave in the presence of the
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(b) Multilayer reflection formalism

Figure 2: Theoretical description of the near-field interaction.
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Figure 1.2:  Basic theoretical description of the probe-sample near-field interaction in SNOM. 
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We use scattering-type apertureless near-field optical microscopy to demonstrate distance-controlled spectral resonance and phase shifts of
a single near-field coupled system. In our experiment a metal tip optically interacts with a SiC surface at continuously varied nanometric
distances. For illumination we use mid-infrared wavelengths (10 µm) where phonon polaritons in SiC resonantly enhance the near-field interaction.
The phase of the scattered light increases and the resonance peak red shifts with decreasing gap width, in accordance with theoretical
modeling.

The resonant interaction of light with nanoparticles leads to
enhanced local optical fields and to enhanced light scattering.
Mostly metallic nanoparticles have been studied, with
resonances in the visible spectrum caused by surface plasmon
polaritons.1 Polar dielectric particles exhibit analoguous mid-
infrared resonances caused by surface phonon polaritons.2
The recent interest in plasmon-enhanced fields arises from
enhanced nonlinear optical effects3 and from enhanced
Raman scattering,4-8 giving even single-molecule sensitiv-
ity.5,6 Both basic understanding and potential applications
of confined light such as in nanoscale optical circuits
(“plasmon nanophotonics”)9 demand a detailed insight into
optical interactions at nanoscale distance. This requires
knowledge and even control10 of the oscillation phases in
the system. However, spectroscopic characterization of single
plasmon-resonant particles11 or of coupled particle pairs12-14
has mostly dealt with measuring intensity spectra only, thus
omitting information on the phase lag between driving field
and polariton oscillations. Phase-sensitive measurements
were reported on plasmon-resonant particles,15,16 however,
without separating amplitude and phase information. The
nanoscale near-field interaction of two or more metal
particles, which is supposed to provide outstanding field
enhancement,6 has been calculated to shift the plasmon
resonance,17,18 as experimentally verified by the preparation
of different samples with varied interparticle distances.12,13,19
To avoid fabrication irreproducibilities in size and shape of
the particles, we study here mechanically controlled reso-
nance shifts in both amplitude and phase of one single
resonant scattering system composed of two near-field

interacting elements whose separation z is continuously
adjusted on a nm scale (Figure 1a).
A convenient experimental system for this purpose is a

scattering-type, amplitude-and-phase sensing, near-field opti-
cal microscope (s-SNOM, Figure 1b),20 as it allows to control
the near-field interaction between two elements, the probing
tip and the sample, simply by continuously adjusting the tip-
sample distance z with subnanometer accuracy. The s-SNOM
employs light scattering at the sharp tip of a probing needle,
such that the probing light field confined at the tip apex
extends only about one tip radius a, λ in any direction.21,22
Therefore, the characteristic length scale for near-field
coupling is about a ≈ 20 nm, much smaller than the
wavelength (≈10 µm) used for illumination. The near-field
coupling can be approximated by a simple sphere-plane
model system as sketched in Figure 1a.23,24 Calculations for
a plasmon-resonant sphere-plane system predict that the
near-field coupling causes resonance shifts in the scattered
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Figure 1. Resonant scattering system consisting of a small sphere
in variable distance from a surface (a), realized by a scattering-
type SNOM with interferometric detection (b). Each approach curve
is recorded for two positions of the reference mirror separated by
λ/8, to compute amplitude s and phase " of the backscattered light.
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(b) Apertureless (scattering) detection12

Figure 1: Synge’s original proposal was based on illumination and/or collection via a nano-aperture in pointed
metallic probe. In spite of limited throughput, this configuration is commonly implemented using metal-coated
fiber probes. The apertureless (scattering) configuration improves throughput via the polarization of an elongated
antenna-like probe tip. This concept is presented in (a) the abstract and (b) an experimental implementation.

Here Gdp is the Green’s dyadic function for a radi-
ating dipole over a surface in the quasi-static approx-
imation. The Fresnel coe�cient for p-polarized radia-
tion rp(!) characterizes the local influence of the sam-
ple through rp(!) ⇡ ✏s�1

✏s+1 . Since the intensity of back-
scattered radiation from the probe is proportional to its
induced dipole moment, Eq. 1 provides a theory for
the material contrast observed in sSNOM through de-
pendence on the local value of ✏s(!). This theory can be
understood as a mutual interaction of the probe tip with
its “mirror image” dipole, as depicted in Fig. 2a. Several
more realistic variants of this near-field theory have re-
cently been proposed and are finding promising applica-
tion in the quantitative description of nano-scale dielec-
tric properties through comparison with experimental
sSNOM imaging and spectroscopy measurements. One
such variation treats explicitly the sensitivity of sSNOM

to sub-surface material properties and multiple reflection
e↵ects in multilayered media (depicted schematically in
Fig. 2b).1 This formulation provides an invaluable the-
oretical description of the high-momentum near-field in-
teraction between an illuminated probe tip and surface
modes such as surface phonon- and plasmon-polaritons.

3 Spectroscopy of Mobile Carriers

The sensitivity of near-field microscopy to local material
properties has been demonstrated in measurements of
nano-structured semiconductor devices, fabricated with
regions of varying carrier concentration.6 Image scans of
a multiple transistor device acquired with sSNOM at in-
frared (IR) and terahertz (THz) frequencies are shown
in Fig. 3. Illumination of the probe tip was provided
with lasers tuned to the desired frequencies, providing a
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Figure 3. Modelling the near-field interaction in s-SNOM. The replacement of the probing tip
by a point dipole allows to predict how the scattered light depends on (i) the distance z between
tip and sample, and (ii) on the complex dielectric value �s of the sample.
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Figure 4. Calculated near-field scattering amplitude s and phase � versus
the distance z between the tip sphere and the sample.

assume the sample to be Si with real dielectric value �s = 15, and the tip sphere to
be Au, with radius a = 10 nm and dielectric value �t = �10 + 2i (corresponding to
� = 633 nm). As displayed in figure 4 equation (3.3) predicts a constant scattering at
relatively large distance z � 2a (note the neglect of retardation restricts the appli-
cability of this modelling to z � �). At very small distances, z < a, however, both
the scattering amplitude and the scattering phase increase sharply. Such a nonlinear
rise occurs with any combination of dielectric values and can be taken as signature
of the near-field interaction. It is interesting that the z-range of near-field interac-
tion is of the same order as the lateral width of the confined near field, both being
of the order a, the sphere’s radius (Taubner et al . 2003). A multipolar theory that
includes retardation has recently given a similar result (Porto et al . 2003). In the
following, we keep to the non-retarded, dipolar approximation because it allows the
simple solution equation (3.3) from which direct conclusions of practical significance
can be derived.
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(a) Image dipole model of the tip-sample near-
field interaction

d

z’

1

2

3

4

k’

k

tt

tt

tt
12 r

r

rr

r
12

21

23 32

34 43

21
23

34

43

32

E

p

r

oz

Fig. 1. Schematics of the scattering system. An induced dipole located on top of a multilay-

ered system interacts with the incoming plane wave as well as with the layered substrate.

Reflections ri j and transmissions ti j at each layer are labelled in the scheme. zo is the

dipole-sample separation distance, d is the thickness of the first layer (material 2=sample),

and z� is the thickness of the second layer (material 3=substrate). involved in the interaction.
Different media i are characterised by their local dielectric response εi.

a PMMA layer on different substrates confirm the predicted enhancement effect. The enhanced

infrared signal amplitude and the enhanced spectral contrast of a PMMA layer in the presence

of a Au substrate compared to a Si substrate leads us to propose the use of highly reflecting

substrates for efficient near field optical spectroscopy of thin organic or molecular layers. We

also investigate theoretically the case of resonant tip-substrate interaction and obtain an even

larger enhancement of the s-SNOM signal from a thin sample layer, along with an increase of

the spectral contrast, although presenting a distortion of the line shape of a single molecular

absorption band [31].

2. Formalism: Dipole model for a layered system

We present in this section the electromagnetic response of a dipole above a multilayered surface

[32], as a model for the light scattering produced by a s-SNOM tip on a layered material over

different substrates. The scheme of the system we will address is shown in Fig. 1, where p

denotes the interacting dipole representing the s-SNOM tip, zo is the distance between the

dipole (tip) and sample, and d and z � are the different material thickness for the sample and
substrate respectively. The angle of incidence of the light is denoted by θ inc, εi is the local
dielectric response of material i, and k = 2π/λ is the modulus of the wavevector. The wave

vector k, its modulus k, and the components perpendicular k z and parallel Q=
�
k2x + k2y to the

surfaces, are defined as

k= ω/c kiz =
�
k2εi �Q2 Re{kz} > 0

ki = k
p

εi k= (Q,kzsign(z)) Im{kz} > 0

(1)

with h̄ω the energy associated with a certain wavelength λ
To calculate the fields from the dipole on top of this multilayered system, we first calculate

the self-interacting dipole p driven by the external incoming plane wave in the presence of the
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(b) Multilayer reflection formalism

Figure 2: Theoretical description of the near-field interaction.
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Figure 1.3:  Schematic depiction of the probe-sample near-field interaction relevant to s-SNOM. 

 (A) The probe tip interacts with a thin surface volume characterized by permittivity ε, which may 
dependent strongly on the optical frequency on incident light.  (B) The incident electromagnetic 
field Einc induces a strong dipole moment in the tip, which interacts with an induced mirror dipole 
in the sample.  The strength of the mirror dipole is determined by the local permittivity (expression 
given above).  Resulting near-field interactions Enf affect the tip polarization pz in a way that 
depends sensitively on ε, locally modulating the amplitude and phase of the tip-scattered field 
Escat.  (C) Escat detected in the far-field affords sub-diffractional sensitivy to the sample permittivity.  
Shown are amplitude and phase of the optical frequency-dependent scattered signal, revealing 
spectral features that afford material specificity on the nanometer-scale. 
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properties of the sample can be achieved through a simple or
extended dipole approximation35,36. Recently, we have developed
more sophisticated models of the optical near-field interaction
between the probe and the sample and have applied them with
excellent results to the study of graphene–substrate optical
coupling20 and oxide thin films25. Our latest and most accurate
model37 interrelates the scattered signal with the dielectric
function and optical reflection coefficient of the sample
(Supplementary Fig. 1), the same reflectivity accessed by
conventional far-field FTIR spectroscopy. Likewise, the
imaginary component of the sample’s refractive index, often
called the IR extinction or absorption coefficient, describes its IR
absorption efficiency. Maxima in the frequency-dependent IR
absorption coefficient correspond directly to the absorption peaks
of ‘fingerprint’ molecular vibrations measured by conventional
transmission-mode FTIR or total internal reflectance
spectroscopies.

However, although related, the frequency-dependent scattered
field measured by nanoFTIR is not equivalent to a conventional
FTIR absorption spectrum. Surface phonons couple particularly
strongly to a near-field probe as their electric dipole vibrates
resonantly with the incident probe field, shifting peaks in the
scattering spectrum to lower energy by an amount commensurate
with their strength38. Quantitative comparisons between a
sample’s near-field spectrum (for example, Fig. 2) and its

associated conventional FTIR absorption spectrum require that
the geometry of the near-field interaction be explicitly taken into
account by a realistic model of the tip, such as the one used in this
work to ‘invert’ the scattering amplitude and phase spectra to
extract nano-resolved dielectric properties of the material
underneath the tip apex28,37. Elementary relations connecting
the reflection coefficient to the IR absorption coefficient have
been presented elsewhere29 and, for characterization of the
cometary particle Iris, we apply these here for the first time to the
direct identification of silicate minerals using nanoFTIR (see
Methods).

NanoFTIR characterization of a chondrule. Figure 2 schema-
tically depicts our s-SNOM and nanoFTIR system (see Methods)
and presents characteristic scattering spectra for a standard
crystal of forsterite, one of the most abundant minerals in the
solar system and common chondrule constituent. We applied this
system first to characterize a sub-millimetre chondrule within the
Murchison meteorite, a CM2 chondrite notable for its abundant
organics and aqueously altered minerals (preparation in Meth-
ods). The chondrule was first coated with E15 nm of conductive
carbon and imaged by SEM; Fig. 3a,b displays backscattered
electron images. Elemental compositions (displayed in Fig. 3d)
were measured at o500 nm resolution using EDS. The chondrule
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Figure 1.4:  Experimental configuration of an infrared scanning near-field optical microscope 
(SNOM). 

An infrared SNOM can perform both broad-band spectroscopy and single-frequency imaging.  
These modalities are enabled by, respectively, (bottom left) a broad-band infrared source, such 
as a lamp or difference-frequency generation source (pictured) based on ultrafast fiber lasers, 
and a continuous wave (CW) laser, with the option to switch between these sources.  A beam-
splitter divides incident light between illumination of a near-field probe (AFM tip) and a flat 
reference mirror.  (middle) At the detector element, interference between back-scattered light 
collected from the near-field probe and “reference light” enables interferometric detection of 
minute near-field signals.  Viz., when the probe and reference mirror are dithered at frequencies 
Ω and M, respectively, detected intensity demodulated at harmonic frequencies n Ω ( ± m M ) is 
guaranteed proportional to the desired field Enf.  With a broadband source, sweeping the 
reference mirror position (undithered, M=0) allows collecting an interferogram (top left) whose 
Fourier transform reveals the spectroscopic near-field response. 
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Figure 1.5:  High-resolution sSNOM images acquired for a sliced semiconductor device several 
microns in size. 

Contrast between regions of differing carrier concentration is improved at THz frequencies. An 
SEM image of the device topography is shown in the bottom panel.6 
  

means to near-field spectroscopy at the nano-scale.

At IR frequencies, pronounced near-field contrast is
evident only between materials of di↵ering lattice com-
position. In the second panel of Fig. 3, high signal
(red) is attained only over NiSi contacts at the top of
the device, and is characteristic of a nearby phonon res-
onance relative to the ambient Si (blue). In contast,
THz frequencies enable the direct probing of mobile car-
riers (electrons and holes) through the probe tip’s local
excitation and response to plasma oscillations. Near-
field contrast is correlated with proximity to the local
on-resonance plasma frequency !p /

p
n, providing a

nano-resolved mapping of relative carrier concentration
at locations throughout the device.

the detector, verifying full suppression of background
scattering.

A second experiment with our test sample validates the
near-field THz contrast between different materials. We
scanned a sample area where the Au film was partly removed
and recorded topography (height) and THz signal s3 simul-
taneously (Figure 2b, black curve). We observe distinct THz
signal levels for Au and Si, and take the transition width
<150 nm as an upper bound for the achieved spatial
resolution. The dielectric material contrast is orders of
magnitude stronger than previously reported,9,10,22 amounting
to s3(Si)/s3(Au) ) 0.55, which is nearly equal to observations
with scattering-type near-field microscopy at mid-infrared
(IR) frequencies.12,23 To quantify this phenomenon in direct
comparison, we repeated the scan of the sample with the
same tip but with CO2 laser illumination at 28 THz (λ ≈ 11
µm). Interestingly, a nearly identical contrast profile (red
curve in Figure 2b) is observed, indicating the common
nature of the near-field optical contrast mechanisms at IR
and THz frequencies. We note that the infrared contrast can
be well explained by dipolar coupling between tip and sample
where the tip polarizability is considered to correspond to
that of a metallic sphere.12 This model predicts that the
contrast between Au and Si is the same at both IR and THz
frequencies, confirming our experimental data. Hence we
conclude that dipolar near-field coupling between a metallic
tip and a sample can well describe the relative material
contrast in THz near-field microscopy even though the
metallic tip has a finite length. For calculating the absolute
levels of scattering signals, of course, an improved theoretical
description is needed which takes account of the real
geometry of the tip and possible antenna effects. Neverthe-
less, our fundamental finding of a wavelength-independent
contrast mechanism is the key to ultrabroadband optical near-
field microscopy as spectroscopic image contrasts can be
directly related to dielectric sample properties.

By imaging a polished cut through nanoscale transistor
structures, we demonstrate the simultaneous recognition of
materials and mobile carriers by THz near-field microscopy.
While the AFM topography (Figure 3a, gray) only shows
some depressions where metal contacts (Cu, W) were
differently polished than SiO2, the THz image (Figure 3a,
color) clearly recognizes seven transistors manufactured in
Si with polycrystalline Si gates and with SiO2 as insulating
material. The THz contrast can be clearly related to the
different materials composing the transistors as we verify
by scanning electron microscopy (SEM) of a similar sample
where decoration etching was employed to highlight the
different materials (Figure 3b). We find that regions with
metals or highly conductive semiconductors appear brightest
in the THz image, the lowly doped semiconductors darker,
and the low-refractive-index oxides darkest, similar to earlier
findings of scattering near-field microscopy at optical and
infrared frequencies.12,23 This near-field contrast can be again
explained by dipolar near-field coupling between tip and
sample which predicts higher signals s2 for materials with
higher dielectric values.

Near-field microscopy at THz frequencies particularly
enables us to recognize mobile carriers and their distributions,
in a concentration range centrally important for semiconduc-
tor science and technology (n ) 1016-1019 carriers/cm3)
where visible and infrared methods lack sensitivity. This
sensitivity can be clearly seen from the strong THz signal
variations within the Si substrate of the device structure
shown in Figure 3a. We observe a decreasing THz signal
just below the transistors and a local maximum at 500 nm

Figure 3. THz near-field microscopy of a polished cut through a
multiple-transistor device structure. (a) AFM topography (gray) and
simultaneously acquired THz near-field image s2. The varying THz
signal within the Si substrate reveals the different mobile carrier
concentrations n indicated by numbers obtained from device
simulations. The infrared near-field image s2 (λ ≈ 11 µm; taken
for comparison) clearly demonstrates that only with THz illumina-
tion the varying mobile carrier concentration can be recognized.
(b) The SEM image of a similar but decoration-etched sample
validates that the THz image distinguishes different materials and
the single transistors. The rectangle marks the zoom-in area depicted
in Figure 4b,c. (c) THz signal amplitude s2 calculated for n-doped
Si as a function of the illumination frequency.
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Figure 3: High-resolution sSNOM images acquired for
a sliced semiconductor device several microns in size.
Contrast between regions of di↵ering carrier concentra-
tion is improved at THz frequencies. An SEM image of
the device topography is shown in the bottom panel.6

The theoretical calculations shown in Fig. 4 enable a
quantitative description of these relative carrier concen-
trations by correlating the Drude response at a given car-
rier density with the expected near-field signal through
the formalism discussed in Sec. 2. The origin of contrast
at THz rather than at IR frequencies in the Si portions
of the semiconductor device becomes evident.

the detector, verifying full suppression of background
scattering.

A second experiment with our test sample validates the
near-field THz contrast between different materials. We
scanned a sample area where the Au film was partly removed
and recorded topography (height) and THz signal s3 simul-
taneously (Figure 2b, black curve). We observe distinct THz
signal levels for Au and Si, and take the transition width
<150 nm as an upper bound for the achieved spatial
resolution. The dielectric material contrast is orders of
magnitude stronger than previously reported,9,10,22 amounting
to s3(Si)/s3(Au) ) 0.55, which is nearly equal to observations
with scattering-type near-field microscopy at mid-infrared
(IR) frequencies.12,23 To quantify this phenomenon in direct
comparison, we repeated the scan of the sample with the
same tip but with CO2 laser illumination at 28 THz (λ ≈ 11
µm). Interestingly, a nearly identical contrast profile (red
curve in Figure 2b) is observed, indicating the common
nature of the near-field optical contrast mechanisms at IR
and THz frequencies. We note that the infrared contrast can
be well explained by dipolar coupling between tip and sample
where the tip polarizability is considered to correspond to
that of a metallic sphere.12 This model predicts that the
contrast between Au and Si is the same at both IR and THz
frequencies, confirming our experimental data. Hence we
conclude that dipolar near-field coupling between a metallic
tip and a sample can well describe the relative material
contrast in THz near-field microscopy even though the
metallic tip has a finite length. For calculating the absolute
levels of scattering signals, of course, an improved theoretical
description is needed which takes account of the real
geometry of the tip and possible antenna effects. Neverthe-
less, our fundamental finding of a wavelength-independent
contrast mechanism is the key to ultrabroadband optical near-
field microscopy as spectroscopic image contrasts can be
directly related to dielectric sample properties.

By imaging a polished cut through nanoscale transistor
structures, we demonstrate the simultaneous recognition of
materials and mobile carriers by THz near-field microscopy.
While the AFM topography (Figure 3a, gray) only shows
some depressions where metal contacts (Cu, W) were
differently polished than SiO2, the THz image (Figure 3a,
color) clearly recognizes seven transistors manufactured in
Si with polycrystalline Si gates and with SiO2 as insulating
material. The THz contrast can be clearly related to the
different materials composing the transistors as we verify
by scanning electron microscopy (SEM) of a similar sample
where decoration etching was employed to highlight the
different materials (Figure 3b). We find that regions with
metals or highly conductive semiconductors appear brightest
in the THz image, the lowly doped semiconductors darker,
and the low-refractive-index oxides darkest, similar to earlier
findings of scattering near-field microscopy at optical and
infrared frequencies.12,23 This near-field contrast can be again
explained by dipolar near-field coupling between tip and
sample which predicts higher signals s2 for materials with
higher dielectric values.

Near-field microscopy at THz frequencies particularly
enables us to recognize mobile carriers and their distributions,
in a concentration range centrally important for semiconduc-
tor science and technology (n ) 1016-1019 carriers/cm3)
where visible and infrared methods lack sensitivity. This
sensitivity can be clearly seen from the strong THz signal
variations within the Si substrate of the device structure
shown in Figure 3a. We observe a decreasing THz signal
just below the transistors and a local maximum at 500 nm

Figure 3. THz near-field microscopy of a polished cut through a
multiple-transistor device structure. (a) AFM topography (gray) and
simultaneously acquired THz near-field image s2. The varying THz
signal within the Si substrate reveals the different mobile carrier
concentrations n indicated by numbers obtained from device
simulations. The infrared near-field image s2 (λ ≈ 11 µm; taken
for comparison) clearly demonstrates that only with THz illumina-
tion the varying mobile carrier concentration can be recognized.
(b) The SEM image of a similar but decoration-etched sample
validates that the THz image distinguishes different materials and
the single transistors. The rectangle marks the zoom-in area depicted
in Figure 4b,c. (c) THz signal amplitude s2 calculated for n-doped
Si as a function of the illumination frequency.
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Figure 4: Theory predicts high near-field contrast at
frequencies ! ⇠ !p, the local free carrier plasma fre-
quency.6

4 Surface Phonon Mapping

Extensions of the theoretical formalism presented in Sec.
2 can be used to describe the radiation field at the apex
of an illuminated near-field probe as a superposition of
plane waves. Because of the intense field localization
(the “lightning rod e↵ect”), these plane waves are char-
acterized by extremely high momentum in the direction
tangent to the sample surface. These high-momentum
fields can be used both to excite and detect novel sur-
face modes in materials which could not otherwise be
coupled into far-field radiation due to conservation of
momentum.

Recent experiments demonstrate this novel applica-
tion. Fig. 5a displays a real-space sSNOM measurement
of surface phonon-polariton wave-patterns on the surface
of a SiC crystal. These were produced by the scattering
of illuminating IR laser light into these high-momentum
modes via polarization of ⇠ 10µm gold nanodisks fabri-
cated on the surface of the crystal.7 The induced local
dipolar fields of these nanodisks are shown simulated in
the lower left panel of Fig. 5a.

The agreement between theoretically computed sur-
face phonon amplitude and phase patterns with the mea-
sured near-field scans is remarkable, exhibiting the pos-
sibility of directly measuring the dispersion of such sur-
face modes using near-field spectroscopy. By tuning the
frequency of the illumination laser, wave-patterns of the
sort shown can be acquired in entire frequency bands to
construct the functional dependence �(!), providing a
direct dispersion map of novel high-momentum surface
modes. As a proof of concept, the observed wavelength
in the provided images can be compared with the the-
oretical dispersion of SiC surface optical phonons dis-
played in figure 5b.
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Figure 1.6:  Drude theory for the response of free carriers in a metal predicts high near-field 
contrast at frequencies , the local free carrier plasma frequency.6 

  

means to near-field spectroscopy at the nano-scale.

At IR frequencies, pronounced near-field contrast is
evident only between materials of di↵ering lattice com-
position. In the second panel of Fig. 3, high signal
(red) is attained only over NiSi contacts at the top of
the device, and is characteristic of a nearby phonon res-
onance relative to the ambient Si (blue). In contast,
THz frequencies enable the direct probing of mobile car-
riers (electrons and holes) through the probe tip’s local
excitation and response to plasma oscillations. Near-
field contrast is correlated with proximity to the local
on-resonance plasma frequency !p /

p
n, providing a

nano-resolved mapping of relative carrier concentration
at locations throughout the device.

the detector, verifying full suppression of background
scattering.

A second experiment with our test sample validates the
near-field THz contrast between different materials. We
scanned a sample area where the Au film was partly removed
and recorded topography (height) and THz signal s3 simul-
taneously (Figure 2b, black curve). We observe distinct THz
signal levels for Au and Si, and take the transition width
<150 nm as an upper bound for the achieved spatial
resolution. The dielectric material contrast is orders of
magnitude stronger than previously reported,9,10,22 amounting
to s3(Si)/s3(Au) ) 0.55, which is nearly equal to observations
with scattering-type near-field microscopy at mid-infrared
(IR) frequencies.12,23 To quantify this phenomenon in direct
comparison, we repeated the scan of the sample with the
same tip but with CO2 laser illumination at 28 THz (λ ≈ 11
µm). Interestingly, a nearly identical contrast profile (red
curve in Figure 2b) is observed, indicating the common
nature of the near-field optical contrast mechanisms at IR
and THz frequencies. We note that the infrared contrast can
be well explained by dipolar coupling between tip and sample
where the tip polarizability is considered to correspond to
that of a metallic sphere.12 This model predicts that the
contrast between Au and Si is the same at both IR and THz
frequencies, confirming our experimental data. Hence we
conclude that dipolar near-field coupling between a metallic
tip and a sample can well describe the relative material
contrast in THz near-field microscopy even though the
metallic tip has a finite length. For calculating the absolute
levels of scattering signals, of course, an improved theoretical
description is needed which takes account of the real
geometry of the tip and possible antenna effects. Neverthe-
less, our fundamental finding of a wavelength-independent
contrast mechanism is the key to ultrabroadband optical near-
field microscopy as spectroscopic image contrasts can be
directly related to dielectric sample properties.

By imaging a polished cut through nanoscale transistor
structures, we demonstrate the simultaneous recognition of
materials and mobile carriers by THz near-field microscopy.
While the AFM topography (Figure 3a, gray) only shows
some depressions where metal contacts (Cu, W) were
differently polished than SiO2, the THz image (Figure 3a,
color) clearly recognizes seven transistors manufactured in
Si with polycrystalline Si gates and with SiO2 as insulating
material. The THz contrast can be clearly related to the
different materials composing the transistors as we verify
by scanning electron microscopy (SEM) of a similar sample
where decoration etching was employed to highlight the
different materials (Figure 3b). We find that regions with
metals or highly conductive semiconductors appear brightest
in the THz image, the lowly doped semiconductors darker,
and the low-refractive-index oxides darkest, similar to earlier
findings of scattering near-field microscopy at optical and
infrared frequencies.12,23 This near-field contrast can be again
explained by dipolar near-field coupling between tip and
sample which predicts higher signals s2 for materials with
higher dielectric values.

Near-field microscopy at THz frequencies particularly
enables us to recognize mobile carriers and their distributions,
in a concentration range centrally important for semiconduc-
tor science and technology (n ) 1016-1019 carriers/cm3)
where visible and infrared methods lack sensitivity. This
sensitivity can be clearly seen from the strong THz signal
variations within the Si substrate of the device structure
shown in Figure 3a. We observe a decreasing THz signal
just below the transistors and a local maximum at 500 nm

Figure 3. THz near-field microscopy of a polished cut through a
multiple-transistor device structure. (a) AFM topography (gray) and
simultaneously acquired THz near-field image s2. The varying THz
signal within the Si substrate reveals the different mobile carrier
concentrations n indicated by numbers obtained from device
simulations. The infrared near-field image s2 (λ ≈ 11 µm; taken
for comparison) clearly demonstrates that only with THz illumina-
tion the varying mobile carrier concentration can be recognized.
(b) The SEM image of a similar but decoration-etched sample
validates that the THz image distinguishes different materials and
the single transistors. The rectangle marks the zoom-in area depicted
in Figure 4b,c. (c) THz signal amplitude s2 calculated for n-doped
Si as a function of the illumination frequency.
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Figure 3: High-resolution sSNOM images acquired for
a sliced semiconductor device several microns in size.
Contrast between regions of di↵ering carrier concentra-
tion is improved at THz frequencies. An SEM image of
the device topography is shown in the bottom panel.6

The theoretical calculations shown in Fig. 4 enable a
quantitative description of these relative carrier concen-
trations by correlating the Drude response at a given car-
rier density with the expected near-field signal through
the formalism discussed in Sec. 2. The origin of contrast
at THz rather than at IR frequencies in the Si portions
of the semiconductor device becomes evident.

the detector, verifying full suppression of background
scattering.

A second experiment with our test sample validates the
near-field THz contrast between different materials. We
scanned a sample area where the Au film was partly removed
and recorded topography (height) and THz signal s3 simul-
taneously (Figure 2b, black curve). We observe distinct THz
signal levels for Au and Si, and take the transition width
<150 nm as an upper bound for the achieved spatial
resolution. The dielectric material contrast is orders of
magnitude stronger than previously reported,9,10,22 amounting
to s3(Si)/s3(Au) ) 0.55, which is nearly equal to observations
with scattering-type near-field microscopy at mid-infrared
(IR) frequencies.12,23 To quantify this phenomenon in direct
comparison, we repeated the scan of the sample with the
same tip but with CO2 laser illumination at 28 THz (λ ≈ 11
µm). Interestingly, a nearly identical contrast profile (red
curve in Figure 2b) is observed, indicating the common
nature of the near-field optical contrast mechanisms at IR
and THz frequencies. We note that the infrared contrast can
be well explained by dipolar coupling between tip and sample
where the tip polarizability is considered to correspond to
that of a metallic sphere.12 This model predicts that the
contrast between Au and Si is the same at both IR and THz
frequencies, confirming our experimental data. Hence we
conclude that dipolar near-field coupling between a metallic
tip and a sample can well describe the relative material
contrast in THz near-field microscopy even though the
metallic tip has a finite length. For calculating the absolute
levels of scattering signals, of course, an improved theoretical
description is needed which takes account of the real
geometry of the tip and possible antenna effects. Neverthe-
less, our fundamental finding of a wavelength-independent
contrast mechanism is the key to ultrabroadband optical near-
field microscopy as spectroscopic image contrasts can be
directly related to dielectric sample properties.

By imaging a polished cut through nanoscale transistor
structures, we demonstrate the simultaneous recognition of
materials and mobile carriers by THz near-field microscopy.
While the AFM topography (Figure 3a, gray) only shows
some depressions where metal contacts (Cu, W) were
differently polished than SiO2, the THz image (Figure 3a,
color) clearly recognizes seven transistors manufactured in
Si with polycrystalline Si gates and with SiO2 as insulating
material. The THz contrast can be clearly related to the
different materials composing the transistors as we verify
by scanning electron microscopy (SEM) of a similar sample
where decoration etching was employed to highlight the
different materials (Figure 3b). We find that regions with
metals or highly conductive semiconductors appear brightest
in the THz image, the lowly doped semiconductors darker,
and the low-refractive-index oxides darkest, similar to earlier
findings of scattering near-field microscopy at optical and
infrared frequencies.12,23 This near-field contrast can be again
explained by dipolar near-field coupling between tip and
sample which predicts higher signals s2 for materials with
higher dielectric values.

Near-field microscopy at THz frequencies particularly
enables us to recognize mobile carriers and their distributions,
in a concentration range centrally important for semiconduc-
tor science and technology (n ) 1016-1019 carriers/cm3)
where visible and infrared methods lack sensitivity. This
sensitivity can be clearly seen from the strong THz signal
variations within the Si substrate of the device structure
shown in Figure 3a. We observe a decreasing THz signal
just below the transistors and a local maximum at 500 nm

Figure 3. THz near-field microscopy of a polished cut through a
multiple-transistor device structure. (a) AFM topography (gray) and
simultaneously acquired THz near-field image s2. The varying THz
signal within the Si substrate reveals the different mobile carrier
concentrations n indicated by numbers obtained from device
simulations. The infrared near-field image s2 (λ ≈ 11 µm; taken
for comparison) clearly demonstrates that only with THz illumina-
tion the varying mobile carrier concentration can be recognized.
(b) The SEM image of a similar but decoration-etched sample
validates that the THz image distinguishes different materials and
the single transistors. The rectangle marks the zoom-in area depicted
in Figure 4b,c. (c) THz signal amplitude s2 calculated for n-doped
Si as a function of the illumination frequency.
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Figure 4: Theory predicts high near-field contrast at
frequencies ! ⇠ !p, the local free carrier plasma fre-
quency.6

4 Surface Phonon Mapping

Extensions of the theoretical formalism presented in Sec.
2 can be used to describe the radiation field at the apex
of an illuminated near-field probe as a superposition of
plane waves. Because of the intense field localization
(the “lightning rod e↵ect”), these plane waves are char-
acterized by extremely high momentum in the direction
tangent to the sample surface. These high-momentum
fields can be used both to excite and detect novel sur-
face modes in materials which could not otherwise be
coupled into far-field radiation due to conservation of
momentum.

Recent experiments demonstrate this novel applica-
tion. Fig. 5a displays a real-space sSNOM measurement
of surface phonon-polariton wave-patterns on the surface
of a SiC crystal. These were produced by the scattering
of illuminating IR laser light into these high-momentum
modes via polarization of ⇠ 10µm gold nanodisks fabri-
cated on the surface of the crystal.7 The induced local
dipolar fields of these nanodisks are shown simulated in
the lower left panel of Fig. 5a.

The agreement between theoretically computed sur-
face phonon amplitude and phase patterns with the mea-
sured near-field scans is remarkable, exhibiting the pos-
sibility of directly measuring the dispersion of such sur-
face modes using near-field spectroscopy. By tuning the
frequency of the illumination laser, wave-patterns of the
sort shown can be acquired in entire frequency bands to
construct the functional dependence �(!), providing a
direct dispersion map of novel high-momentum surface
modes. As a proof of concept, the observed wavelength
in the provided images can be compared with the the-
oretical dispersion of SiC surface optical phonons dis-
played in figure 5b.
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Figure 1.7:  Real-space near-field measurements and theoretical predictions of surface phonon-
polaritons. 

(Left 6 panels) Measured and simulated surface phonon wave-patterns. AFM topography of 
 diameter gold nanodisks on the  surface is shown in the upper left panel. At 

 the patterns exhibit , in agreement with the predicted surface phonon-
polariton dispersion of . 7 (Right panel) Theoretical dispersion of polaritons at the -air 
interface. Characteristic momenta  outside the light-line make these modes challenging 
to excite or detect using far-field techniques. 
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Fig. 4. Interference of SPPs excited at two Au disks. (a, c, e) Experimental images. (b, d, f) Calculated images as described for Fig. 2.
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(a) Measured and simulated surface phonon wave-patterns. AFM topography of
⇠ 10µm diameter gold nanodisks on the SiC surface is shown in the upper left
panel. At ! = 922cm�1 the patterns exhibit � ⇡ 20µm, in agreement with the
predicted surface phonon-polariton dispersion of SiC.7
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Fig. 4. Interference of SPPs excited at two Au disks. (a, c, e) Experimental images. (b, d, f) Calculated images as described for Fig. 2.
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(b) Theoretical dispersion of polaritons at the
SiC-air interface. Characteristic momenta k >
!/c outside the light-line make these modes
challenging to excite or detect using far-field
techniques.

Figure 5: Real-space near-field measurements and theoretical predictions of surface phonon-polaritons.

5 Nanoplasmonic Imaging

The superb nano-scale resolution of near-field imaging
has proven a useful tool for mapping the field distri-
butions around nano-plasmonic antenna structures, de-
signed and fabricated as the building-blocks of tomor-
row’s nano-plasmonic devices. These structures were en-
visioned as nano-scale counterparts to classical antenna
circuits, but designed for length scales consistent with
surface-plasmon resonances in the noble metals (such as
Au and Ag). Characterization of their in situ proper-

ties has previously relied on far-field measurements of
mesoscopic ensembles, but near-field microscopy is ca-
pable of directly addressing the electromagnetic modes
of individual nano-structures.

Fig. 6 displays the simulated and measured field
distributions of an IR-resonant gold nano-plasmonic
dipole antenna fabricated on a transparent substrate, il-
luminated from below and measured with a “passive”
(nominally non-perturbative) crystalline silicon near-
field probe.11 The demonstrated agreement between the-
ory and experiment demonstrates that these antennae

central gap of about 80 nm. The near-field images show that both
antenna segments oscillate in a dipolar-like mode, featuring high-
amplitude signals at the antenna extremities and near the gap, as
well as a phase jump of 1808 near the centre of each segment and
inside the gap. This is in good agreement with numerical calcu-
lations assuming an 80-nm gap in the rod centre (Fig. 2d, bottom).

The near-field patterns of the gap antennas are completely
changed when a metal bridge (representing the load) connects the
two antenna segments (Fig. 2b). Near the gap, in contrast to the fully
cut rod (Fig. 2d), no significant near fields are observed. The topo-
graphy clearly reveals the deep, wedge-like cut through the rod
centre and also shows the metal bridge at the lower rim of the rod.
Obviously, the small metal bridge (about 10% of the total cross-
section of the nanorod, estimated from the topography) suffices to
restore the fundamental dipolar near-field mode of the continuous
rod (Fig. 2a). We attribute this effect to a current flow through the
bridge that prevents charge pile-up at the gap.

A highly interesting near-field distribution is observed in Fig. 2c
where a much thinner metal bridge connects the nanorod segments.
The bridge cross-section is estimated from the topography to be
about 2% of the total rod cross-section, thus being significantly
reduced compared to Fig. 2b. The near-field images show striking
differences to both the continuous and fully cut rods. We observe
a significant amplitude signal along the total length of each
segment and a considerable phase gradient of about 808.

To further illustrate this interesting behaviour, we monitored the
near-field oscillations of the antennas in space and time. Owing
to the simultaneous acquisition of amplitude s3(x, y) and phase
w3(x, y) signals, we can represent the near field at a sample position
(x, y) and at time t by

f ðx; y; tÞ ¼ Re½s3ðx; yÞe
iw3ðx;yÞ%i2pt=T & ð1Þ

where T is the oscillation period. A series of snapshots of f for all
four antennas investigated in this Letter is shown in Fig. 3. For
the continuous rod (Fig. 3a, obtained from data in Fig. 2a) the snap-
shots clearly show the time evolution of a single dipolar oscillation,
whereas the result for the fully cut rod (Fig. 3d) reveals two closely
spaced dipolar-like modes evolving simultaneously in time. In the
case where the tiny metal bridge connects the antenna segments
(Fig. 3c), however, we observe a significant time delay between the
near fields at the gap and the antenna extremities.

To analyse the near-field behaviour of the metal-loaded antennas
(Fig. 2b,c), we calculate the z-component of the near-field amplitude
jEzj and phase wz, assuming an 80-nm gap in between the antenna
segments, loaded with 80-nm-long cylindrical gold bridges of dia-
meters between b¼ 0 nm and b¼ 230 nm. The results (see
Supplementary Fig. S2) reveal that by progressive antenna loading
(increasing bridge diameter b) the near-field pattern of the fully

−1.0 −0.5
x (μm)

Ein

0.0 0.5 1.0

−1.0 −0.5 0.0 0.5 1.0 −1.0 −0.5 0.0 0.5 1.0 −1.0 −0.5 0.0 0.5 1.0 −1.0 −0.5 0.0 0.5 1.0

Ez

−1.0 −0.5 0.0 0.5 1.0 −1.0 −0.5 0.0 0.5 1.0 −1.0
−180°

−180°
+180°

+180°

−180°

+180°

Max
s3

0

Max

0

0

−180°

+180°

0

−180°

+180°

0

−180°

+180°

0

−180°

+180°

0

−180°

+180°

0

−180°

+180°

0

−180°

+180°

0

−0.5 0.0 0.5 1.0

b
L

dεeff

x (μm)x (μm)x (μm)

x (μm) x (μm)

φφφφ

φ

φφφφ

φ

x (μm)x (μm)

Figure 2 | Near-field images of progressively loaded nanoantennas at a wavelength of l5 9.6mm. a, Continuous rod antenna. b, Low-impedance loaded
antenna where a thick metal bridge connects the two antenna segments. c, High-impedance loaded antenna where a tiny metal bridge connects the two
antenna segments. d, Fully cut antenna where the two antenna segments are completely separated. Top: Experimental results showing topography and near-
field amplitude s3 and phase w3 images. Bottom: Theoretical near-field distribution of a model system, a 1,550-nm-long gold rod with diameter d¼ 230 nm
and an 80-nm gap in its centre, embedded in an effective medium of dielectric value 1eff¼ 6.34. The gap is bridged by gold disks of 80 nm length with
diameters b¼ 230 nm (a), b¼ 80 nm (b), b¼ 40 nm (amplitude image, c) and b¼ 30 nm (phase image, c), b¼0 nm (d). The near-field images show the
z-component of the electric field in amplitude Ez and phase wz in a height of 50 nm above the rod surface. In all phase images, the phase is set to 08 at the
left antenna extremity.
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(a) Simulated field distribution of a
nano-dipole antenna11

Controlling the near-field oscillations of loaded
plasmonic nanoantennas
M. Schnell1, A. Garcı́a-Etxarri2, A. J. Huber1,3, K. Crozier4, J. Aizpurua2 and R. Hillenbrand1,3*

Optical and infrared antennas1–6 enable a variety of cutting-
edge applications ranging from nanoscale photodetectors7 to
highly sensitive biosensors8. All these applications critically
rely on the optical near-field interaction between the antenna
and its ‘load’ (biomolecules or semiconductors). However,
it is largely unexplored how antenna loading affects the
near-field response. Here, we use scattering-type near-field
microscopy to monitor the evolution of the near-field oscil-
lations of infrared gap antennas progressively loaded with met-
allic bridges of varying size. Our results provide direct
experimental evidence that the local near-field amplitude and
phase can be controlled by antenna loading, in excellent agree-
ment with numerical calculations. By modelling the antenna
loads as nanocapacitors and nanoinductors9–11, we show that
the change of near-field patterns induced by the load can be
understood within the framework of circuit theory. Targeted
antenna loading provides an excellent means of engineering
complex antenna configurations in coherent control appli-
cations12, adaptive nano-optics13 and metamaterials14.

Optical and infrared antennas based on metal nanostructures
allow for efficient conversion of propagating light into nanoscale
confined and strongly enhanced optical fields, and vice versa1–5,15.
Antennas consisting of adjacent metallic segments (that is, nano-
rods) separated by a nanoscopic gap (gap antennas)1,3,4,7,8,16,17 are
particularly efficient. The near-field coupling across the gap can
generate extremely strong and localized fields, which are essential
for applications such as single-molecule surface-enhanced Raman
spectroscopy (SERS)8 or extreme-ultraviolet (EUV) generation16.
However, the antenna response is very sensitive to small environ-
mental changes at the gap18–20. Thus, the presence of molecules or
semiconductors in the gap (as is usually the case in spectroscopy
or detector applications) can dramatically affect the antenna’s far-
field optical response with the possibility of degrading the
antenna performance. On the other hand, we can take advantage
of this effect for versatile tuning of the antenna response.
Recently, Alù and Engheta9,10 described this possibility in terms of
antenna loading, a concept adapted from radio-frequency (RF)
technology. Following the RF design rules, it has been theoretically
demonstrated that the scattering response and resonance frequency
of optical antennas can be tuned by loading the antenna gap with
either metals or dielectrics acting as inductors or capacitors, respect-
ively. In this Letter, we present an experimental study of how
loading of antenna gaps affects the near-field response using scatter-
ing-type scanning near-field optical microscopy (s-SNOM)21. We
provide direct experimental evidence that the local near-field ampli-
tude and phase response can be controlled by antenna loading.

Our experiments were performed with antennas based on
gold nanorods designed for fundamental dipolar resonance at
mid-infrared frequencies. The rods (1,550! 230! 60 nm) were

fabricated on a silicon substrate by electron-beam lithography and
show a far-field resonance at a wavelength of l¼ 9.6 mm (ref. 2).
Note that the antenna length is significantly shorter than l/2 due
to dielectric screening by the substrate, the large width of the
antenna compared to its length and plasmonic effects15,22. To
study how the progressive loading of an antenna gap affects the
near-field distribution, we used focused ion beam (FIB) milling to
prepare gaps of different shapes and sizes at the centre of the
rods. Using a transmission-mode s-SNOM21,23 operating at a wave-
length of l¼ 9.6 mm (Fig. 1), near-field amplitude and phase
images of the rods were recorded.

In a first experiment with well established dipole antennas2 we
demonstrated that transmission-mode s-SNOM equipped with
dielectric tips allows for reliable mapping of antenna near-field
modes. Figure 2a shows the infrared near-field amplitude and
phase images of a continuous (unmodified) nanorod. The images
reveal strong-amplitude signals at the rod extremities and a phase
jump of about 1808 at the rod centre, providing direct experimental
evidence of an anti-phase field oscillation as expected for the dipolar
near-field mode. To analyse the image contrast, we performed
numerical calculations of the x- and z-components of the near-
field distribution of a 1,550-nm-long nanorod in resonance at a
wavelength of 9.6 mm (see Supplementary Fig. S1). Comparison
with the experimental data clearly shows that the amplitude
and phase of the z-component, jEzj and wz, are probed24

(Fig. 2a, bottom).
In Fig. 2d we study a nanorod that was fully cut in its centre,

representing an unloaded gap antenna. The topography image
clearly reveals the two closely spaced segments separated by a

z

IR antenna

IR illumination

Silicon tip Scattered 
light

Ein

+−
y

x

Figure 1 | Mapping the near-field distribution of optical antennas with
a transmission-mode s-SNOM. The antenna is illuminated from below
through a transparent substrate. While scanning the sample, the near fields
of the antenna are scattered by the tip and recorded interferometrically,
yielding infrared amplitude and phase images simultaneously to topography.
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International Physics Center (DIPC), 20018 Donostia – San Sebastián, Spain, 3Nano-Photonics Group, Max-Planck-Institut für Biochemie, 82152 Martinsried
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(b) Experimental configuration11

central gap of about 80 nm. The near-field images show that both
antenna segments oscillate in a dipolar-like mode, featuring high-
amplitude signals at the antenna extremities and near the gap, as
well as a phase jump of 1808 near the centre of each segment and
inside the gap. This is in good agreement with numerical calcu-
lations assuming an 80-nm gap in the rod centre (Fig. 2d, bottom).

The near-field patterns of the gap antennas are completely
changed when a metal bridge (representing the load) connects the
two antenna segments (Fig. 2b). Near the gap, in contrast to the fully
cut rod (Fig. 2d), no significant near fields are observed. The topo-
graphy clearly reveals the deep, wedge-like cut through the rod
centre and also shows the metal bridge at the lower rim of the rod.
Obviously, the small metal bridge (about 10% of the total cross-
section of the nanorod, estimated from the topography) suffices to
restore the fundamental dipolar near-field mode of the continuous
rod (Fig. 2a). We attribute this effect to a current flow through the
bridge that prevents charge pile-up at the gap.

A highly interesting near-field distribution is observed in Fig. 2c
where a much thinner metal bridge connects the nanorod segments.
The bridge cross-section is estimated from the topography to be
about 2% of the total rod cross-section, thus being significantly
reduced compared to Fig. 2b. The near-field images show striking
differences to both the continuous and fully cut rods. We observe
a significant amplitude signal along the total length of each
segment and a considerable phase gradient of about 808.

To further illustrate this interesting behaviour, we monitored the
near-field oscillations of the antennas in space and time. Owing
to the simultaneous acquisition of amplitude s3(x, y) and phase
w3(x, y) signals, we can represent the near field at a sample position
(x, y) and at time t by

f ðx; y; tÞ ¼ Re½s3ðx; yÞe
iw3ðx;yÞ%i2pt=T & ð1Þ

where T is the oscillation period. A series of snapshots of f for all
four antennas investigated in this Letter is shown in Fig. 3. For
the continuous rod (Fig. 3a, obtained from data in Fig. 2a) the snap-
shots clearly show the time evolution of a single dipolar oscillation,
whereas the result for the fully cut rod (Fig. 3d) reveals two closely
spaced dipolar-like modes evolving simultaneously in time. In the
case where the tiny metal bridge connects the antenna segments
(Fig. 3c), however, we observe a significant time delay between the
near fields at the gap and the antenna extremities.

To analyse the near-field behaviour of the metal-loaded antennas
(Fig. 2b,c), we calculate the z-component of the near-field amplitude
jEzj and phase wz, assuming an 80-nm gap in between the antenna
segments, loaded with 80-nm-long cylindrical gold bridges of dia-
meters between b¼ 0 nm and b¼ 230 nm. The results (see
Supplementary Fig. S2) reveal that by progressive antenna loading
(increasing bridge diameter b) the near-field pattern of the fully
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Figure 2 | Near-field images of progressively loaded nanoantennas at a wavelength of l5 9.6mm. a, Continuous rod antenna. b, Low-impedance loaded
antenna where a thick metal bridge connects the two antenna segments. c, High-impedance loaded antenna where a tiny metal bridge connects the two
antenna segments. d, Fully cut antenna where the two antenna segments are completely separated. Top: Experimental results showing topography and near-
field amplitude s3 and phase w3 images. Bottom: Theoretical near-field distribution of a model system, a 1,550-nm-long gold rod with diameter d¼ 230 nm
and an 80-nm gap in its centre, embedded in an effective medium of dielectric value 1eff¼ 6.34. The gap is bridged by gold disks of 80 nm length with
diameters b¼ 230 nm (a), b¼ 80 nm (b), b¼ 40 nm (amplitude image, c) and b¼ 30 nm (phase image, c), b¼0 nm (d). The near-field images show the
z-component of the electric field in amplitude Ez and phase wz in a height of 50 nm above the rod surface. In all phase images, the phase is set to 08 at the
left antenna extremity.
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(c) Field distribution measured with
sSNOM11

Figure 6: Local mapping of the field distributions of nano-plasmonic antenna structures.
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Fig. 4. Interference of SPPs excited at two Au disks. (a, c, e) Experimental images. (b, d, f) Calculated images as described for Fig. 2.
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(a) Measured and simulated surface phonon wave-patterns. AFM topography of
⇠ 10µm diameter gold nanodisks on the SiC surface is shown in the upper left
panel. At ! = 922cm�1 the patterns exhibit � ⇡ 20µm, in agreement with the
predicted surface phonon-polariton dispersion of SiC.7
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Fig. 4. Interference of SPPs excited at two Au disks. (a, c, e) Experimental images. (b, d, f) Calculated images as described for Fig. 2.
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Journal compilation C⃝ 2008 The Royal Microscopical Society, Journal of Microscopy, 229, 389–395
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(b) Theoretical dispersion of polaritons at the
SiC-air interface. Characteristic momenta k >
!/c outside the light-line make these modes
challenging to excite or detect using far-field
techniques.

Figure 5: Real-space near-field measurements and theoretical predictions of surface phonon-polaritons.

5 Nanoplasmonic Imaging

The superb nano-scale resolution of near-field imaging
has proven a useful tool for mapping the field distri-
butions around nano-plasmonic antenna structures, de-
signed and fabricated as the building-blocks of tomor-
row’s nano-plasmonic devices. These structures were en-
visioned as nano-scale counterparts to classical antenna
circuits, but designed for length scales consistent with
surface-plasmon resonances in the noble metals (such as
Au and Ag). Characterization of their in situ proper-

ties has previously relied on far-field measurements of
mesoscopic ensembles, but near-field microscopy is ca-
pable of directly addressing the electromagnetic modes
of individual nano-structures.

Fig. 6 displays the simulated and measured field
distributions of an IR-resonant gold nano-plasmonic
dipole antenna fabricated on a transparent substrate, il-
luminated from below and measured with a “passive”
(nominally non-perturbative) crystalline silicon near-
field probe.11 The demonstrated agreement between the-
ory and experiment demonstrates that these antennae

central gap of about 80 nm. The near-field images show that both
antenna segments oscillate in a dipolar-like mode, featuring high-
amplitude signals at the antenna extremities and near the gap, as
well as a phase jump of 1808 near the centre of each segment and
inside the gap. This is in good agreement with numerical calcu-
lations assuming an 80-nm gap in the rod centre (Fig. 2d, bottom).

The near-field patterns of the gap antennas are completely
changed when a metal bridge (representing the load) connects the
two antenna segments (Fig. 2b). Near the gap, in contrast to the fully
cut rod (Fig. 2d), no significant near fields are observed. The topo-
graphy clearly reveals the deep, wedge-like cut through the rod
centre and also shows the metal bridge at the lower rim of the rod.
Obviously, the small metal bridge (about 10% of the total cross-
section of the nanorod, estimated from the topography) suffices to
restore the fundamental dipolar near-field mode of the continuous
rod (Fig. 2a). We attribute this effect to a current flow through the
bridge that prevents charge pile-up at the gap.

A highly interesting near-field distribution is observed in Fig. 2c
where a much thinner metal bridge connects the nanorod segments.
The bridge cross-section is estimated from the topography to be
about 2% of the total rod cross-section, thus being significantly
reduced compared to Fig. 2b. The near-field images show striking
differences to both the continuous and fully cut rods. We observe
a significant amplitude signal along the total length of each
segment and a considerable phase gradient of about 808.

To further illustrate this interesting behaviour, we monitored the
near-field oscillations of the antennas in space and time. Owing
to the simultaneous acquisition of amplitude s3(x, y) and phase
w3(x, y) signals, we can represent the near field at a sample position
(x, y) and at time t by

f ðx; y; tÞ ¼ Re½s3ðx; yÞe
iw3ðx;yÞ%i2pt=T & ð1Þ

where T is the oscillation period. A series of snapshots of f for all
four antennas investigated in this Letter is shown in Fig. 3. For
the continuous rod (Fig. 3a, obtained from data in Fig. 2a) the snap-
shots clearly show the time evolution of a single dipolar oscillation,
whereas the result for the fully cut rod (Fig. 3d) reveals two closely
spaced dipolar-like modes evolving simultaneously in time. In the
case where the tiny metal bridge connects the antenna segments
(Fig. 3c), however, we observe a significant time delay between the
near fields at the gap and the antenna extremities.

To analyse the near-field behaviour of the metal-loaded antennas
(Fig. 2b,c), we calculate the z-component of the near-field amplitude
jEzj and phase wz, assuming an 80-nm gap in between the antenna
segments, loaded with 80-nm-long cylindrical gold bridges of dia-
meters between b¼ 0 nm and b¼ 230 nm. The results (see
Supplementary Fig. S2) reveal that by progressive antenna loading
(increasing bridge diameter b) the near-field pattern of the fully
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Figure 2 | Near-field images of progressively loaded nanoantennas at a wavelength of l5 9.6mm. a, Continuous rod antenna. b, Low-impedance loaded
antenna where a thick metal bridge connects the two antenna segments. c, High-impedance loaded antenna where a tiny metal bridge connects the two
antenna segments. d, Fully cut antenna where the two antenna segments are completely separated. Top: Experimental results showing topography and near-
field amplitude s3 and phase w3 images. Bottom: Theoretical near-field distribution of a model system, a 1,550-nm-long gold rod with diameter d¼ 230 nm
and an 80-nm gap in its centre, embedded in an effective medium of dielectric value 1eff¼ 6.34. The gap is bridged by gold disks of 80 nm length with
diameters b¼ 230 nm (a), b¼ 80 nm (b), b¼ 40 nm (amplitude image, c) and b¼ 30 nm (phase image, c), b¼0 nm (d). The near-field images show the
z-component of the electric field in amplitude Ez and phase wz in a height of 50 nm above the rod surface. In all phase images, the phase is set to 08 at the
left antenna extremity.
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(a) Simulated field distribution of a
nano-dipole antenna11

Controlling the near-field oscillations of loaded
plasmonic nanoantennas
M. Schnell1, A. Garcı́a-Etxarri2, A. J. Huber1,3, K. Crozier4, J. Aizpurua2 and R. Hillenbrand1,3*

Optical and infrared antennas1–6 enable a variety of cutting-
edge applications ranging from nanoscale photodetectors7 to
highly sensitive biosensors8. All these applications critically
rely on the optical near-field interaction between the antenna
and its ‘load’ (biomolecules or semiconductors). However,
it is largely unexplored how antenna loading affects the
near-field response. Here, we use scattering-type near-field
microscopy to monitor the evolution of the near-field oscil-
lations of infrared gap antennas progressively loaded with met-
allic bridges of varying size. Our results provide direct
experimental evidence that the local near-field amplitude and
phase can be controlled by antenna loading, in excellent agree-
ment with numerical calculations. By modelling the antenna
loads as nanocapacitors and nanoinductors9–11, we show that
the change of near-field patterns induced by the load can be
understood within the framework of circuit theory. Targeted
antenna loading provides an excellent means of engineering
complex antenna configurations in coherent control appli-
cations12, adaptive nano-optics13 and metamaterials14.

Optical and infrared antennas based on metal nanostructures
allow for efficient conversion of propagating light into nanoscale
confined and strongly enhanced optical fields, and vice versa1–5,15.
Antennas consisting of adjacent metallic segments (that is, nano-
rods) separated by a nanoscopic gap (gap antennas)1,3,4,7,8,16,17 are
particularly efficient. The near-field coupling across the gap can
generate extremely strong and localized fields, which are essential
for applications such as single-molecule surface-enhanced Raman
spectroscopy (SERS)8 or extreme-ultraviolet (EUV) generation16.
However, the antenna response is very sensitive to small environ-
mental changes at the gap18–20. Thus, the presence of molecules or
semiconductors in the gap (as is usually the case in spectroscopy
or detector applications) can dramatically affect the antenna’s far-
field optical response with the possibility of degrading the
antenna performance. On the other hand, we can take advantage
of this effect for versatile tuning of the antenna response.
Recently, Alù and Engheta9,10 described this possibility in terms of
antenna loading, a concept adapted from radio-frequency (RF)
technology. Following the RF design rules, it has been theoretically
demonstrated that the scattering response and resonance frequency
of optical antennas can be tuned by loading the antenna gap with
either metals or dielectrics acting as inductors or capacitors, respect-
ively. In this Letter, we present an experimental study of how
loading of antenna gaps affects the near-field response using scatter-
ing-type scanning near-field optical microscopy (s-SNOM)21. We
provide direct experimental evidence that the local near-field ampli-
tude and phase response can be controlled by antenna loading.

Our experiments were performed with antennas based on
gold nanorods designed for fundamental dipolar resonance at
mid-infrared frequencies. The rods (1,550! 230! 60 nm) were

fabricated on a silicon substrate by electron-beam lithography and
show a far-field resonance at a wavelength of l¼ 9.6 mm (ref. 2).
Note that the antenna length is significantly shorter than l/2 due
to dielectric screening by the substrate, the large width of the
antenna compared to its length and plasmonic effects15,22. To
study how the progressive loading of an antenna gap affects the
near-field distribution, we used focused ion beam (FIB) milling to
prepare gaps of different shapes and sizes at the centre of the
rods. Using a transmission-mode s-SNOM21,23 operating at a wave-
length of l¼ 9.6 mm (Fig. 1), near-field amplitude and phase
images of the rods were recorded.

In a first experiment with well established dipole antennas2 we
demonstrated that transmission-mode s-SNOM equipped with
dielectric tips allows for reliable mapping of antenna near-field
modes. Figure 2a shows the infrared near-field amplitude and
phase images of a continuous (unmodified) nanorod. The images
reveal strong-amplitude signals at the rod extremities and a phase
jump of about 1808 at the rod centre, providing direct experimental
evidence of an anti-phase field oscillation as expected for the dipolar
near-field mode. To analyse the image contrast, we performed
numerical calculations of the x- and z-components of the near-
field distribution of a 1,550-nm-long nanorod in resonance at a
wavelength of 9.6 mm (see Supplementary Fig. S1). Comparison
with the experimental data clearly shows that the amplitude
and phase of the z-component, jEzj and wz, are probed24

(Fig. 2a, bottom).
In Fig. 2d we study a nanorod that was fully cut in its centre,

representing an unloaded gap antenna. The topography image
clearly reveals the two closely spaced segments separated by a

z

IR antenna

IR illumination

Silicon tip Scattered 
light

Ein

+−
y

x

Figure 1 | Mapping the near-field distribution of optical antennas with
a transmission-mode s-SNOM. The antenna is illuminated from below
through a transparent substrate. While scanning the sample, the near fields
of the antenna are scattered by the tip and recorded interferometrically,
yielding infrared amplitude and phase images simultaneously to topography.
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(b) Experimental configuration11

central gap of about 80 nm. The near-field images show that both
antenna segments oscillate in a dipolar-like mode, featuring high-
amplitude signals at the antenna extremities and near the gap, as
well as a phase jump of 1808 near the centre of each segment and
inside the gap. This is in good agreement with numerical calcu-
lations assuming an 80-nm gap in the rod centre (Fig. 2d, bottom).

The near-field patterns of the gap antennas are completely
changed when a metal bridge (representing the load) connects the
two antenna segments (Fig. 2b). Near the gap, in contrast to the fully
cut rod (Fig. 2d), no significant near fields are observed. The topo-
graphy clearly reveals the deep, wedge-like cut through the rod
centre and also shows the metal bridge at the lower rim of the rod.
Obviously, the small metal bridge (about 10% of the total cross-
section of the nanorod, estimated from the topography) suffices to
restore the fundamental dipolar near-field mode of the continuous
rod (Fig. 2a). We attribute this effect to a current flow through the
bridge that prevents charge pile-up at the gap.

A highly interesting near-field distribution is observed in Fig. 2c
where a much thinner metal bridge connects the nanorod segments.
The bridge cross-section is estimated from the topography to be
about 2% of the total rod cross-section, thus being significantly
reduced compared to Fig. 2b. The near-field images show striking
differences to both the continuous and fully cut rods. We observe
a significant amplitude signal along the total length of each
segment and a considerable phase gradient of about 808.

To further illustrate this interesting behaviour, we monitored the
near-field oscillations of the antennas in space and time. Owing
to the simultaneous acquisition of amplitude s3(x, y) and phase
w3(x, y) signals, we can represent the near field at a sample position
(x, y) and at time t by

f ðx; y; tÞ ¼ Re½s3ðx; yÞe
iw3ðx;yÞ%i2pt=T & ð1Þ

where T is the oscillation period. A series of snapshots of f for all
four antennas investigated in this Letter is shown in Fig. 3. For
the continuous rod (Fig. 3a, obtained from data in Fig. 2a) the snap-
shots clearly show the time evolution of a single dipolar oscillation,
whereas the result for the fully cut rod (Fig. 3d) reveals two closely
spaced dipolar-like modes evolving simultaneously in time. In the
case where the tiny metal bridge connects the antenna segments
(Fig. 3c), however, we observe a significant time delay between the
near fields at the gap and the antenna extremities.

To analyse the near-field behaviour of the metal-loaded antennas
(Fig. 2b,c), we calculate the z-component of the near-field amplitude
jEzj and phase wz, assuming an 80-nm gap in between the antenna
segments, loaded with 80-nm-long cylindrical gold bridges of dia-
meters between b¼ 0 nm and b¼ 230 nm. The results (see
Supplementary Fig. S2) reveal that by progressive antenna loading
(increasing bridge diameter b) the near-field pattern of the fully
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Figure 2 | Near-field images of progressively loaded nanoantennas at a wavelength of l5 9.6mm. a, Continuous rod antenna. b, Low-impedance loaded
antenna where a thick metal bridge connects the two antenna segments. c, High-impedance loaded antenna where a tiny metal bridge connects the two
antenna segments. d, Fully cut antenna where the two antenna segments are completely separated. Top: Experimental results showing topography and near-
field amplitude s3 and phase w3 images. Bottom: Theoretical near-field distribution of a model system, a 1,550-nm-long gold rod with diameter d¼ 230 nm
and an 80-nm gap in its centre, embedded in an effective medium of dielectric value 1eff¼ 6.34. The gap is bridged by gold disks of 80 nm length with
diameters b¼ 230 nm (a), b¼ 80 nm (b), b¼ 40 nm (amplitude image, c) and b¼ 30 nm (phase image, c), b¼0 nm (d). The near-field images show the
z-component of the electric field in amplitude Ez and phase wz in a height of 50 nm above the rod surface. In all phase images, the phase is set to 08 at the
left antenna extremity.
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(c) Field distribution measured with
sSNOM11

Figure 6: Local mapping of the field distributions of nano-plasmonic antenna structures.
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Figure 1.8:  Local mapping of the field distributions of nano-plasmonic antenna structures. 
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Fig. 4. Interference of SPPs excited at two Au disks. (a, c, e) Experimental images. (b, d, f) Calculated images as described for Fig. 2.
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(a) Measured and simulated surface phonon wave-patterns. AFM topography of
⇠ 10µm diameter gold nanodisks on the SiC surface is shown in the upper left
panel. At ! = 922cm�1 the patterns exhibit � ⇡ 20µm, in agreement with the
predicted surface phonon-polariton dispersion of SiC.7
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(b) Theoretical dispersion of polaritons at the
SiC-air interface. Characteristic momenta k >
!/c outside the light-line make these modes
challenging to excite or detect using far-field
techniques.

Figure 5: Real-space near-field measurements and theoretical predictions of surface phonon-polaritons.

5 Nanoplasmonic Imaging

The superb nano-scale resolution of near-field imaging
has proven a useful tool for mapping the field distri-
butions around nano-plasmonic antenna structures, de-
signed and fabricated as the building-blocks of tomor-
row’s nano-plasmonic devices. These structures were en-
visioned as nano-scale counterparts to classical antenna
circuits, but designed for length scales consistent with
surface-plasmon resonances in the noble metals (such as
Au and Ag). Characterization of their in situ proper-

ties has previously relied on far-field measurements of
mesoscopic ensembles, but near-field microscopy is ca-
pable of directly addressing the electromagnetic modes
of individual nano-structures.

Fig. 6 displays the simulated and measured field
distributions of an IR-resonant gold nano-plasmonic
dipole antenna fabricated on a transparent substrate, il-
luminated from below and measured with a “passive”
(nominally non-perturbative) crystalline silicon near-
field probe.11 The demonstrated agreement between the-
ory and experiment demonstrates that these antennae

central gap of about 80 nm. The near-field images show that both
antenna segments oscillate in a dipolar-like mode, featuring high-
amplitude signals at the antenna extremities and near the gap, as
well as a phase jump of 1808 near the centre of each segment and
inside the gap. This is in good agreement with numerical calcu-
lations assuming an 80-nm gap in the rod centre (Fig. 2d, bottom).

The near-field patterns of the gap antennas are completely
changed when a metal bridge (representing the load) connects the
two antenna segments (Fig. 2b). Near the gap, in contrast to the fully
cut rod (Fig. 2d), no significant near fields are observed. The topo-
graphy clearly reveals the deep, wedge-like cut through the rod
centre and also shows the metal bridge at the lower rim of the rod.
Obviously, the small metal bridge (about 10% of the total cross-
section of the nanorod, estimated from the topography) suffices to
restore the fundamental dipolar near-field mode of the continuous
rod (Fig. 2a). We attribute this effect to a current flow through the
bridge that prevents charge pile-up at the gap.

A highly interesting near-field distribution is observed in Fig. 2c
where a much thinner metal bridge connects the nanorod segments.
The bridge cross-section is estimated from the topography to be
about 2% of the total rod cross-section, thus being significantly
reduced compared to Fig. 2b. The near-field images show striking
differences to both the continuous and fully cut rods. We observe
a significant amplitude signal along the total length of each
segment and a considerable phase gradient of about 808.

To further illustrate this interesting behaviour, we monitored the
near-field oscillations of the antennas in space and time. Owing
to the simultaneous acquisition of amplitude s3(x, y) and phase
w3(x, y) signals, we can represent the near field at a sample position
(x, y) and at time t by

f ðx; y; tÞ ¼ Re½s3ðx; yÞe
iw3ðx;yÞ%i2pt=T & ð1Þ

where T is the oscillation period. A series of snapshots of f for all
four antennas investigated in this Letter is shown in Fig. 3. For
the continuous rod (Fig. 3a, obtained from data in Fig. 2a) the snap-
shots clearly show the time evolution of a single dipolar oscillation,
whereas the result for the fully cut rod (Fig. 3d) reveals two closely
spaced dipolar-like modes evolving simultaneously in time. In the
case where the tiny metal bridge connects the antenna segments
(Fig. 3c), however, we observe a significant time delay between the
near fields at the gap and the antenna extremities.

To analyse the near-field behaviour of the metal-loaded antennas
(Fig. 2b,c), we calculate the z-component of the near-field amplitude
jEzj and phase wz, assuming an 80-nm gap in between the antenna
segments, loaded with 80-nm-long cylindrical gold bridges of dia-
meters between b¼ 0 nm and b¼ 230 nm. The results (see
Supplementary Fig. S2) reveal that by progressive antenna loading
(increasing bridge diameter b) the near-field pattern of the fully
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Figure 2 | Near-field images of progressively loaded nanoantennas at a wavelength of l5 9.6mm. a, Continuous rod antenna. b, Low-impedance loaded
antenna where a thick metal bridge connects the two antenna segments. c, High-impedance loaded antenna where a tiny metal bridge connects the two
antenna segments. d, Fully cut antenna where the two antenna segments are completely separated. Top: Experimental results showing topography and near-
field amplitude s3 and phase w3 images. Bottom: Theoretical near-field distribution of a model system, a 1,550-nm-long gold rod with diameter d¼ 230 nm
and an 80-nm gap in its centre, embedded in an effective medium of dielectric value 1eff¼ 6.34. The gap is bridged by gold disks of 80 nm length with
diameters b¼ 230 nm (a), b¼ 80 nm (b), b¼ 40 nm (amplitude image, c) and b¼ 30 nm (phase image, c), b¼0 nm (d). The near-field images show the
z-component of the electric field in amplitude Ez and phase wz in a height of 50 nm above the rod surface. In all phase images, the phase is set to 08 at the
left antenna extremity.
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nano-dipole antenna11

Controlling the near-field oscillations of loaded
plasmonic nanoantennas
M. Schnell1, A. Garcı́a-Etxarri2, A. J. Huber1,3, K. Crozier4, J. Aizpurua2 and R. Hillenbrand1,3*

Optical and infrared antennas1–6 enable a variety of cutting-
edge applications ranging from nanoscale photodetectors7 to
highly sensitive biosensors8. All these applications critically
rely on the optical near-field interaction between the antenna
and its ‘load’ (biomolecules or semiconductors). However,
it is largely unexplored how antenna loading affects the
near-field response. Here, we use scattering-type near-field
microscopy to monitor the evolution of the near-field oscil-
lations of infrared gap antennas progressively loaded with met-
allic bridges of varying size. Our results provide direct
experimental evidence that the local near-field amplitude and
phase can be controlled by antenna loading, in excellent agree-
ment with numerical calculations. By modelling the antenna
loads as nanocapacitors and nanoinductors9–11, we show that
the change of near-field patterns induced by the load can be
understood within the framework of circuit theory. Targeted
antenna loading provides an excellent means of engineering
complex antenna configurations in coherent control appli-
cations12, adaptive nano-optics13 and metamaterials14.

Optical and infrared antennas based on metal nanostructures
allow for efficient conversion of propagating light into nanoscale
confined and strongly enhanced optical fields, and vice versa1–5,15.
Antennas consisting of adjacent metallic segments (that is, nano-
rods) separated by a nanoscopic gap (gap antennas)1,3,4,7,8,16,17 are
particularly efficient. The near-field coupling across the gap can
generate extremely strong and localized fields, which are essential
for applications such as single-molecule surface-enhanced Raman
spectroscopy (SERS)8 or extreme-ultraviolet (EUV) generation16.
However, the antenna response is very sensitive to small environ-
mental changes at the gap18–20. Thus, the presence of molecules or
semiconductors in the gap (as is usually the case in spectroscopy
or detector applications) can dramatically affect the antenna’s far-
field optical response with the possibility of degrading the
antenna performance. On the other hand, we can take advantage
of this effect for versatile tuning of the antenna response.
Recently, Alù and Engheta9,10 described this possibility in terms of
antenna loading, a concept adapted from radio-frequency (RF)
technology. Following the RF design rules, it has been theoretically
demonstrated that the scattering response and resonance frequency
of optical antennas can be tuned by loading the antenna gap with
either metals or dielectrics acting as inductors or capacitors, respect-
ively. In this Letter, we present an experimental study of how
loading of antenna gaps affects the near-field response using scatter-
ing-type scanning near-field optical microscopy (s-SNOM)21. We
provide direct experimental evidence that the local near-field ampli-
tude and phase response can be controlled by antenna loading.

Our experiments were performed with antennas based on
gold nanorods designed for fundamental dipolar resonance at
mid-infrared frequencies. The rods (1,550! 230! 60 nm) were

fabricated on a silicon substrate by electron-beam lithography and
show a far-field resonance at a wavelength of l¼ 9.6 mm (ref. 2).
Note that the antenna length is significantly shorter than l/2 due
to dielectric screening by the substrate, the large width of the
antenna compared to its length and plasmonic effects15,22. To
study how the progressive loading of an antenna gap affects the
near-field distribution, we used focused ion beam (FIB) milling to
prepare gaps of different shapes and sizes at the centre of the
rods. Using a transmission-mode s-SNOM21,23 operating at a wave-
length of l¼ 9.6 mm (Fig. 1), near-field amplitude and phase
images of the rods were recorded.

In a first experiment with well established dipole antennas2 we
demonstrated that transmission-mode s-SNOM equipped with
dielectric tips allows for reliable mapping of antenna near-field
modes. Figure 2a shows the infrared near-field amplitude and
phase images of a continuous (unmodified) nanorod. The images
reveal strong-amplitude signals at the rod extremities and a phase
jump of about 1808 at the rod centre, providing direct experimental
evidence of an anti-phase field oscillation as expected for the dipolar
near-field mode. To analyse the image contrast, we performed
numerical calculations of the x- and z-components of the near-
field distribution of a 1,550-nm-long nanorod in resonance at a
wavelength of 9.6 mm (see Supplementary Fig. S1). Comparison
with the experimental data clearly shows that the amplitude
and phase of the z-component, jEzj and wz, are probed24

(Fig. 2a, bottom).
In Fig. 2d we study a nanorod that was fully cut in its centre,

representing an unloaded gap antenna. The topography image
clearly reveals the two closely spaced segments separated by a
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Figure 1 | Mapping the near-field distribution of optical antennas with
a transmission-mode s-SNOM. The antenna is illuminated from below
through a transparent substrate. While scanning the sample, the near fields
of the antenna are scattered by the tip and recorded interferometrically,
yielding infrared amplitude and phase images simultaneously to topography.
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(b) Experimental configuration11

central gap of about 80 nm. The near-field images show that both
antenna segments oscillate in a dipolar-like mode, featuring high-
amplitude signals at the antenna extremities and near the gap, as
well as a phase jump of 1808 near the centre of each segment and
inside the gap. This is in good agreement with numerical calcu-
lations assuming an 80-nm gap in the rod centre (Fig. 2d, bottom).

The near-field patterns of the gap antennas are completely
changed when a metal bridge (representing the load) connects the
two antenna segments (Fig. 2b). Near the gap, in contrast to the fully
cut rod (Fig. 2d), no significant near fields are observed. The topo-
graphy clearly reveals the deep, wedge-like cut through the rod
centre and also shows the metal bridge at the lower rim of the rod.
Obviously, the small metal bridge (about 10% of the total cross-
section of the nanorod, estimated from the topography) suffices to
restore the fundamental dipolar near-field mode of the continuous
rod (Fig. 2a). We attribute this effect to a current flow through the
bridge that prevents charge pile-up at the gap.

A highly interesting near-field distribution is observed in Fig. 2c
where a much thinner metal bridge connects the nanorod segments.
The bridge cross-section is estimated from the topography to be
about 2% of the total rod cross-section, thus being significantly
reduced compared to Fig. 2b. The near-field images show striking
differences to both the continuous and fully cut rods. We observe
a significant amplitude signal along the total length of each
segment and a considerable phase gradient of about 808.

To further illustrate this interesting behaviour, we monitored the
near-field oscillations of the antennas in space and time. Owing
to the simultaneous acquisition of amplitude s3(x, y) and phase
w3(x, y) signals, we can represent the near field at a sample position
(x, y) and at time t by

f ðx; y; tÞ ¼ Re½s3ðx; yÞe
iw3ðx;yÞ%i2pt=T & ð1Þ

where T is the oscillation period. A series of snapshots of f for all
four antennas investigated in this Letter is shown in Fig. 3. For
the continuous rod (Fig. 3a, obtained from data in Fig. 2a) the snap-
shots clearly show the time evolution of a single dipolar oscillation,
whereas the result for the fully cut rod (Fig. 3d) reveals two closely
spaced dipolar-like modes evolving simultaneously in time. In the
case where the tiny metal bridge connects the antenna segments
(Fig. 3c), however, we observe a significant time delay between the
near fields at the gap and the antenna extremities.

To analyse the near-field behaviour of the metal-loaded antennas
(Fig. 2b,c), we calculate the z-component of the near-field amplitude
jEzj and phase wz, assuming an 80-nm gap in between the antenna
segments, loaded with 80-nm-long cylindrical gold bridges of dia-
meters between b¼ 0 nm and b¼ 230 nm. The results (see
Supplementary Fig. S2) reveal that by progressive antenna loading
(increasing bridge diameter b) the near-field pattern of the fully
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Figure 2 | Near-field images of progressively loaded nanoantennas at a wavelength of l5 9.6mm. a, Continuous rod antenna. b, Low-impedance loaded
antenna where a thick metal bridge connects the two antenna segments. c, High-impedance loaded antenna where a tiny metal bridge connects the two
antenna segments. d, Fully cut antenna where the two antenna segments are completely separated. Top: Experimental results showing topography and near-
field amplitude s3 and phase w3 images. Bottom: Theoretical near-field distribution of a model system, a 1,550-nm-long gold rod with diameter d¼ 230 nm
and an 80-nm gap in its centre, embedded in an effective medium of dielectric value 1eff¼ 6.34. The gap is bridged by gold disks of 80 nm length with
diameters b¼ 230 nm (a), b¼ 80 nm (b), b¼ 40 nm (amplitude image, c) and b¼ 30 nm (phase image, c), b¼0 nm (d). The near-field images show the
z-component of the electric field in amplitude Ez and phase wz in a height of 50 nm above the rod surface. In all phase images, the phase is set to 08 at the
left antenna extremity.
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(c) Field distribution measured with
sSNOM11

Figure 6: Local mapping of the field distributions of nano-plasmonic antenna structures.
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Figure 1.9:  Near-field excitation and measurement of Dirac plasmons in exfoliated single-layer 
graphene. 

(Top panels)  Simulated (left) and measured (right) plasmons proagating on a graphene nano-
cone, both excited and detected using a sharp near-field probe tip.  (Bottom panels) 
Spectroscopic evidence: Characteristic enhancement and blue-shift of the  surface phonon 
due to hybridization with a graphene Dirac plasmon.5 
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Surface plasmons are fundamental collective modes of elec-
trons that enable functionalities at the intersection of nano-

photonics and electronics.1!5 Dirac plasmons of graphene,
which are the density waves of Dirac fermions, are predicted
to enable both low loss and efficient wave localization up to
mid-IR frequencies.6!10 Theoretical studies show that the
combination of tunability and low loss is highly appealing for
implementation of nanophotonics, optoelectronics, and trans-
formation optics based on Dirac plasmons.9!12 Electron-
energy-loss spectroscopy studies of epitaxial graphene on SiC
substrate verified plasmonic effects.13!15 So far, optical phe-
nomena associated with surface plasmons of the massless quasi-
particles in graphene have remained unexplored. This is in part
due to the difficulty of carrying out IR experiments at wave-
vectors matching those of plasmons, which are beyond the
reach of conventional transmission or reflection measure-
ments.16 To overcome this limitation, we employed scatter-
ing-type scanning near-field optical microscope (s-SNOM).
Previously, this technique was widely applied to studying sur-
face phonons and phonon polaritons.17,18 In this Letter, we
identified spectroscopic signatures attributable to the Dirac
plasmon and its interaction with the surface phonon of the SiO2
substrate. Our work affirms the under-exploited capability of

tip-based optical nanoscopy to probe collective charge modes
far away from q ∼ 0 of conventional optical spectroscopy.

In our experiments, we utilized a commercial s-SNOM
(NeaSNOM, neaspec.com) coupled to several interchangeable
lasers: two quantum cascade lasers (daylightsolutions.com) and
two CO2 lasers (accesslaserco.com). These lasers allow coverage
of the mid-IR region from 883 to 1270 cm!1 (Figures 1 and 2).
This region accommodates characteristic features of the electro-
magnetic response of monolayer graphene19!21 along with vibra-
tional modes of SiO2. The IR nanoscope is built on the basis of an
atomic force microscope (AFM) operating in tapping mode. We
acquired near-field images with tapping frequency Ω ∼ 270 kHz
and tapping amplitude Δz = 40 nm at ambient conditions. The
backscattered signal is demodulated at the second, third, and
fourth harmonics of the tapping frequency yielding background-
free images.22 The scattering amplitude s and phase ϕ at all
harmonics are obtained simultaneously with AFM topography
by pseudoheterodyne interferometric detection.23
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ABSTRACT: We report on infrared (IR) nanoscopy of 2D
plasmon excitations of Dirac fermions in graphene. This is
achieved by confining mid-IR radiation at the apex of a nano-
scale tip: an approach yielding 2 orders of magnitude increase in
the value of in-plane component of incident wavevector q
compared to free space propagation. At these high wavevectors,
the Dirac plasmon is found to dramatically enhance the near-
field interaction with mid-IR surface phonons of SiO2 substrate.
Our data augmented by detailed modeling establish graphene
as a new medium supporting plasmonic effects that can be
controlled by gate voltage.
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(c) Spectroscopic evidence: Characteristic enhancement and blue-shift
of the SiO2 surface phonon due to hybridization with a graphene
Dirac plasmon.5

Figure 7: Near-field excitation and measurement of Dirac plasmons in exfoliated single-layer graphene

perform as-designed, with a tunable impedance loading
controlled by opening or closing the antenna feedgap.
This experiment confirms the simultaneous sensitivity
of sSNOM to nano-scale field intensity and phase.

6 Graphene Plasmonics

The possibility to both excite and detect high-
momentum surface modes using near-field finds ideal ap-
plication in the study of novel 2-dimensional conducting
materials such as graphene, a single atomic layer car-
bon allotrope exfoliated or grown on a substrate. A
recent notable experiment has utilized near-field spec-
troscopy to detect the excitation of Dirac plasmons in
single-layer graphene on an SiO2 substrate.5 The Dirac
plasmon is so-named as a collective charge oscillation
of quasiparticles subject to Dirac-Hamiltonian-like dy-
namics at the Fermi level in graphene, and is theorized
to exhibit low-loss propogation, a promising feature for
future plasmonics applications.

By exciting single-layer graphene at di↵erent fre-
quencies in the vicinity of SiO2 surface phonon reso-
nance at ! ⇡ 1125cm�1 with illumination from a bank of
tunable quantum cascade lasers, a reference-normalized
near-field spectrum was acquired in a nano-scale region
at the interface of graphene, SiO2, and the Si substrate.
The resulting spectrum (Fig. 7c) displays a remarkable
enhancement of the SiO2 surface phonon, resulting from
the hybridization of the SiO2 phonon with the Dirac
plasmon.

As suggested previously in Sec. 4, near-field mi-
croscopy is capable not only of exciting and detect-
ing high-momentum surface modes, but also directly
imaging their real-space patterns. Real-space images of

Dirac plasmons confined to a nano-cone of single layer
graphene on SiO2 substrate are displayed in Fig. 7b, ex-
hibiting standing wave patterns in both amplitude and
phase. To confirm the authenticity of the plasmon oscil-
lation, theoretical calculations were performed to model
the wave-pattern induced by localized tip excitation at
each position in the scan. These theoretical predictions
exhibit remarkable agreement with the measured wave-
length of the graphene plasmon in these patterns. As
of this writing, this work is part of an ongoing e↵ort to
map spectroscopically and in real-space the dispersion
and propagation of plasmons in graphene.

7 Tip-Enhanced Raman Spec-

troscopy

One of the newest near-field spectroscopy techniques
developed in recent years draws inspiration from the
phenomenon of surface-enhanced Raman scattering,
whereby the inelastic scattering of light by molecules
and other chemical structures is enhanced by many or-
ders of magnitude due to the high-intensity electromag-
netic “hot spots” of a nearby rough, metallic surface.
The Raman scattering “fingerprint” serves as a unique
spectroscopic identifier for many substances, and tech-
niques for the enhancement of inelastic scattering has
made this phenomenon a practical and powerful tech-
nique for chemical identification.

In analogy, a tip-enhanced form of Raman scatter-
ing and spectroscopy (TERS) with nano-scale resolu-
tion is made possible through the local focusing of high-
intensity electromagnetic fields at the apex of a laser-
illuminated metallic probe tip, as in sSNOM. Recent
experiments have utilized special surface-plasmon reso-
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perform as-designed, with a tunable impedance loading
controlled by opening or closing the antenna feedgap.
This experiment confirms the simultaneous sensitivity
of sSNOM to nano-scale field intensity and phase.

6 Graphene Plasmonics

The possibility to both excite and detect high-
momentum surface modes using near-field finds ideal ap-
plication in the study of novel 2-dimensional conducting
materials such as graphene, a single atomic layer car-
bon allotrope exfoliated or grown on a substrate. A
recent notable experiment has utilized near-field spec-
troscopy to detect the excitation of Dirac plasmons in
single-layer graphene on an SiO2 substrate.5 The Dirac
plasmon is so-named as a collective charge oscillation
of quasiparticles subject to Dirac-Hamiltonian-like dy-
namics at the Fermi level in graphene, and is theorized
to exhibit low-loss propogation, a promising feature for
future plasmonics applications.

By exciting single-layer graphene at di↵erent fre-
quencies in the vicinity of SiO2 surface phonon reso-
nance at ! ⇡ 1125cm�1 with illumination from a bank of
tunable quantum cascade lasers, a reference-normalized
near-field spectrum was acquired in a nano-scale region
at the interface of graphene, SiO2, and the Si substrate.
The resulting spectrum (Fig. 7c) displays a remarkable
enhancement of the SiO2 surface phonon, resulting from
the hybridization of the SiO2 phonon with the Dirac
plasmon.

As suggested previously in Sec. 4, near-field mi-
croscopy is capable not only of exciting and detect-
ing high-momentum surface modes, but also directly
imaging their real-space patterns. Real-space images of

Dirac plasmons confined to a nano-cone of single layer
graphene on SiO2 substrate are displayed in Fig. 7b, ex-
hibiting standing wave patterns in both amplitude and
phase. To confirm the authenticity of the plasmon oscil-
lation, theoretical calculations were performed to model
the wave-pattern induced by localized tip excitation at
each position in the scan. These theoretical predictions
exhibit remarkable agreement with the measured wave-
length of the graphene plasmon in these patterns. As
of this writing, this work is part of an ongoing e↵ort to
map spectroscopically and in real-space the dispersion
and propagation of plasmons in graphene.

7 Tip-Enhanced Raman Spec-

troscopy

One of the newest near-field spectroscopy techniques
developed in recent years draws inspiration from the
phenomenon of surface-enhanced Raman scattering,
whereby the inelastic scattering of light by molecules
and other chemical structures is enhanced by many or-
ders of magnitude due to the high-intensity electromag-
netic “hot spots” of a nearby rough, metallic surface.
The Raman scattering “fingerprint” serves as a unique
spectroscopic identifier for many substances, and tech-
niques for the enhancement of inelastic scattering has
made this phenomenon a practical and powerful tech-
nique for chemical identification.

In analogy, a tip-enhanced form of Raman scatter-
ing and spectroscopy (TERS) with nano-scale resolu-
tion is made possible through the local focusing of high-
intensity electromagnetic fields at the apex of a laser-
illuminated metallic probe tip, as in sSNOM. Recent
experiments have utilized special surface-plasmon reso-
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Figure 1.10:  Successful demonstrations of TERS, demonstrating the potential for spectroscopic 
chemical identification with nano-scale resolution. 

(Top Left) AFM topography of RNA on mica substrate2  (Top Right) Individual TERS spectra from 
nano-resolved positions.  (Bottom Panels) TERS of individual carbon nanotubes, displaying an 
increase of orders of magnitude in sensitivity over conventional Raman microscopy13 

  

result, entangling of the strands was a major issue and an
extensive search for the linear single RNA strands needed for
the measurements is required. The height of the strand shown
in the profile measurement (Figure 2) corresponds to the
known diameter of RNA, which strongly supports the
identification of single strands. The effective area probed by
an AFM tip is a convolution of tip and sample features.
Hence, the measured strand width of approximately 10 nm
can be largely assigned to the silver-coated AFM tips and
corresponds well with the tip diameter of< 20 nm determined
by SEM. The length of the homopolymer chain appears
longer than expected and the small nodule-like feature in the
center of the strand indicates that most likely two strands are
attached to each other. However, these features had no
impact on our further experiments as the length of the strand
was not relevant. It is important to note that apart from the
RNA no further topographic features are present. Thus other
compounds (e.g. buffer crystals, etc.) can be ruled out for this
particular sample area, making the evaluation of the Raman
spectra amenable and without ambiguity.

Previous TERS measurements performed on single,
nanometer-sized crystals or on monolayers of nucleobases
demonstrate that the individual fingerprint of each nucleo-
base and the characteristic vibrations required for the
distinction of each compound can be found easily.[14,15] In
contrast to these previous investigations, the technical toler-
ances for a TERS experiment on a single DNA or RNA
strand are much more stringent. The field-enhancing tip must
be placed and held over the homopolymer during the whole
laser exposure for the Raman experiment. It is crucial that the
sample drift is nullified so that all subsequent measurement
points are also on the RNA strand. In our experiment we
measured TERS spectra at seven different positions along the
single-strand RNA chain (Figure 3). The results show all the
main spectral features of cytosine. Observed fluctuations of
band intensities and positions exceeding statistical variations
will be discussed below. Most importantly the results demon-
strate the stability of the setup because the RNA could always
be readily located. To show that the probe tip was not
contaminated, reference measurements at sample sites with-
out RNA were also measured. In these measurements no
indication of RNA Raman bands or any other Raman bands,
apart from silicon (arising from background scattering of the
AFM cantilever) and mica (substrate material), could be
found. This comparison also allows an estimation of the actual
Raman enhancement. For this estimation we follow essen-
tially the argument outlined in Refs. [16, 17]

To estimate the enhancement, the number of molecules
responsible for the signal both in the TERS experiment and in
the reference case must be considered. The diameter of laser
focus was 1 mm. In the reference case we assume that one
RNA strand is stretched along the diameter of the laser focus
(as indicated in Figure 1B). The signal of the unenhanced 1-
mm-long RNA chain obtained when the tip was positioned
next to this strand (Figure 3B spectrum position 8) is then
used as the reference spectrum. In our experiments, no signal
was detectable at this position under conditions identical to
those for the other measurements.

In the TERS spectrum only a small RNA fragment of
20 nm length is responsible for all the signal intensity (see
inset in Figure 1C). Hence, the relationship between the
number of bases responsible for the Raman signal in the
reference (ca. 3000 bases) and the TERS case (ca. 30–
60 bases) is approximately 50-fold. In conjunction with the
relationship between the signal-to-noise ratio (SNR) of the
reference and the TERS spectrum, which is about 200:1, we
can estimate an overall enhancement of the TERS signal of at
least 104. This is a very cautious estimation as it does not take
into account the duty cycle of the oscillating tip and all the
parameters considered (tip size, SNR) are estimated very
conservatively. However, in terms of sensitivity, the present
TERS experiments are already very satisfactory. The SNR of
approximately 200 stems from 30–60 bases underneath the
TERS tip. Assuming a homogeneous signal enhancement,
every single nucleobase then contributes with a SNR of 3–7 to
the spectrum, making every base distinguishable. This sit-
uation means that single-base sensitivity has been achieved,
which is one of the prerequisites required for sequencing
using TERS.

A closer look at the spectra of the RNA strand (Fig-
ure 3B) shows slight changes in band intensities and positions.
Band intensity changes resulting from different concentra-
tions of RNA can be easily ruled out; the AFM images simply
do not indicate the presence of multiple strands or other
visible traces of molecules that interfere with the Raman
spectra. A better explanation for intensity changes is the
dependency of the enhancement on minuscule distance
changes between probe and sample.[18–20] As the sample in
the experiments is very small, probe positioning variations

Figure 3. TERS experiment along an RNA strand. A) Topography image
(same as in Figure 2A) showing seven adjacent spots corresponding
to the positions of the TERS experiments and one additional spot for
the reference measurement (position 8). B) The Raman spectra of the
positions in (A).
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(a) AFM topography of RNA
on mica substrate2

result, entangling of the strands was a major issue and an
extensive search for the linear single RNA strands needed for
the measurements is required. The height of the strand shown
in the profile measurement (Figure 2) corresponds to the
known diameter of RNA, which strongly supports the
identification of single strands. The effective area probed by
an AFM tip is a convolution of tip and sample features.
Hence, the measured strand width of approximately 10 nm
can be largely assigned to the silver-coated AFM tips and
corresponds well with the tip diameter of< 20 nm determined
by SEM. The length of the homopolymer chain appears
longer than expected and the small nodule-like feature in the
center of the strand indicates that most likely two strands are
attached to each other. However, these features had no
impact on our further experiments as the length of the strand
was not relevant. It is important to note that apart from the
RNA no further topographic features are present. Thus other
compounds (e.g. buffer crystals, etc.) can be ruled out for this
particular sample area, making the evaluation of the Raman
spectra amenable and without ambiguity.

Previous TERS measurements performed on single,
nanometer-sized crystals or on monolayers of nucleobases
demonstrate that the individual fingerprint of each nucleo-
base and the characteristic vibrations required for the
distinction of each compound can be found easily.[14,15] In
contrast to these previous investigations, the technical toler-
ances for a TERS experiment on a single DNA or RNA
strand are much more stringent. The field-enhancing tip must
be placed and held over the homopolymer during the whole
laser exposure for the Raman experiment. It is crucial that the
sample drift is nullified so that all subsequent measurement
points are also on the RNA strand. In our experiment we
measured TERS spectra at seven different positions along the
single-strand RNA chain (Figure 3). The results show all the
main spectral features of cytosine. Observed fluctuations of
band intensities and positions exceeding statistical variations
will be discussed below. Most importantly the results demon-
strate the stability of the setup because the RNA could always
be readily located. To show that the probe tip was not
contaminated, reference measurements at sample sites with-
out RNA were also measured. In these measurements no
indication of RNA Raman bands or any other Raman bands,
apart from silicon (arising from background scattering of the
AFM cantilever) and mica (substrate material), could be
found. This comparison also allows an estimation of the actual
Raman enhancement. For this estimation we follow essen-
tially the argument outlined in Refs. [16, 17]

To estimate the enhancement, the number of molecules
responsible for the signal both in the TERS experiment and in
the reference case must be considered. The diameter of laser
focus was 1 mm. In the reference case we assume that one
RNA strand is stretched along the diameter of the laser focus
(as indicated in Figure 1B). The signal of the unenhanced 1-
mm-long RNA chain obtained when the tip was positioned
next to this strand (Figure 3B spectrum position 8) is then
used as the reference spectrum. In our experiments, no signal
was detectable at this position under conditions identical to
those for the other measurements.

In the TERS spectrum only a small RNA fragment of
20 nm length is responsible for all the signal intensity (see
inset in Figure 1C). Hence, the relationship between the
number of bases responsible for the Raman signal in the
reference (ca. 3000 bases) and the TERS case (ca. 30–
60 bases) is approximately 50-fold. In conjunction with the
relationship between the signal-to-noise ratio (SNR) of the
reference and the TERS spectrum, which is about 200:1, we
can estimate an overall enhancement of the TERS signal of at
least 104. This is a very cautious estimation as it does not take
into account the duty cycle of the oscillating tip and all the
parameters considered (tip size, SNR) are estimated very
conservatively. However, in terms of sensitivity, the present
TERS experiments are already very satisfactory. The SNR of
approximately 200 stems from 30–60 bases underneath the
TERS tip. Assuming a homogeneous signal enhancement,
every single nucleobase then contributes with a SNR of 3–7 to
the spectrum, making every base distinguishable. This sit-
uation means that single-base sensitivity has been achieved,
which is one of the prerequisites required for sequencing
using TERS.

A closer look at the spectra of the RNA strand (Fig-
ure 3B) shows slight changes in band intensities and positions.
Band intensity changes resulting from different concentra-
tions of RNA can be easily ruled out; the AFM images simply
do not indicate the presence of multiple strands or other
visible traces of molecules that interfere with the Raman
spectra. A better explanation for intensity changes is the
dependency of the enhancement on minuscule distance
changes between probe and sample.[18–20] As the sample in
the experiments is very small, probe positioning variations

Figure 3. TERS experiment along an RNA strand. A) Topography image
(same as in Figure 2A) showing seven adjacent spots corresponding
to the positions of the TERS experiments and one additional spot for
the reference measurement (position 8). B) The Raman spectra of the
positions in (A).
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(b) Individual spectra from
nano-resolved positions in (a)2
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Raman Spectrum at each pixel of a near-field imaging scan. While
performing a slow 1.5 μm by 1.5 μm AFM scan over our sample
(see Figure 3a topography image), spectra were acquired at each
of the 256 by 256 pixels, allowing the detection of small variations
in the sample chemistry and composition reflected by small
changes in peak positions and intensities. A typical 0.1 s spectrum
over the CNTs is shown in figure 3b.

Spectral maps were generated by subtracting the PL back-
ground and integrating the Raman peaks from 1250 to

1350 cm-1 for the D-band (see Figure 3c) and from 1550 to
1650 cm-1 for the G-band (see Figure 3d). The D-mode map,
related to the CNT defect density, shows rich detail and strong
local variation in intensity, in principle enabling us to map CNT
defects with a resolution below 20 nm. These variations do not
originate from topographic effects since the height over the CNT
structure was fairly constant (see also Supporting Information).
In this particular case, we also observed G-band intensity
variations, which to our knowledge can have the following several

Figure 2. Tip-enhanced Raman spectroscopy onCNTs. (a) Topographic error-signal image of CNTs grown on a fused silica coverslip acquired with the
coaxial antenna scanning probe. (b) Tip-enhanced Raman spectrum of the CNT taken at the marked position in (a), integrated over 10 s. (c) Confocal
Raman spectrum at the equivalent position. An integration time of 120 s was necessary to achieve a similar G-mode signal.

Figure 3. Raman spectral mapping of CNTs. (a) Topography of mapped region (error signal). (b) Example of 0.1 s Raman spectrumwhich was taken at
each pixel. D and G peaks are shown with a blue and green circle, respectively. (c,d) The corresponding intensity maps of the D andG peaks. The inset in
(c) is a line-scan demonstrating the optical resolution along the CNT structure. We additionally observed polarization dependence for the imaging
performance, which we will report on in a following publication.

(c) TERS of individual carbon nanotubes, displaying an increase
of orders of magnitude in sensitivity over conventional Raman mi-
croscopy13

Figure 8: Recent successful demonstrations of TERS, demonstrating the potential for spectroscopic chemical
identification with nano-scale resolution.

nant probe tips with high intensity optical illumination
to boost Raman signal for the rapid spectroscopic chem-
ical identification of sample surfaces.

One such experiment has claimed to resolve the spec-
troscopic fingerprint of individual nucleotides along a
chain of RNA with nano-scale resolution.2 Spectra col-
lected at the positions given in Fig. 8a are shown in Fig.
8b, in which the Raman fingerprint of the cytosine nu-
cleotide can be discerned in the signal. By pushing the
resolution limits of this technique, one might envision
direct sequencing of nucleic acids with metallic probe
tips through TERS detection and identification.

The ongoing design of plasmon-resonant probe tips
has improved the Raman signal levels attainable with
TERS by orders of magnitude. This e↵ort focuses on
improving the resonance matching condition for a probe
illuminated at a particular Raman excitation frequency
- as from a � = 523nm green diode laser for exam-
ple. Recent experiments with resonant coaxial aper-
ture probes have demonstrated the possibility of hyper-
spectral imaging, whereby usable millisecond-exposure
Raman spectra are acquired at each pixel of a con-

ventional AFM/near-field scan.13 This technique was
demonstrated for the detection of carbon nanotubes by
spatially resolving the strength and frequency shift of
the D and G vibrational bands (characteristic of carbon
allotropes), as displayed in figure 8c, ideally providing a
local probe of carbon lattice structure with nano-scale
precision.

8 Conclusion

Near-field microscopy is an experimental technique
at the forefront of sub-di↵raction imaging methods.
Though a nearly century-old idea, recent applications
such as surface mode spectroscopy and tip-enhanced
Raman continue to re-invigorate and extend this mi-
croscopy technique, pushing the boundaries of nano-
scale detection. The examples presented in this sur-
vey demonstrate the continued utility and necessity
of sub-di↵raction techniques for the nano-scale study
of plasmonic nano-structures, novel materials such as
graphene, and even biological systems, promising a
bright future for near-field microscopy.
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result, entangling of the strands was a major issue and an
extensive search for the linear single RNA strands needed for
the measurements is required. The height of the strand shown
in the profile measurement (Figure 2) corresponds to the
known diameter of RNA, which strongly supports the
identification of single strands. The effective area probed by
an AFM tip is a convolution of tip and sample features.
Hence, the measured strand width of approximately 10 nm
can be largely assigned to the silver-coated AFM tips and
corresponds well with the tip diameter of< 20 nm determined
by SEM. The length of the homopolymer chain appears
longer than expected and the small nodule-like feature in the
center of the strand indicates that most likely two strands are
attached to each other. However, these features had no
impact on our further experiments as the length of the strand
was not relevant. It is important to note that apart from the
RNA no further topographic features are present. Thus other
compounds (e.g. buffer crystals, etc.) can be ruled out for this
particular sample area, making the evaluation of the Raman
spectra amenable and without ambiguity.

Previous TERS measurements performed on single,
nanometer-sized crystals or on monolayers of nucleobases
demonstrate that the individual fingerprint of each nucleo-
base and the characteristic vibrations required for the
distinction of each compound can be found easily.[14,15] In
contrast to these previous investigations, the technical toler-
ances for a TERS experiment on a single DNA or RNA
strand are much more stringent. The field-enhancing tip must
be placed and held over the homopolymer during the whole
laser exposure for the Raman experiment. It is crucial that the
sample drift is nullified so that all subsequent measurement
points are also on the RNA strand. In our experiment we
measured TERS spectra at seven different positions along the
single-strand RNA chain (Figure 3). The results show all the
main spectral features of cytosine. Observed fluctuations of
band intensities and positions exceeding statistical variations
will be discussed below. Most importantly the results demon-
strate the stability of the setup because the RNA could always
be readily located. To show that the probe tip was not
contaminated, reference measurements at sample sites with-
out RNA were also measured. In these measurements no
indication of RNA Raman bands or any other Raman bands,
apart from silicon (arising from background scattering of the
AFM cantilever) and mica (substrate material), could be
found. This comparison also allows an estimation of the actual
Raman enhancement. For this estimation we follow essen-
tially the argument outlined in Refs. [16, 17]

To estimate the enhancement, the number of molecules
responsible for the signal both in the TERS experiment and in
the reference case must be considered. The diameter of laser
focus was 1 mm. In the reference case we assume that one
RNA strand is stretched along the diameter of the laser focus
(as indicated in Figure 1B). The signal of the unenhanced 1-
mm-long RNA chain obtained when the tip was positioned
next to this strand (Figure 3B spectrum position 8) is then
used as the reference spectrum. In our experiments, no signal
was detectable at this position under conditions identical to
those for the other measurements.

In the TERS spectrum only a small RNA fragment of
20 nm length is responsible for all the signal intensity (see
inset in Figure 1C). Hence, the relationship between the
number of bases responsible for the Raman signal in the
reference (ca. 3000 bases) and the TERS case (ca. 30–
60 bases) is approximately 50-fold. In conjunction with the
relationship between the signal-to-noise ratio (SNR) of the
reference and the TERS spectrum, which is about 200:1, we
can estimate an overall enhancement of the TERS signal of at
least 104. This is a very cautious estimation as it does not take
into account the duty cycle of the oscillating tip and all the
parameters considered (tip size, SNR) are estimated very
conservatively. However, in terms of sensitivity, the present
TERS experiments are already very satisfactory. The SNR of
approximately 200 stems from 30–60 bases underneath the
TERS tip. Assuming a homogeneous signal enhancement,
every single nucleobase then contributes with a SNR of 3–7 to
the spectrum, making every base distinguishable. This sit-
uation means that single-base sensitivity has been achieved,
which is one of the prerequisites required for sequencing
using TERS.

A closer look at the spectra of the RNA strand (Fig-
ure 3B) shows slight changes in band intensities and positions.
Band intensity changes resulting from different concentra-
tions of RNA can be easily ruled out; the AFM images simply
do not indicate the presence of multiple strands or other
visible traces of molecules that interfere with the Raman
spectra. A better explanation for intensity changes is the
dependency of the enhancement on minuscule distance
changes between probe and sample.[18–20] As the sample in
the experiments is very small, probe positioning variations

Figure 3. TERS experiment along an RNA strand. A) Topography image
(same as in Figure 2A) showing seven adjacent spots corresponding
to the positions of the TERS experiments and one additional spot for
the reference measurement (position 8). B) The Raman spectra of the
positions in (A).
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(a) AFM topography of RNA
on mica substrate2

result, entangling of the strands was a major issue and an
extensive search for the linear single RNA strands needed for
the measurements is required. The height of the strand shown
in the profile measurement (Figure 2) corresponds to the
known diameter of RNA, which strongly supports the
identification of single strands. The effective area probed by
an AFM tip is a convolution of tip and sample features.
Hence, the measured strand width of approximately 10 nm
can be largely assigned to the silver-coated AFM tips and
corresponds well with the tip diameter of< 20 nm determined
by SEM. The length of the homopolymer chain appears
longer than expected and the small nodule-like feature in the
center of the strand indicates that most likely two strands are
attached to each other. However, these features had no
impact on our further experiments as the length of the strand
was not relevant. It is important to note that apart from the
RNA no further topographic features are present. Thus other
compounds (e.g. buffer crystals, etc.) can be ruled out for this
particular sample area, making the evaluation of the Raman
spectra amenable and without ambiguity.

Previous TERS measurements performed on single,
nanometer-sized crystals or on monolayers of nucleobases
demonstrate that the individual fingerprint of each nucleo-
base and the characteristic vibrations required for the
distinction of each compound can be found easily.[14,15] In
contrast to these previous investigations, the technical toler-
ances for a TERS experiment on a single DNA or RNA
strand are much more stringent. The field-enhancing tip must
be placed and held over the homopolymer during the whole
laser exposure for the Raman experiment. It is crucial that the
sample drift is nullified so that all subsequent measurement
points are also on the RNA strand. In our experiment we
measured TERS spectra at seven different positions along the
single-strand RNA chain (Figure 3). The results show all the
main spectral features of cytosine. Observed fluctuations of
band intensities and positions exceeding statistical variations
will be discussed below. Most importantly the results demon-
strate the stability of the setup because the RNA could always
be readily located. To show that the probe tip was not
contaminated, reference measurements at sample sites with-
out RNA were also measured. In these measurements no
indication of RNA Raman bands or any other Raman bands,
apart from silicon (arising from background scattering of the
AFM cantilever) and mica (substrate material), could be
found. This comparison also allows an estimation of the actual
Raman enhancement. For this estimation we follow essen-
tially the argument outlined in Refs. [16, 17]

To estimate the enhancement, the number of molecules
responsible for the signal both in the TERS experiment and in
the reference case must be considered. The diameter of laser
focus was 1 mm. In the reference case we assume that one
RNA strand is stretched along the diameter of the laser focus
(as indicated in Figure 1B). The signal of the unenhanced 1-
mm-long RNA chain obtained when the tip was positioned
next to this strand (Figure 3B spectrum position 8) is then
used as the reference spectrum. In our experiments, no signal
was detectable at this position under conditions identical to
those for the other measurements.

In the TERS spectrum only a small RNA fragment of
20 nm length is responsible for all the signal intensity (see
inset in Figure 1C). Hence, the relationship between the
number of bases responsible for the Raman signal in the
reference (ca. 3000 bases) and the TERS case (ca. 30–
60 bases) is approximately 50-fold. In conjunction with the
relationship between the signal-to-noise ratio (SNR) of the
reference and the TERS spectrum, which is about 200:1, we
can estimate an overall enhancement of the TERS signal of at
least 104. This is a very cautious estimation as it does not take
into account the duty cycle of the oscillating tip and all the
parameters considered (tip size, SNR) are estimated very
conservatively. However, in terms of sensitivity, the present
TERS experiments are already very satisfactory. The SNR of
approximately 200 stems from 30–60 bases underneath the
TERS tip. Assuming a homogeneous signal enhancement,
every single nucleobase then contributes with a SNR of 3–7 to
the spectrum, making every base distinguishable. This sit-
uation means that single-base sensitivity has been achieved,
which is one of the prerequisites required for sequencing
using TERS.

A closer look at the spectra of the RNA strand (Fig-
ure 3B) shows slight changes in band intensities and positions.
Band intensity changes resulting from different concentra-
tions of RNA can be easily ruled out; the AFM images simply
do not indicate the presence of multiple strands or other
visible traces of molecules that interfere with the Raman
spectra. A better explanation for intensity changes is the
dependency of the enhancement on minuscule distance
changes between probe and sample.[18–20] As the sample in
the experiments is very small, probe positioning variations

Figure 3. TERS experiment along an RNA strand. A) Topography image
(same as in Figure 2A) showing seven adjacent spots corresponding
to the positions of the TERS experiments and one additional spot for
the reference measurement (position 8). B) The Raman spectra of the
positions in (A).
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(b) Individual spectra from
nano-resolved positions in (a)2
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Raman Spectrum at each pixel of a near-field imaging scan. While
performing a slow 1.5 μm by 1.5 μm AFM scan over our sample
(see Figure 3a topography image), spectra were acquired at each
of the 256 by 256 pixels, allowing the detection of small variations
in the sample chemistry and composition reflected by small
changes in peak positions and intensities. A typical 0.1 s spectrum
over the CNTs is shown in figure 3b.

Spectral maps were generated by subtracting the PL back-
ground and integrating the Raman peaks from 1250 to

1350 cm-1 for the D-band (see Figure 3c) and from 1550 to
1650 cm-1 for the G-band (see Figure 3d). The D-mode map,
related to the CNT defect density, shows rich detail and strong
local variation in intensity, in principle enabling us to map CNT
defects with a resolution below 20 nm. These variations do not
originate from topographic effects since the height over the CNT
structure was fairly constant (see also Supporting Information).
In this particular case, we also observed G-band intensity
variations, which to our knowledge can have the following several

Figure 2. Tip-enhanced Raman spectroscopy onCNTs. (a) Topographic error-signal image of CNTs grown on a fused silica coverslip acquired with the
coaxial antenna scanning probe. (b) Tip-enhanced Raman spectrum of the CNT taken at the marked position in (a), integrated over 10 s. (c) Confocal
Raman spectrum at the equivalent position. An integration time of 120 s was necessary to achieve a similar G-mode signal.

Figure 3. Raman spectral mapping of CNTs. (a) Topography of mapped region (error signal). (b) Example of 0.1 s Raman spectrumwhich was taken at
each pixel. D and G peaks are shown with a blue and green circle, respectively. (c,d) The corresponding intensity maps of the D andG peaks. The inset in
(c) is a line-scan demonstrating the optical resolution along the CNT structure. We additionally observed polarization dependence for the imaging
performance, which we will report on in a following publication.

(c) TERS of individual carbon nanotubes, displaying an increase
of orders of magnitude in sensitivity over conventional Raman mi-
croscopy13

Figure 8: Recent successful demonstrations of TERS, demonstrating the potential for spectroscopic chemical
identification with nano-scale resolution.

nant probe tips with high intensity optical illumination
to boost Raman signal for the rapid spectroscopic chem-
ical identification of sample surfaces.

One such experiment has claimed to resolve the spec-
troscopic fingerprint of individual nucleotides along a
chain of RNA with nano-scale resolution.2 Spectra col-
lected at the positions given in Fig. 8a are shown in Fig.
8b, in which the Raman fingerprint of the cytosine nu-
cleotide can be discerned in the signal. By pushing the
resolution limits of this technique, one might envision
direct sequencing of nucleic acids with metallic probe
tips through TERS detection and identification.

The ongoing design of plasmon-resonant probe tips
has improved the Raman signal levels attainable with
TERS by orders of magnitude. This e↵ort focuses on
improving the resonance matching condition for a probe
illuminated at a particular Raman excitation frequency
- as from a � = 523nm green diode laser for exam-
ple. Recent experiments with resonant coaxial aper-
ture probes have demonstrated the possibility of hyper-
spectral imaging, whereby usable millisecond-exposure
Raman spectra are acquired at each pixel of a con-

ventional AFM/near-field scan.13 This technique was
demonstrated for the detection of carbon nanotubes by
spatially resolving the strength and frequency shift of
the D and G vibrational bands (characteristic of carbon
allotropes), as displayed in figure 8c, ideally providing a
local probe of carbon lattice structure with nano-scale
precision.

8 Conclusion

Near-field microscopy is an experimental technique
at the forefront of sub-di↵raction imaging methods.
Though a nearly century-old idea, recent applications
such as surface mode spectroscopy and tip-enhanced
Raman continue to re-invigorate and extend this mi-
croscopy technique, pushing the boundaries of nano-
scale detection. The examples presented in this sur-
vey demonstrate the continued utility and necessity
of sub-di↵raction techniques for the nano-scale study
of plasmonic nano-structures, novel materials such as
graphene, and even biological systems, promising a
bright future for near-field microscopy.
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2.CHAPTER 2:    The Quantitative Description of Optical Contrasts in Scattering-Type 

Near-Field Optical Microscopy and Spectroscopy 

 

 

 

2.1 Abstract 

Near-field infrared spectroscopy by elastic scattering of light from a probe tip resolves 

optical contrasts in materials at dramatically sub-wavelength scales across a broad energy range, 

with the demonstrated capacity for chemical identification at the nanoscale. However, current 

models of probe-sample near-field interactions still cannot provide a sufficiently quantitative 

interpretation of measured near-field contrasts, especially in the case of materials supporting 

strong surface phonons. We present a model of near-field spectroscopy derived from basic 

principles and verified by finite-element simulations, demonstrating superb predictive agreement 

both with tunable quantum cascade laser near-field spectroscopy of SiO  thin films and with 

newly presented nanoscale Fourier transform infrared (nanoFTIR) spectroscopy of crystalline 

SiC. We discuss the role of probe geometry, field retardation, and surface mode dispersion in 

shaping the measured near-field response. This treatment enables a route to quantitatively 

determine nano-resolved optical constants, as we demonstrate by inverting newly presented 

nanoFTIR spectra of an SiO  thin film into the frequency dependent dielectric function of its mid-

infrared optical phonon. Our formalism further enables tip-enhanced spectroscopy as a potent 

diagnostic tool for quantitative nano-scale spectroscopy.  
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2.1 Introduction 

Since Synge’s 1928 letter to Einstein proposing a bold method for optical imaging beyond 

the diffraction limit [1], sub-wavelength optical characterization techniques have remained 

subjects of intensive interest and fierce debate owing to their transformative potential. Among 

such techniques, apertureless near-field scanning optical microscopy (ANSOM)[2, 3] has 

shattered the diffraction limit, achieving optical resolutions better than  at infrared and THz 

frequencies [4, 5, 6]. 

Recent coupling of ANSOM to a broadband coherent infrared light source and 

asymmetric Michelson interferometer has enabled Fourier transform infrared spectroscopy at the 

nanometer length scales (nanoFTIR)[7, 8, 9], in switchable combination with single-frequency 

imaging by the pseudo-heterodyne (PSHet) detection scheme [10, 11]. These novel 

interferometric techniques detect both amplitude and phase[12, 13, 14] of the probe-scattered 

“near-field signal", which encodes nano-scale near-field optical contrasts from the sample and 

transmits them to the far-field. While applications to nanoscale chemical sensing at vibrational 

“fingerprint" energies are obvious [15, 9, 16], the utility of this instrument for fundamental nano-

scale studies of correlated electron systems are equally compelling [17, 18, 19, 20, 21, 22, 23, 

24]. 

ANSOM employs a conductive or dielectric AFM probe as both an intense near-field 

source and scatterer of light into the far-field. The mechanism of optical contrast has long been 

understood intuitively via the simple point dipole model [25, 26], in which radiation scattered from 

a small polarizable sphere of radius  illuminated by an incident field  is modulated through 

electrostatic interaction with a material surface located a distance  away in the -direction: 

  (1) 
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Here  denotes the “bare" polarizability of the sphere producing a vertical dipole moment , and 

 denotes the quasi-static limit of the Fresnel coefficient . A function of both frequency  

and in-plane momentum , the Fresnel coefficient describes the relative magnitude and phase of 

-polarized light reflected from the surface of material with frequency-dependent dielectric 

function . 

While important theoretical advances have brought near-field spectroscopy beyond 

qualitative descriptions [27, 28, 29, 30, 31, 32], available models describing the probe-sample 

near-field interaction remain beset by critical limitations:  

1. Many general formulations, although formally exact, prove cumbersome to 

implement for practical calculation beyond reduction to the simple point dipole 

model [33, 34]. Field retardation and antenna effects of the probe are explored 

formally, but not quantitatively.  

2. Although the near-field interaction may be described as an exact scattering 

problem, many solution methods rely on perturbation expansions in powers of the 

sample response factor  or . [9, 35, 32, 34] One can show that such series are 

divergent beyond modest values of  (the “strong coupling" regime), leaving this 

method inapplicable for the analysis of crystalline solids and strongly resonant 

plasmonic systems. [31]  

3. A number of tunable geometric parameters with ad hoc or empirical values are 

introduced to quantitatively fit measured data. These include fractional weights of 

relevant probe surface charge,[30, 31] effective probe size and geometry,[29, 28, 

30] the bare tip polarizability, etc. [20] The multitude of ad hoc tunable 

parameters provides an unreliable recipe for predictive modeling or quantitative 

interpretation of data.  

To address these extant shortcomings, the aim of the present work is threefold. We first 

present a new model of probe-sample near-field interaction, the lightning rod model, whose 
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generality allows exploring the influence of both probe geometry and electrodynamic effects, 

while remaining formally exact in both theory and implementation. Mathematical reduction of this 

formalism back to the point dipole model will make clear that unnecessary ad hoc assumptions 

underpin prevailing models [30, 31], and that geometric and electrodynamic considerations must 

ultimately play a role in their vindication. 

Second, we demonstrate this model’s capability to predict spectroscopic near-field contrast in 

the case of layered structures, which exhibit a strongly momentum-dependent optical response, 

as well as strongly resonant systems, through comparison with near-field spectra measured on 

thin films of silicon dioxide (SiO ) and bulk silicon carbide (SiC). Our measurement apparatus is a 

novel infrared near-field microscope equipped for both PSHet imaging and broadband nanoFTIR 

spectroscopy, described in Appendix A. 

Finally, we present a method to invert the lightning rod model to extract a material’s complex 

dielectric function with nanoscale resolution, which we demonstrate explicitly for an SiO  thin film 

sample. This procedure, combined with the unifying formalism of the lightning rod model, 

provides a powerful diagnostic tool for quantitatively studying the nano-resolved optical properties 

of molecular systems, phase-separated materials, and confined nanostructures using 

ANSOM.[17] 

 

2.2 The Lightning Rod Model 

Our model describes the near-field interaction between an ANSOM probe and a sample 

surface through a general formalism that is in principle exact, without appealing to empirical or ad 

hoc parameters. The chief observable of ANSOM is the radiation field of a polarized probe placed 

in proximity to a sample (experimental details described in Appendix A). Since the field originates 

from reorganization of charges developing on the probe surface in response to an incident 

illumination field, together with the near-field of the proximate sample, we begin by forming an 

expression for this instantaneous charge distribution. 
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Constraining our attention to nearly axisymmetric probe geometries, the charge 

distribution is succinctly expressed through a linear charge density ,  denoting 

charge and  the probe’s axial coordinate. In the quasi-static approximation, the field  re-

radiated or back-scattered from the probe is proportional to its induced dipole moment  

  (2) 

Appendix E presents how the radiated field is obtained from  when electrodynamic 

phenomena are of fundamental importance, i.e. when the size of the scatterer is comparable to 

the light wavelength. This relationship highlights the central role of the induced charge distribution 

in determining the measured observables of near-field spectroscopy. 

 can be written as the sum of charges induced by the incident field and those 

differential contributions  induced by reflection of probe-generated near-fields off the 

proximate sample:  

  (3) 

Here  denotes the induced charge per unit field resulting from incident illumination. Its 

functional form depends on the nature of the incident field and the probe geometry, but its 

contribution to  scales with the magnitude of the incident field . The induced charge 

elements  take the form:  

  (4) 

Here  and  denote in-sample-plane momenta for Fourier components of the near-field reflected 

by the sample in response to the polarized probe. Provided a planar sample geometry, this 

parameterization offers a sparse basis in which to efficiently solve the problem, in contrast with 

real-space treatments (e.g. the finite element method). Eq. (4) can be understood through the 
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physical mechanism shown schematically in Fig. 2.1b and described as follows in terms of field 

emission from the probe and sample reflection. 

Charge elements  on the probe form rings with radii  along its surface. 

Considered in the angular spectrum decomposition (Appendix B), each ring emits a distribution of 

axisymmetric -polarized evanescent fields whose Fourier components are weighted by 

. Hereafter  denotes a Bessel function of the first kind at order , with 

cylindrical coordinates  and . These emitted fields (so-called evanescent Bessel beams) reach 

the sample surface a distance  below the tip apex ( ) via propagator  

and in the empty tip-sample gap  take the divergence-free form (per unit charge):  

  (5) 

In general, the sample may subsequently scatter evanescent fields with momentum  into 

distinct Fourier components  as described through a differential sample response function 

. For samples with continuous in-plane translational symmetry (e.g. flat surfaces, layered 

structures) this response function reduces to the Fresnel reflection coefficient for -polarized light,  

  (6) 

written here as a function of the in-plane momentum  of incident light, with  denoting the 

Dirac delta distribution. These scattered fields extend from the sample surface via propagator 

 and re-polarize the probe, inducing a linear charge density (per unit field) 

described by a probe response function . This formalism accommodates the non-trivial 

influence of realistic tip geometries on the functional form of illumination- and sample-induced 

charge distributions  and . The omission of a term  in  requires that the 

definition of  account implicitly for the decay of sample-reflected excitation fields along the 

probe’s length. 

Induced charge densities can be pre-computed for an axisymmetric probe of arbitrary 

geometry using a simple boundary element method (Appendices C and D). Fig. 2.1c displays 
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 for several values of , computed for the case of a hyperboloidal (conical with rounded tip) 

probe geometry with tip curvature radius . As shown in Fig. 2.1c, the density of charge 

dramatically accumulating at the probe apex - the celebrated lightning rod effect - increases 

roughly as . This results from the requisite screening of evanescent fields by induced charges 

distributing a distance  along the probe surface. The momentum-dependent lightning rod 

effect is critically absent from models of the probe-sample near-field interaction lacking a faithful 

geometric description. 

Confining our attention to planar sample geometries, Eqs. (3), (4), and (6) together 

describe a self-consistent quasi-one-dimensional scattering process:  

  (7) 

with  

  (8) 

The integral transform in Eq. (8), whose action on a function henceforth we indicate by a tilde, 

denotes summation of near-fields emitted from charges along the entire length of the probe, 

. A similar integral transformation  applied to  and  in Eq. (7) yields an 

integral equation in :  

  (9) 

This resembles the Lippman-Schwinger equation of scattering theory [36], wherein  and 

 here play the role of in- and out-going “scattering states". The axisymmetric approximation, 

preserving most fundamental aspects of the system geometry, affords tractability in this scattering 

formalism. Furthermore, computations presented in this work leverage the concise momentum-

space (  and ) description conferred by Eq. (9). 
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Provided knowledge of the probe response functions  and  (to wit, their 

integral transforms  and ), Eq. (9) is soluble by traditional methods[37] after 

discretizing  to a set of Gauss-Legendre nodes . We found evaluation at  such 

nodes sufficient for numerical accuracy to within 1%. Only a finite range of momenta  

need be considered in practice, since  and  drop precipitously in magnitude above a 

cutoff momentum , with  the smallest length scale relevant to the probe geometry, in this 

case the radius of curvature at the probe apex,  nm for many commercial probe tips. This 

reflects the inability of strongly confined fields (e.g. ) to efficiently polarize the probe.  

The momentum-space solution to Eq. (9) is then  

  (10) 

where the denominator is taken in the sense of matrix inversion, vectors imply functional 

evaluation at momenta ,  is the identity operator, and other matrices are defined as  

  (11) 

Here  is the measure of  and  denotes the Kronecker delta function. Defining similarly a 

vector of charge distribution functions , the total induced charge is provided 

through Eq. (7) as:  

  (12) 

This expression casts Eq. (10) into the real-space representation necessary for computing the 

probe’s total radiated field, contributions to which result from a functional relation  

derived in Appendix E. Finally, this implies  

  (13) 
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Note that dependence on both the tip-sample distance  and the local optical properties 

of the sample enter these expressions through , whereas geometric properties of the probe 

enter separately through . When applied to a realistic probe geometry, these expressions 

constitute the lightning rod model of probe-sample interaction, so named for its quantitative 

description of the strong electric fields localized by an elongated geometry to a pointed apex. The 

product of  and  signifies that strong near-fields from the probe multiplicatively enhance optical 

interactions with the sample surface. Expanding the Eq. (13) inverse matrix as a geometric series 

reveals an infinite sequence of probe polarization and sample reflection events, equivalent to the 

perturbation expansions presented elsewhere [9, 35, 32, 34]. 

Eq. (13) can also recover the point dipole model (Eq. (1)). After simplifying the probe 

geometry to a metallic sphere of radius  and assuming that all center-evaluated ( ) fields 

polarize like the homogeneous incident field , we have:  

  (14) 

  (15) 

  (16) 

 is obtained from semicircular  in Eq. (8), and exhibits a characteristic maximum 

followed by a sharp decay in magnitude near . In this case, Eq. (9) yields  in closed 

form owing to the separability of :  

  (17) 

The sphere’s polarization is obtained through Eqs. (7) and (2) as  

  (18) 
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If the sample material is weakly dispersive for ,  and Eq. (1) is recovered. 

Such simplifications are instructive, but this work makes full implementation of Eq. (13) 

without recourse to approximation, thus revealing aspects of the probe-sample near-field 

interaction unresolved by the point dipole model. While perturbative expansions and the point-

dipole model may be attractive for their relative simplicity, they are certainly not expected to be 

accurate. In particular, for large , nothing short of the full numerical solution to Eq. (11) is 

acceptable for predicting experimental observables with quantitative reliability. Our procedure for 

doing so is detailed in the following sections.  

The near-field experiments presented in this work utilize lock-in detection of the probe’s 

back-scattered field at harmonics  of the probe tapping frequency  to suppress noise and 

unwanted background. Simulating this technique, the probe’s back-scattered field  (Eq. (13)) 

is connected to experimentally observed amplitude  and phase  signals through a sine 

transform under sinusoidally varying tip-sample distance :  

  (19) 

  (20) 

Here  and  are the tapping frequency and amplitude of the near-field probe, respectively, and 

 denotes the frequency-dependent instrumental response of the collection optics, 

interferometer and detector used for the measurement. This factor can be removed by 

normalizing experimental  to “reference" near-field signal values, as collected from a 

uniformly reflective sample material such as gold or undoped silicon. This normalization process 

is further discussed in Sec. IV. 

A prediction of near-field contrast using the lightning rod model therefore requires 

calculation of Eq. (13) at several values of ; in practice we find 20 such values sufficient, with 

evaluation of Eq. (13) for each requiring several milliseconds on a single 2.7 GHz processor. 
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Cumulatively, the calculation remains both realistic and fast, more so than previously reported 

semi-analytic solutions for realistic probe geometries.[38, 39] For example, typical calculations of 

a demodulated and normalized near-field spectrum across 100 distinct frequencies require less 

than 10 seconds of computation time.  

We conclude this formal introduction with a conceptual clarification. Although the 

geometry and material composition of the near-field probe implicitly determine its response 

function , the formalism embodied by Eq. (13) is general and outwardly irrespective of 

specific properties of the probe. Also, while plasmonic enhancement may be encompassed in 

, it is not a prerequisite for effective near-field enhancement at the probe apex. Near-field 

enhancement is attainable through a combination of three distinct mechanisms:[40]  

1. the lightning rod effect proper, due to accumulation of charge at geometric 

singularities, an essentially electrostatic effect,  

2. plasmonic enhancement, due to the correlated motion of surface charges near 

the plasma frequency of metals,  

3. and antenna resonances, in which the size of an optical antenna correlates with 

the incident wavelength in a resonant fashion, a purely electrodynamic effect.  

The quasi-static boundary element utilized in this work (Appendix C) reproduces the first 

of these mechanisms by way of , whereas its electrodynamic counterpart (Appendix D) 

reproduces all three. Although plasmonic enhancements are scarcely attainable in metallic 

probes at infrared frequencies, Secs. III and IV establish the important influence of both the 

lightning rod effect and antenna resonances in near-field spectroscopy.  

2.3 The Quasi-static case 

We now apply Eq. (13) to realistic probe geometries in the quasi-static limit to investigate 

whether the quasi-static approximation is appropriate for quantitative prediction of near-field 

contrasts. By reducing the physical system to electrostatics, this approximation is strictly justified 
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only in treating light-matter interactions at length scales much smaller than the wavelength of 

light, whereas a typical near-field probe consists of an AFM tip tens of microns in height (Fig. 

2.1a), comparable to typical wavelengths encountered in infrared near-field spectroscopy. 

Consequently, for the assumptions of a quasi-static probe-sample interaction to remain valid, the 

emergent behavior of a realistic near-field probe must be shown nearly equivalent to those of a 

deeply sub-wavelength one. 

To test this assumption, we consider the near-field interaction between a metallic 

ellipsoidal probe oriented vertically over a planar sample of 300 nm of thermal silicon dioxide (SiO

) on silicon substrate. This sample system and model probe geometry were considered in a 

previous work [38], demonstrating the capacity of near-field spectroscopy to resolve the  

cm  surface optical phonon of thermal oxide films as thin as 2 nm. We extend the theoretical 

study presented therein to investigate the influence of the probe length  on the amplitude of 

experimentally measurable back-scattered near-field signal  (normalized to silicon) predicted 

by the lightning rod model. The outcome is presented in Fig. 2.2. 

The probe tapping amplitude is 80 nm in these simulated experiments, and the radius of 

curvature  at the probe apex (equal to the inverse surface concavity) is held constant at 30 nm, 

typical of experiments with commercially available near-field probes. The minimum probe-sample 

distance is taken as  nm throughout (viz. physical contact, consistent with the established 

description of tapping mode AFM). We describe the thin-film optical response with a momentum-

dependent Fresnel coefficient [41] (further discussed in Sec. V) using optical constants of thermal 

oxide taken from literature[42]. 

The probe response function  is computed in the quasi-static approximation once 

for each probe geometry according to a simple boundary element method. Mathematical details 

are provided in Appendix C. Whereas in this work we present calculations only for ideally 

conducting metallic probes, Appendix C presents also the general formulation suitable for 

application to dielectric probes. Consequently, the case of a dielectric probe presents no formal 
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difficulty for the model presented here. However, previously reported models present a suitably 

simpler description of the “weak coupling regime" in which externally excited near-fields may be 

mapped non-perturbatively [43, 44, 13]. We identify this as the regime in which a perturbation 

expansion of Eq. (13) is found to converge, and several terms therein might be summed for a 

sufficient estimate of near-field scattering. 

As shown in Fig. 2.2, the most dramatic feature of our quasi-static calculations is the 

strong variation in normalized scattering amplitude with increasing probe length at the probe-

sample polariton resonance. The implication is worrisome: there is no clear rational choice for 

“effective probe length" when computing the strength of probe-sample near-field interaction in the 

quasi-static approximation. With a free-space wavelength of light  m, although the largest 

credibly quasi-static probe length  (or ) provides reasonable qualitative 

agreement with data acquired by nanoFTIR under identical experimental conditions (Fig. 2.7), 

quantitative agreement is clearly only attainable a posteriori, for example by fitting to agreeable 

values of . Furthermore, the extreme dependence on probe geometry exhibited here discredits 

the utility of quantitative “fits" to experimental data. The ill-posed description of near-field coupling 

afforded by this quasi-static treatment lacks clear predictive power. We are therefore compelled 

towards a consistent electrodynamic treatment, which as we will show provides an unambiguous 

description of near-field interactions with wavelength-scale probes – a case applicable to the vast 

majority of near-field experiments at infrared and THz frequencies. 

 

2.4 The electrodynamic case: near-field probe as antenna 

Near-field microscopy is occasionally described as an antenna-based technique, in which 

the antenna-like near-field probe efficiently converts incident light into strongly confined fields at 

the probe-sample feed-gap[45, 46, 47, 17]. The antenna’s scattering cross section is 

consequently modulated through strong interactions with the sample surface to provide the nano-

resolved optical contrasts of ANSOM [48, 4]. At a formal level, these considerations leave the 
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mathematical form of the lightning rod model unaltered; nevertheless, the probe response 

function  must encapsulate the probe’s role as an antenna, particularly in the probe’s 

response  to illumination fields. 

As for any antenna, due to retardation and radiative effects, the field scattered by a near-

field probe is manifestly dependent on both its size relative to the free space light wavelength as 

well as its geometric profile relative to the incident light polarization. Such electrodynamic effects 

have been demonstrated experimentally [49, 47]. To characterize how these length scales 

influence the observables of near-field spectroscopy, the full electrodynamic responses of two 

probe geometries were computed numerically as a function of their overall length  relative to the 

free-space wavelength of incident light. 

A fully retarded boundary element method taking account of field retardation and radiative 

forcing (mathematical details provided in Appendix D) was used to calculate charge distributions 

 induced on metallic ellipsoidal and hyperboloidal probe geometries by incident 10 m 

wavelength light (  cm ). We consider here the hyperboloidal geometry to faithfully 

reflect the cone-like structure of conventional near-field probes which exhibit a taper angle  

relative to their axis in our experiments. A similar hyperboloid probe geometry was applied 

previously by Behr and Raschke to explore plasmonic field enhancements [39]. However, their 

fully analytic treatment necessitates a semi-infinite probe geometry treated in the quasi-static 

approximation, requiring an unconventional field normalization method to obtain finite values for 

the probe response. Their formalism also left back-scattering from the ANSOM probe unexplored. 

For our examination, we explore the explicit electrodynamics of probes with lengths between 

 nm (rendering a sphere in the ellipsoidal case) and 30 m, with the apex curvature radius 

held constant at  nm. 

The axisymmetry favored by the lightning rod model was maintained throughout these 

calculations by approximating plane wave illumination by an inwards-propagating cylindrical field 

bearing a local phase velocity angled towards the tip apex at 60  from the probe axis (see 
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Appendix D). Validity of this axisymmetric approximation was confirmed through comparison of 

resultant surface charge density profiles with those predicted by full finite-element simulations 

(Comsol Multiphysics), consisting of a realistic metallic probe geometry (  and  m) 

including AFM cantilever, subject to plane-wave illumination. Differences in charge density were 

found to be negligible within microns of the tip apex, suggesting the robustness of key near-field 

parameters to fine details of the extended probe geometry. Fig. 2.3a displays finite-element 

predictions for the magnitude of the probe’s scattered field  illustrating the characteristically 

standing wave-like pattern of charge density along the probe’s conical surface, a consequence of 

field retardation. 

 The resultant field enhancement at the probe apex in the absence of a sample calculated 

by our fully retarded boundary element method is shown in Fig. 2.3b (lower panel) in comparison 

with the quasi-static case, demonstrating several key phenomena: First, quasi-static probe 

geometries exhibit field enhancements that increase monotonically with the geometric 

“sharpness"  due to the electrostatic lightning rod effect, originating the divergent quasi-static 

near-field contrast displayed in Fig. 2.2. Second, at lengths  for odd integers , the 

electrodynamic ellipsoidal probe exhibits resonant enhancement, whereas minima are observed 

for  even. These features signify antenna modes with antisymmetric and symmetric surface 

charge densities [50], respectively, such as those experimentally characterized among similarly 

elongated near-field probe geometries [47]. Due to the axially polarized incident field, Resonant 

enhancement modes of the hyperboloidal probe are less pronounced and more complicated in 

character; we discuss them here in no further detail. Finally, it is clear that quasi-static predictions 

depart from their electrodynamic counterparts near a probe length , precisely where 

quasi-static approximations might be expected to falter lacking the antenna enhancement 

mechanism. Field retardation halts subsequent increases in enhancement from the quasi-static 

lightning rod effect, conferring a practical limit to realistically attainable near-field enhancements 

outside the plasmonic regime. 
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Similarly, the onset of antenna modes is expected to modulate the intensity of frequency-

dependent back-scattered radiation from wavelength-scale near-field probes, opening the 

possibility to optimally enhance absolute near-field signals through application-driven design of 

novel probe geometries. However, the need for a broadband and normalizable probe response is 

equally crucial for spectroscopy applications [51]. A typical infrared near-field spectroscopy 

experiment involves normalizing acquired signals to a reference material that exhibits a nominally 

flat optical response (e.g. gold or undoped silicon) in order to remove the influence of instrumental 

sensitivities[20, 38, 9], including the probe’s frequency-dependent antenna response. 

Normalizability of this response is typically assumed, but we predict here for the first time the 

breakdown of this assumption in the vicinity of strong antenna resonances. 

Fig. 2.3b (upper panel) displays the result of fully electrodynamic lightning rod model 

predictions for the near-field signal  obtained at the peak probe-sample resonance frequency 

(  cm ) induced by the strong SiO  surface optical phonon, normalized to the signal from 

silicon. Whereas an increase in absolute back-scattered signal is expected near the onset of a 

(radiative) antenna mode, this evidently accompanies a remarkable decrease in relative material 

contrast. The effect results from strong cross-talk between the implicit probe response coincident 

with that of a resonant sample. 

The explanation becomes clear when considering that an antenna’s resonance can be 

strongly detuned by its dielectric environment.[52, 53] The point dipole model (Eq. (1)) admits 

interpretation as a dipole interacting with its mirror image projected from the sample surface. 

Extending this interpretation to an antenna, the electrodynamic system consists then not of a 

single antenna, but of a coupled antenna-mirror pair, and it is well established that coupling an 

antenna with an exact mirror copy induces a resonance red-shift[54, 55]. Whereas the mirror 

coupling scales with the inverse dimer gap size in the case of physical antenna pairs, this 

coupling scales with  in our case, and could be appropriately considered a case of dielectric 

loading.[44, 52]  
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Consequently, an  film is expected to detune antenna resonances more strongly at 

 than a  substrate, rendering their respective probe back-scattering signals potentially 

incomparable even when collected at the same frequency, since there is no clear way to 

normalize out the effect. Stated another way, interaction with a resonant sample can not only 

enhance the strength of a probe’s antenna mode, it can modify the antenna behavior outright, 

driving the probe towards a regime of destructive radiative interference. Normalized  signals 

calculated for the electrodynamic ellipsoid (Fig. 2.3a, solid blue line) therefore resemble a 

quotient of two resonance functions, oscillatory but shifted versus the light frequency relative to 

one another. For this extreme case, we might conclude that fluctuations observed in the 

frequency-dependent near-field signal radiated from the probe could associate more with variable 

dielectric loading of the antenna response than with genuine near-field contrast. 

Antenna detuning is considerably moderated in the case of the hyperboloidal probe, 

whose normalized near-field response at frequencies  exhibits much weaker dependence 

on the probe length (or, complementarily, on probing frequency). The normalization procedure 

therefore appears sufficient for systematic removal of the probe sensitivity at the 20% level in the 

absence of strong antenna resonances. Furthermore, given the clear asymptotic character of 

near-field contrast for the broadband hyperboloidal probe, it would appear acceptable to 

quantitatively model normalized near-field signals from such a probe geometry using 

electrodynamic charge distributions  computed only for a single characteristic frequency. In 

the case of weak antenna resonances, this renders implementation of the fully retarded lightning 

rod model no more complex than the quasi-static version. Therefore, all following calculations 

presented in this work are electrodynamic and calculated in this fashion unless otherwise 

indicated. 

Nevertheless, this examination tells a cautionary tale concerning the use of strongly 

resonant probes[47] for quantitative near-field spectroscopy, wherein convolution of the probe’s 

antenna response may not be easily removed. However, the resonant enhancement of back-
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scattered fields by  probes can provide a fortunate trade-off, with encouraging 

applications to resonantly enhanced THz near-field imaging experiments. 

 

2.5 5  Momentum-dependent light-matter coupling 

To test the lightning rod model description of systems exhibiting explicit momentum-

dependent light-matter coupling, we consider a thin film of phonon-resonant SiO  on silicon 

substrate. The film thickness  introduces a characteristic length scale to the sample geometry, 

associated with a characteristic crossover momentum . Incident evanescent fields 

exceeding this momentum are reflected much as though bulk SiO  were present, whereas lower 

momentum fields can penetrate the film and reflect from the substrate [38]. With the lightning rod 

model we consider this momentum dependence exactly and directly compare its predictions to 

near-field spectroscopy measurements performed using the experimental apparatus described in 

Appendix A. 

Mid-infrared near-field images of SiO  thin films of varying thickness were acquired with a 

tunable QCL at a probe tapping amplitude of 50 nm, taking signal from the underlying silicon 

substrate for normalization (Fig. 2.4a). These data were first presented in an earlier work[38]. 

Controlled film thicknesses were produced through selective etching (NT-MDT Co.) and 

confirmed by AFM height measurements acquired simultaneously with the collection of near-field 

images. Spectroscopy was obtained from area-averaged near-field contrast levels. 

Momentum-dependent Fresnel reflection coefficients were used to describe these 

systems[41] and provided to the lightning rod model in order to predict spectroscopic near-field 

contrast:  

  (21) 
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Here numeric subscripts  correspond with air, SiO , and silicon, respectively,  denotes the 

complex frequency-dependent dielectric function of the relevant material (ellipsometric optical 

constants for thermal oxide taken from literature [42]), and  denotes the oxide film thickness. 

Lightning rod model predictions are presented in Fig. 2.4b for comparison with measured 

data. Agreement is superior to that of the simple dipole model and at least as good as earlier 

quasi-static predictions with an ad-hoc probe geometry [38]. In contrast to the prediction of a blue-

shifting phonon resonance with decreasing film thickness (originating entirely in the Fresnel 

formula Eq. 21), experimental data indicate a slight red-shift among ultra-thin films. This 

discrepancy should not be counted against our model: although identical optical constants were 

employed for predictions at all film thicknesses, a growing body of experimental and ab initio 

evidence suggests legitimate phonon confinement effects can modify the intrinsic optical 

properties of nanostructured samples[56]. Clear discernment of these effects by near-field 

spectroscopy opens the possibility for quantitatively evaluating the optical properties of 

nanostructures that exhibit and utilize bona fide three-dimensional confinement[57]. 

A clear physical description of the depth sensitivity exhibited in Fig. 2.4 proves just as 

valuable as quantitative agreement. The onset of a dramatic decrease in near-field signal at the 

phonon resonance near  can be understood on the basis of the momentum decomposition of 

electric fields emitted by the near-field probe. A straightforward analysis building on Eq. (12) 

reveals the following decomposition for probe-generated electric fields by their momenta in the 

plane of the sample (the basis given by Eq. (5)):  

  (22) 

with  
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where  is the tip-sample distance and  is understood in the sense of a distribution 

function. 

Fig. 2.5b displays  calculated on resonance with the SiO  phonon in comparison 

with the example dispersion of a 100 nm SiO  film on silicon shown in Fig. 2.5a. The surface 

optical phonon is evident at , characteristically centered in the Restrahlen band between the 

transverse optical ( ) and longitudinal optical ( ) phonon frequencies. Given that our SiO  

forms an amorphous layer, indication of these phonon frequencies is approximate. Nanoscale 

thickness introduces considerable momentum dependence in the regime relevant to probe-

sample near-field interactions ( ), effecting a strong phonon response only for momenta 

 as mentioned earlier. The spectroscopic character of the probe-sample near-field 

response can therefore be inferred from the momentum-space integral of . Note 

however the explicit - and -dependence of  by way of  in Eq. (22) amounts to a near-

field response strongly super-linear in the sample’s intrinsic surface response. 

 

2.6 6  The strongly resonant limit: silicon carbide 

We can critically evaluate the generality of the lightning rod model formalism through 

comparison with measurements of crystalline SiC, a strongly resonant material in the mid-infrared 

owing to an exceedingly strong surface optical phonon at  cm . Here we find the limit at 

which contingent assumptions for alternative near-field models [26, 9, 35, 32, 34] are expected to 

break down, since resonant materials can interact non-perturbatively along the entire length of the 

near-field probe. This breakdown signals the importance of both probe geometry and field 

retardation effects. Lacking these considerations, previous models have dramatically 

overestimated the near-field contrast generated by SiC [58, 17], leaving the estimation of optical 

properties through quantitative analysis of near-field observables quite ambiguous. 

Fig. 2.6 displays quantitative agreement between newly presented nanoFTIR 

spectroscopy of a 6H SiC crystal and lightning rod model predictions. Asymmetry in the observed 
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phonon-induced probe-sample resonance spectrum mimics that of the underlying surface 

response function . To ensure unambiguous comparison between experiment and theory, 

uniaxial optical constants of our crystal were directly determined by in-house infrared ellipsometry 

and were found consistent with literature data for similar crystals [59]. A 100 nm gold film was 

deposited onto the crystal surface to provide a normalization material for nanoFTIR 

measurements, which were conducted at 60 nm tapping amplitude across the SiC-gold interface. 

The right inset of Fig. 2.6a displays strong interfacial contrast in near-field amplitude measured 

across the interface by pseudoheterodyne (PSHet) imaging [11] with a CO  laser tuned to 890 cm

, with nanoFTIR acquisition positions indicated. As confirmed by nanoFTIR, near-field 

resonance with the SiC surface optical phonon produces a stronger signal than gold across a 

considerable energy range, 800-940 cm . Such strong near-field resonances enable potential 

technological applications for guiding and switching of confined infrared light within 

nanostructured polar crystals, as suggested in related work [60]. 

Predicted spectra presented in Fig. 2.6b reveal that explicit consideration of field 

retardation effects according to the findings of Sec. IV (spectra labeled Ret.) significantly 

improves quantitative agreement with experimental spectra in contrast to the quasi-static 

prediction (labeled QS), which drastically overestimates the near-field contrast of SiC up to a 

factor of 20 over gold. The QS curve additionally reflects an excessive red-shift of the probe-

sample resonance peak on account of the overly predominant low-momentum phonon excitations 

permitted in the quasi-static approximation; these reside at lower energy due to the typical 

positive group velocity of surface phonon polaritons. We furthermore explored the influence of 

particular probe geometries on the predicted near-field spectrum by employing charge 

distributions  calculated for both the ideal hyperboloidal probe geometry as well as for the 

actual profile of an used probe tip, obtained from an SEM micrograph (displayed as the blue 

curve in Fig. 2.1a). The Fig. 2.6b comparison of SiC spectra predicted with these geometries 

reveals that only essential features of the probe geometry, such as the overall conical shape and 
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taper angle ( ) shared by both, are relevant for predicting near-field contrasts at the 10% 

level of accuracy. Further quantitative refinements to near-field spectroscopy will therefore benefit 

from the standardization of reproducible probe geometries[61]. 

 

2.7 7  Nano-resolved extraction of optical constants 

Systematic improvements in the light sources and detection methods available for near-

field spectroscopy now enable sufficiently high signal-to-noise levels and fast acquisition times for 

routine, reproducible measurements [7, 8]. Fig. 2.7 displays newly presented nanoFTIR 

measurements acquired on a 300 nm SiO  film with silicon used for normalization, displaying both 

the amplitude  and phase  of the probe’s back-scattered radiation demodulated at the nd and 

rd harmonics of the probe frequency, collected at 60 nm tapping amplitude. Such broadband 

data are ideally eligible for the quantitative extraction of SiO  optical constants in the vicinity of the 

transverse optical phonon (  cm ). 

Using the lightning rod model, a method requiring minimal computational effort was 

developed to solve the inverse problem of near-field spectroscopy, proceeding as follows: The 

connection between optical properties of a sample material (e.g. the complex dielectric function, 

 +i ) and near-field observables (e.g.  and , or equivalently the real and imaginary parts 

of the complex back-scattered signal  at a given harmonic ) is described by a 

smooth map , with  the set of complex numbers. A “trajectory"  through the 

space of observable near-field signals therefore corresponds to a trajectory  through the 

space of possible optical constants. The uniqueness of this correspondence was confirmed for 

bulk and layered sample geometries by computing  across the parameter range of 

interest for real materials ( ) and ensuring local invertibility of the map, conditional on the 

determinant of the Jacobian matrix of :  

  (23) 
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Because parameters internal to the operation of  are frequently variable (e.g. sample 

thickness, tip radius of the probe, tapping amplitude), instead of establishing the inverse map 

 as a “look-up table" by brute computation, we instead introduce a method for nucleated 

growth of the trajectory  which optimizes consistency with the forward mapping  

beginning at some initial frequency . We re-imagine the problem as a particle navigating -

space under the influence of external forces penalizing displacements  from measured signal 

values . The trajectory  for such a particle solves, for example, the equation of motion for 

a damped harmonic oscillator equilibrating to :  

  (24) 

with  

  

Here  denotes a damping constant tuned to induce critical damping ( =1), and  is a force 

constant ensuring decay to equilibrium over an interval  comparable to the frequency 

resolution of measurement. This equation of motion enables adiabatic tracking of experimentally 

observed signal values while both penalizing deviations  and dissipating their energy. Eq. (24) 

may alternatively be parametrized by an auxiliary independent variable  for which  

increments only when , a threshold value ensuring system equilibration arbitrarily 

close to the measured signal value at each . This also ensures solutions to Eq. (24) are 

relatively insensitive to the “guessed" initial condition , amounting to a robust relaxation 

method. 

Our inversion of measured  consists of numerically solving Eq. (24) for  by finite 

difference techniques [62]. This requires at least five evaluations of  per - or -step in order to 

estimate local first and second derivatives of  with respect to real and imaginary parts of . 

Although consequently the procedure is more computationally costly than forward evaluation by 
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the lightning rod model, it is at least as efficient in principle as global nonlinear least-squares 

methods (e.g. Levenberg-Marquardt [63]) and often considerably faster, furthermore requiring no 

a priori knowledge for the form of the fitting function. This is considerably advantageous in cases 

where spectra are not available in a sufficiently wide frequency range to permit well-determined 

fitting to  by Kramers-Kronig-consistent oscillators[64]. 

We applied our inversion technique to the spectroscopic data displayed in Fig. 2.7 by 

parametrizing  with the reflection coefficient of an “unknown" 300 nm layer (film thickness 

determined by AFM) on silicon substrate. For mapping the film’s optical constants 

 to a measurable, normalized near-field spectrum , the form for  

used here is that given by the lightning rod model, namely:  

  (25) 

with  

  (26) 

and 

  (27) 

and . Describing the near-field response of the film,  is given by Eq. 

(11) in terms of the film reflection coefficient , which is in turn a function of  via 

Eq. (21). The silicon normalization signal  is computed analogously, but using the reflection 

coefficient for a bulk surface with frequency-independent dielectric constant . All other 

parameters are defined as detailed in Sec. II. 

In Fig. 2.8 we present the favorable comparison of our extracted  with typical 

literature optical constants for three thermal oxide films measured by conventional infrared 

ellipsometry[42]. Fig. 2.8a makes clear the typical variation in optical constants expected among 
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oxide films grown even under nominally fixed conditions. Furthermore, our extraction technique 

produced virtually identical output when conducted on both nd and rd harmonic near-field 

spectra (  and ), attesting to the internal consistency of the lightning rod model.  

Although near-field inversion has been very recently demonstrated on measurements of 

prepared polymers, the existing technique relies on a polynomial expansion in  strictly limited to 

weakly resonant samples, vis. the perturbative limit of Eq. (13), and employs a model with tunable 

ad hoc parameters [30, 32]. Our procedure removes both shortcomings. These advantages make 

Eq. (24) a suitable technique for the unconditional on-line analysis of near-field spectroscopy data 

in a diagnostic setting. Combining for the first time the powerful nanoFTIR instrumentation with a 

quantitative inversion methodology unlimited by sample characteristics, this procedure makes 

possible potent new applications of nano-spectroscopy to the quantitative optical study of phase-

separated materials[17, 18] and nano-engineered devices[21, 22], as well for the nano-resolved 

chemical identification of structures in biological or surface science applications[7, 9, 32, 16]. 

 

2.8 Conclusions and Outlook 

The lightning rod model provides a general quantitative formalism for predicting and 

interpreting the experimental observables of near-field spectroscopy. Simplified descriptions of 

the probe-sample near-field interaction such as the point dipole model can be obtained as special 

cases resulting from convenient though unnecessary physical assumptions. In particular, the 

choice of effective probe length [30, 32] was shown to be ad hoc in the quasi-static 

approximation, and consequently susceptible to dubious a posteriori fitting to experimental data. 

We find a fully electrodynamic treatment renders the effective length construct 

unnecessary, since field retardation effects modify the distribution of probe charge interacting with 

the sample. While this provides a resolution to problems of convergence inherent to the quasi-

static treatment, sample-induced dielectric loading of strong antenna resonances (e.g. for the long 

ellipsoidal probe) was found to deceivingly modulate relative material contrasts predicted in the 
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vicinity of sample resonances, such as the surface optical phonon of SiO , an important caveat 

and consideration for the rational design of optimized spectroscopic probes [47]. Nevertheless, 

fine details of the probe geometry for realistic conical probe geometries are predicted to impact 

observable near-field material contrasts at or below a 10% level of variation. 

Using the fully retarded lightning rod model with a realistic probe geometry, we obtain 

quantitatively predictive agreement compared both with tunable QCL near-field spectroscopy of 

SiO  films with varying thickness and with newly presented nanoFTIR spectroscopy 

measurements of the strongly resonant polar material SiC. This exhibits our model’s proper 

momentum-space description of the probe-sample optical interaction, as well as its suitability for 

the truly quantitative description of strongly resonant near-field interactions, in contrast with the 

capabilities or implementations of the alternative models heretofore demonstrated.[58, 34, 35] 

Finally, we present a deterministic method to invert the lightning rod model without 

recourse to ad hoc parameters or over-simplifications. This rather general technique flexibly 

solves the inverse problem of near-field spectroscopy at a computational cost significantly lower 

than exhaustive lookup-tables or oscillator fitting methods, offering exciting opportunities for the 

on-line interpretation of nano-resolved near-field spectra acquired in a diagnostic setting. We 

envision the inverse lightning rod model employed quantitatively for deeply sub-wavelength 

optical studies of naturally or artificially heterogeneous and phase-separated materials, promising 

further novel applications to systems like energy storage nanostructures,[65] transition metal 

oxide heterostructures,[66] and single- or multi-layered graphene plasmonic devices [20, 21]. 

There remain outstanding challenges for the present model, including its extension to 

cases where deviations from axisymmetry are crucial, as for s-polarization of incident light, or for 

probe geometries with strong rotational asymmetry. We envision an expansion of our boundary 

element methods and of the lightning rod model into basis components with differing rotational 

“quantum numbers"[67] to capture the features of irrotational geometries in a computationally 

inexpensive fashion. Furthermore, the explicit application of our model to dielectric probes, 
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particularly in the plasmonic regime, is an undertaking of great potential interest for which the 

extension of our electrodynamic boundary element (Appendix D) to materials of non-negligible 

skin depth might play a crucial role. However, even at its present stage the quantitative scattering 

formalism presented here also lays a solid foundation for the rational analysis and optimization of 

tip-enhanced optical phenomena in an ever-growing number of exciting experimental 

applications, including single-molecule Raman spectroscopy[15, 68] and other novel partnerings 

of optics with scanning tunneling microscopy.[69, 70]  
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2.10 Figures 

 

Figure 2.1:  Scattering formulation of probe-sample interaction in near-field optical microscopy. 
 
a) Scanning electron micrograph of a typical commercial near-field probe exhibiting a conical 
geometric profile and characteristic length scales (probe length and tip radius) separated by 
nearly three orders of magnitude. The surface profile (blue) is considered in Sec. VI. b) 
Schematic description of the probe-sample near-field interaction, involving emission of cylindrical 
evanescent fields from charge elements in the probe and their reflection by the sample. c) Probe 
response function  (defined in the main text) computed by the boundary element method 
(Appendix C) for evanescent fields  of increasing momenta . Dashed curves indicate the 
geometric profile of the probe, and surface charge distribution profiles are normalized by their 
minimum values for viewing purposes.  
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Figure 2.2:  Spectral near-field contrast between the 1130 cm  surface phonon polariton of SiO  
and silicon (providing normalization) as predicted by the lightning rod model for an ellipsoidal 
probe in the quasi-static approximation. 
 
Contrast increases monotonically beyond experimentally observed levels as the probe length is 
increased. 
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Figure 2.3:  Comparison of quasi-static and electrodynamic responses of the near-field probe. 

a) Scattered field of a realistic near-field probe geometry under plane wave illumination (incident 
along the viewing angle) as computed by the finite-element method. Oscillatory fields near the tip 
apex are associated with standing wave-like surface charge densities resulting from field 
retardation. b) Lower panel: Field enhancement at the tip apex computed quasi-statically (QS) 
and electrodynamically (ED) for two probe geometries of varying size illuminated perpendicular to 
their principle axes. Upper panel: Near-field  contrast between SiO  at the surface optical 
phonon resonance ( ) and silicon simulated by the fully retarded lightning rod model. The 
vertical dashed line indicates the length of a typical near-field probe, m.  
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Figure 2.4:  A comparison of the measured and predicted evolution of the spectroscopic near-
field response from thin film oxides. 

a) Near-field response of SiO  thin films etched to varying thicknesses on a silicon substrate 
measured by tunable QCL spectroscopy and normalized to silicon[38] (see text). The faint curves 
are provided as guides to the eye. Inset: Sample near-field signal  at  cm  overlaid 
on simultaneously acquired AFM topography. b) Near-field  spectra predicted by the lightning 
rod model using optical constants from literature [42]. Data points from the 300 nm film are 
superimposed for point of comparison. Our model captures the key features of the data; we infer 
that discrepancies with ultra-thin film data result from substantial variations in optical properties. 
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Figure 2.5:  Momentum-dependent dispersion in the Fresnel reflection coefficient. 

a) Example of strong surface optical phonon dispersion for a 100 nm thick SiO  film on silicon 
computed by the Fresnel reflection coefficient  (Eq. (21)). b) The momentum-dependent 
distribution of electric fields at the sample surface (dashed line) calculated by the lightning rod 
model at the tip-sample phonon resonance for a conical tip in full contact. 
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Figure 2.6:  Spectroscopic near-field response in the limit of strongly resonant probe-sample 
interactions. 

a) Amplitude  and phase  of the back-scattered near-field signal from a 6H SiC crystal, 
measured in the vicinity of the surface optical phonon and referenced to a surface-deposited gold 
film, as obtained in a single acquisition by nanoFTIR. Left inset: Visible light image (width 60 m) 
above the near-field probe at the SiC/gold interface. Right inset: PSHet near-field  image 
(width 1 m) of the interface with sample and reference nanoFTIR locations indicated. b) 
Lightning rod model predictions for near-field signal from SiC using optical constants measured 
by in-house ellipsometry. While insensitive to details of probe geometry (see text), fully retarded 
(Ret.) calculations provide superior agreement to the experimental spectra than the quasi-static 
(QS) approximation. 
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Figure 2.7:  Spectroscopic near-field response of an oxide film suitable for “inversion”. 

Amplitude  and phase  of the back-scattered near-field signal from a 300 nm SiO  film, 
measured in the vicinity of the surface optical phonon and referenced to the silicon substrate, as 
obtained in a single acquisition by nanoFTIR. 
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Figure 2.8:  Inversion of the spectroscopic near-field response to extract material optical 
constants. 

a) Typical variation in optical constants among thermal oxide thin films taken from literature 
ellipsometry. Pairs of red and blue curves with identical line style are associated with distinct thin 
film samples.[42] b) Optical constants of a 300 nm SiO  film extracted from near-field spectra 

 and  following the method of Eq. (24). 
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Figure 2.9:  Conceptual decomposition of the radiation from an axisymmetric conductor. 

(Left) The field radiated from an axisymmetric body to an observation point at inclination angle  
is constructed from the contributions of currents (shown in red) through infinitesimal surface 
annuli. (Right) The two independent polarizations composing any annular axisymmetric current 
distribution, with associated angular radiation profiles (Eq. E1) shown schematically in blue. 
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2.11 Appendix A  Experimental methods 

In the following sections, we apply the lightning rod model in comparison with near-field 

spectra measured for SiO  thin films and SiC, acquired with the following experimental apparatus. 

Infrared nano-imaging and nano-spectroscopy measurements were performed with a NeaSNOM 

scanning near-field optical microscope (Neaspec GmBH) by scanning a platinum silicide AFM 

probe (PtSi-NCH, NanoAndMore USA; cantilever resonance frequency 300 kHz, nominal radius 

of curvature 20-30 nanometers) in tapping mode over the sample while illuminating with a 

focused infrared laser beam, resulting in back-scattered radiation modulated at the probe tapping 

frequency  and harmonics thereof. In our pseudo-heterodyne detection setup, this back-

scattered radiation interferes at a mercury-cadmium-telluride detector (Kolmar Technologies Inc.) 

with a reference beam whose phase is continuously modulated by reflection from a mirror 

piezoelectrically oscillated at a frequency  (  Hz). Demodulation of the detector signal at 

frequency side-bands  for integral  supplies the background-free amplitude  and 

phase  of the infrared signal at harmonics  of the probe’s tapping frequency.[4, 10, 11] 

The super-linear dependence of near-field interactions versus the tip-sample separation 

distance implies that, in the case of harmonic tapping motion, signal harmonics at  are 

directly attributable to near-field polarization of the tip[48]. Contrasts in near-field signal intensity 

and phase at these harmonics therefore correspond to variations in local optical properties of the 

sample[26]. Tunable fixed-frequency CW quantum cascade lasers (QCLs, Daylight Solutions Inc.) 

and a tunable CO  laser (Access Laser Co.) were used for imaging and spectroscopy of SiO  

films and SiC, respectively. 

NanoFTIR spectroscopy[7][8] was enabled by illumination from a broadband mid-infrared 

laser producing tunable radiance across the frequency range 700-2400 cm . This coherent mid-

infrared illumination is generated through the nonlinear difference-frequency combination of 

beams from two near-infrared erbium-doped fiber lasers – one at 5400 cm  and the other a 

tunable supercontinuum near-infrared laser (TOPTICA Photonics Inc.) – resulting in  100 fs 
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pulses at a repetition rate of 40 MHz. An asymmetric Michelson interferometer with 1.5 millimeter 

travel range translating mirror enables collection of demodulated near-field amplitude  and 

phase  spectra with 3 cm  resolution. 
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2.12 Appendix B  Resolution of the field from a charged ring into evanescent waves 

The -plane Fourier decomposition of the Coulomb field of a point charge  located at 

the origin is well known[71]:  

  

  

  (28) 

for  and with . This decomposition can be applied similarly to a ring of 

charge with radius , centered in a plane through the origin with -axis normal:  

  

  

Here  is an angular integration variable about the circumference of the ring. We obtain  

  (29) 

The total field is thus a sum of axisymmetric -polarized evanescent waves weighted by the 

geometry-induced prefactor . Eq. (B2) constitutes the central result of this section. 
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2.13 Appendix C  Quasi-static boundary element method for an axisymmetric 

dielectric and conductor 

A tractable electrostatic boundary element method applicable to systems of 

homogeneous dielectrics can be developed as follows [67]. Gauss’s law constrains the density of 

bound charge  at the boundaries between dielectric media as:  

  (30) 

Eq. C1 follows in the case that free charge is absent at dielectric boundaries such that , 

and  is a surface Dirac delta function associated with the boundary between media of dielectric 

constant  and , with  the unit vector perpendicular to this boundary oriented from medium 1 

to medium 2. Continuity of the surface normal displacement field across the dielectric interface 

permits its evaluation at positions  along the boundary as a limit taken infinitesimally inside 

medium 2:  

  (31) 

The scalar potential  finds contributions from both incident (external) fields , 

originating as from distant free charges, as well as from bound charges at the dielectric boundary. 

Taking the bound charge  as the product of a surface density  (distinguished from electrical 

conductivity ) with the surface Dirac delta function, the latter contribution comprises a surface 

integral on the boundary :  

  (32) 

Evaluating the discontinuous surface normal electric field  from this contribution 

involves:  
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  (33) 

Gauss’s law (Eq. C1) therefore yields an integral equation in the surface bound charge density 

:  

  (34) 

which upon consolidation yields:  

  (35) 

Without loss of generality, this equation can be utilized to pre-compute the quasi-electrostatic 

response of an axisymmetric body of dielectric constant  to incident fields, taking  as air, 

parametrizing the integral kernel  by axial and surface radial coordinates  and , respectively, 

and expressing  through axial derivatives of the latter. 

However, to unambiguously present our method of solution to equations like Eq. C6 and 

to promote its application for the description of metallic near-field probes, we confine our attention 

specifically to the ideally conducting limit, wherein  is divergent. For Eq. C1 to hold with finite 

normal displacement in Eq. C2 therefore requires a vanishing normal gradient of the total 

potential  just inside the probe surface. Lacking free or bound charges within its volume, the 

probe interior and surface therefore reside at constant total potential, signifying zero internal field 

and perfect screening by the surface:  

  (36) 

This criterion follows equivalently from Eq. (C6) in the limit  through reverse application of 

Eq. (C4). 



65 

 

The incident potential of an axisymmetric evanescent field is given in cylindrical 

coordinates , , and  by . The potential  is generated by the surface 

charge density , which may be divided into a continuum of rings, each with charge 

 and radius :  

  (37) 

with  

  (38) 

Here  constitutes the Coulomb kernel for a ring of charge, and  denotes the elliptic integral 

of the first kind. Evaluating  at the boundary of the object ( ) and discretizing  in Eqs. 

(C7) and (C8) as by Gauss-Legendre quadrature, we obtain the linear system  

  (39) 

Vectors denote evaluation at positions . The condition of overall charge neutrality fixes 

the value of :  

  (40) 

Here  denotes a vector with all entries unity. While Eq. (C10) would appear to be directly 

solvable, such Fredholm integral equations of the first kind are notoriously ill-conditioned. 

Consequently, we adopt regularization methods [72][73] to invert the integral operator (matrix) , 
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yielding smooth functions  in accord with standard quasi-static solutions for well-studied 

geometries like the conducting sphere and ellipsoid. (It is worth noting that, since Eq. (C6) 

presents a well-conditioned Fredholm integral equation of the second kind, no such regularization 

of the solution is required in the case of a dielectric solid.) Once the inverse operator  has 

been computed for a given geometry, calculation of  for arbitrary  is fast and trivial. 

For an axisymmetric system, Eqs. (C10) and (C11) together with this solution method are 

sufficient to calculate the linear charge density induced on a conducting body due to an incident 

quasi-static field, and constitute the central result of this section. In practice, the converged 

calculation of  for a particular axisymmetric geometry takes no longer than a few tens of 

seconds on a single 2.7 GHz processor. Calculation of  for a range of  values sufficient for 

converged lightning rod model calculations requires only several seconds using the same 

processor. In this work, the incident potential appropriately used for  at  corresponds with 

a homogeneous axially polarized field, . Thereby  computed for  and  

across discretized momenta  are taken as an adequately-sampled representation for  and 

, respectively. 
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2.14 Appendix D  Electrodynamic boundary element method for an axisymmetric 

conductor 

As in the quasi-static case, the charge distribution induced on a nearly perfectly 

conducting object by an incident electrodynamic field oscillating at frequency  resides 

exclusively at the object’s surface. To compute this distribution, we begin with detailed force 

balance at the boundary  along directions tangential to the surface. Assuming axisymmetry, we 

need only consider without loss of generality the surface tangential directions  orthogonal to  

that possess positive -component:  

  (41) 

Since  for scalar and vector potentials  and , we have  

  

  

  (42) 

where we have parametrized points on  by the object’s axial coordinate ; meanwhile 

 denotes the linear charge density and  denotes the total current passing along 

the object surface through a -normal plane at .  and  denote integration kernels for the 

scalar and vector potentials, respectively. 

The continuity equation for charge implies , and since current is 

forbidden to flow from the hypothetically isolated object, integration by parts yields:  

  (43) 
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In terms of the azimuthal angle  and surface radial coordinate at  denoted , the scalar 

potential kernel is given by  

  (44) 

which may be computed straightforwardly for a given object geometry by adaptive quadrature. 

The exponential phase ensures the integrand is evaluated at retarded time. The vector potential 

kernel may be established from  

  (45) 

and  

  

with  denoting the local surface current. Noting that 

 and that the direction of  is manifestly - and -dependent 

(expressed here as ), we obtain  

  

with the exponential factor unchanged. The -dependence of  is rendered moot on account of 

axisymmetry, and so is suppressed. 

Finally, since the surface tangential unit vector at height  and azimuthal angle  is 

expressed in terms of the radial coordinate  and the radial unit vector  as  

  

we obtain the vector potential kernel as:  
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Here  is defined as in Eq. (D4), and note that the first term within brackets in fact equates with 

the scalar potential kernel. Only the second term must be computed anew, and similarly by 

adaptive quadrature. 

We now define a convenient quasi-potential function for the incident field:  

  

Proceeding with Eq. (D3), we relabel  before applying the operation 

 to both sides, resulting in:  

  

Here we have applied Eq. (D7) and taken  as a constant of integration. Furthermore we have 

defined a new vector potential kernel , which is now symmetric in 

its two arguments. Note that the first term in brackets in Eq. (D8) accounts for the retarded 

Coulomb force among surface charges, whereas the second term describes radiative forces with 

strength of order  produced by conduction currents, where  the free-space wavelength of 

light. 

As in Appendix C, discretizing  results in a linear system  

  (46) 
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where , , , , and  denotes the 

Heaviside unit step function. The superscript  denotes matrix transpose. Vectors again denote 

evaluation at axial and radial coordinates  along the object surface. Self-consistency 

requires a value of  ensuring charge neutrality. Taking  to be the full integral operator 

preceding  in the linear system above,  is again given by Eq. (C11), and  is obtained via 

inversion of . Note that the particular selections of lower integration bounds on  in Eq. (D7) 

and  in Eq. (D8) are naturally rendered arbitrary when this condition is satisfied. As in the quasi-

static case, once  has been computed for a given geometry (less than one minute of 

computation on a 2.7 GHz processor), the calculation of  for arbitrary  is both fast and 

trivial (several milliseconds). To emulate plane wave illumination from an inclination angle  with 

respect to the -axis, in this work we substitute the axisymmetric analog  

  (47) 

with  

  

This field profile equates with a rotational sum of -directed plane waves inbound from all 

azimuthal angles . 

For an axisymmetric system, Eqs. (D4), (D6), and (D9) are sufficient to calculate the 

linear charge density induced on a conducting body due to an incident electrodynamic field, and 

constitute the central result of this section. In practice, the converged electrodynamic calculation 

of  for a particular axisymmetric geometry takes only twice as long as for the quasi-static 

case. 
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2.15 Appendix E  Radiation from an axisymmetric conductor 

The far-field radiation profile from an arbitrary current distribution can be obtained by 

integrating the far-field contribution  to the Green’s dyadic function  [74] from infinitesimal 

current elements at positions , here for demonstration considered oriented along the -direction, 

as  

  (48) 

with  

  

exhibiting the familiar field profile of a radiating dipole. Here  denotes the inclination angle of the 

observation point  from the -axis in a spherical coordinate system.   

The dimension of a nearly perfect conductor is by definition much greater than the 

magnetic skin depth of the constituent material. Consequently, volume integration reduces to an 

integral over surface current contributions ). In an axisymmetric object, these contributions 

are associated with surface annuli located at axial coordinates  and radii , for which 

 with . We first evaluate the radiated field from such an annulus, 

considering contributions from the two independently allowed polarizations of axisymmetric 

current separately, as depicted in Fig. 2.9. 

We define the total current as  for polarizations . For the -

polarized contribution, integrating Eq. E1 through an annulus about azimuthal angle  obtains  
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Here  denotes the distance from the center of the -located annulus to the observation point, 

and we have applied the approximation  valid for . An elementary 

analysis accounting for rotation of the radiant polarization vector in the integrand of the -

polarized contribution similarly results in:  

  

Current  flows on the surface of an axisymmetric conductor along a surface tangent 

vector  

  

Consequently, the total radiation from the axisymmetric body of length  is given by a 

commensurate sum of - and -polarized contributions:  

  (49) 

with  

  (50) 

Note the factor  has been absorbed by the integration measure . Here 

 is the distance from one apex of the object (at ) to the observation point, 

and we have applied the approximation  appropriate for distances . After 

applying the continuity equation for charge  (with  the linear charge density) 

together with the fact that the current vanishes at the extrema of a hypothetically isolated body (at 

), integration by parts yields:  
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  (51) 

Provided an electrodynamically consistent charge distribution  calculated at frequency , 

Eq. (E6) can be evaluated straightforwardly for a given object geometry by quadrature. In the 

notation of Appendix D, the complex amplitude of the -polarized radiation field becomes:  

  (52) 

Here the superscript  denotes vector transpose, and  indicates evaluation of  at the 

chosen observation angle . Together with Eq. (E5), this expression is sufficient to compute the 

electric field radiated from a conducting axisymmetric system, and constitutes the central result of 

this section. 

Projected onto a detector sensitive to -polarized light, the radiation contributions  

utilized in Sec. II are computed by expressing each single-momentum probe response function 

(linear charge density)  in discretized real space representation  and 

applying Eq. (E7), taking  relative to the -axis of the near-field probe as the typical 

collection angle of experimental detection optics.  
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3.CHAPTER 3:    Infrared Near-field Spectroscopy and Imaging of Single LixFePO4 

Microcrystals 

 

 

 

3.1 Abstract 

This study demonstrates the unique capability of infrared near-field nanoscopy combined 

with Fourier transform infrared (FTIR) spectroscopy to map phases distributions in microcrystals 

of LixFePO4, a positive electrode material for Li-ion batteries.  Ex situ nano-scale IR imaging 

provides direct evidence for the coexistence of LiFePO4 and FePO4 phases in partially delithiated 

single-crystal microparticles. A quantitative 3-dimensional tomographic reconstruction of the 

phase distribution within a single microcrystal provides new insights into the phase transformation 

and/or relaxation mechanism, revealing a FePO4 shell surrounding a diamond-shaped LiFePO4 

inner core, gradually shrinking in size and vanishing upon delithiation of the crystal. The observed 

phase propagation pattern supports recent functional models of LiFePO4 operation relating 

electrochemical performance to material design. This work demonstrates the remarkable potential 

of near-field optical techniques for the characterization of electrochemical materials and 

interfaces. 
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Infrared apertureless near-field scanning optical microscopy (IR ANSOM) was applied to 

resolve the operational mechanism of LiFePO4 (LFP), a positive electrode material used in 

commercially viable Li-ion batteries. Although LFP is known to convert to FePO4 (FP) at 3.4 V 

versus Li+/Li0 via a first-order phase transition at least in micron sized particles1, the specific 

functional mechanism of LiFePO4 (de)lithiation during battery charge/discharge is still under 

debate. To enhance extensive studies conducted on composite electrodes, control experiments 

on model samples must be carefully designed and carried out to reliably probe chemical 

composition variations within single LixFePO4 particles with different lithium contents at high 

spatial (nanometer) resolution and with adequate chemical specificity2. The present study 

demonstrates the potential of IR ANSOM3 imaging and broadband nano-spectroscopy (nano-

FTIR) for chemical and structural characterization of LixFePO4 single particles. 

Most conventional analytical techniques employed to study fine changes in the local 

composition of LixFePO4 single particles offer limited descriptions of the reaction mechanism, 

providing sensitivity only to long-range order (X-ray and electron diffraction, Transmission 

Electron Microscopy TEM)4-9, suffering from spectral overlap among elements (Electron Energy 

Loss Spectroscopy: EELS)10, 11 or poor contrast in very thin samples (Transmission X-ray 

Microscopy: TXM)12, 13, with the concurrent possibility of beam damage from highly energetic 

particles or photons. Vibrational spectroscopies sensitive to lattice vibrations are of particular 

interest since the IR/Raman spectral signatures of LiFePO4, FePO4 and their meta-stable 

intermediates Li0.34FePO4 and Li0.66FePO4 provide excellent chemical contrast14, 15. However, the 

diffraction-limited spatial resolution of conventional far-field optical techniques presents a serious 

barrier to studying the structure and chemical composition of sub-micrometer specimens, used in 

commercial batteries. 

IR ANSOM is still an emerging near-field imaging and spectroscopic technique, both 

theory and practice undergoing rapid and promising development16. Recent technical 

improvements including lock-in detection of the optical signal, effective far-field background 
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suppression schemes17, 18, and powerful quantum cascade or pulsed broadband IR laser light 

sources19-21 have enabled local characterization of well-defined organic and inorganic nano-

materials with high sensitivity, specificity22 and at comparable temporal resolutions23. 

The high spatial resolution afforded by IR ANSOM is determined by the radius of 

curvature at the AFM tip apex (<30 nm), independent of the free-space wavelength of the 

illuminating light.  The technique operates through extreme polarization sensitivity of a sharp 

conductive probe to the optical properties of a sampling volume near the probe apex. Upon 

illumination, the electrically polarized probe tip generates a spatially extended evanescent near-

field, which can penetrate a few hundreds of nanometers deep into the IR-transparent samples24, 

25. The tip-enhanced near-field couples locally to resonant phonon modes of the sample and 

allows detection of sub-surface objects, provided that they are located within the sub-wavelength 

sampling volume of the near-field probe. The structural and compositional specificity of IR near-

field spectroscopy is analogous to far-field vibrational spectroscopies22.  

LiFePO4 single microcrystals (4×2×0.4 μm along the c, a and b directions, respectively), 

which exhibit hexagonal platelet shapes were selected for ex situ IR ANSOM studies7. Figure 3.1 

shows SEM micrographs of representative LiFePO4 and chemically delithiated single crystals with 

average compositions, Li0.5FePO4 and FePO4 single crystals. Near-field nano-FTIR spectra were 

acquired from single FP and LFP particles and compared with conventional far-field FTIR 

transmission spectra of the same batch of crystals (see Appendices)15, 26, 27  

The 2nd harmonic amplitude S2 (see Methods) nano-FTIR spectra (Figure 3.2a) reveal 

strong surface phonon modes at 950-1150 cm-1 attributable to intramolecular symmetric (n1) and 

asymmetric (n3) stretching vibrations of the PO4
3- anions, which are also clearly resolved in far-

field FTIR spectra15. However, the signature peaks of these phonon modes appear sharpened 

and red-shifted in the near-field spectra as compared with their far-field counterparts28-31. The 

observed near-field resonance effect results in a back-scattering response that is highly sensitive 

to phonon oscillator strengths, inducing strong contrasts in spectral intensity between adjacent 
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modes. LFP and FP share several surface phonon modes in the 950-1150 cm-1 spectral range.  

However, the nano-FTIR spectrum of LFP exclusively exhibits a strong phonon mode near 1042 

cm-1 that corresponds to the asymmetric (n3) stretch of the PO4
3- anion.  DFT calculations 

attribute the increased oscillator strength and frequency red-shift of the n3 mode in LFP as 

compared with FP to a redistribution of electron density between the P-O1 and P-O2 bonds within 

the symmetry-distinct oxygen sublattices of the PO4
3- anions (see Appendices)32, 33. 

The IR ANSOM imaging of LiFePO4 and partially and fully delithiated LixFePO4 (x=1, 0.5 

and 0.0) microcrystals was realized with the 4th harmonic amplitude S4 signal at three distinct IR 

excitation frequencies, 962, 1042 and 1087 cm-1 (Figure 3.2b). The observed S4 image contrasts 

are associated with different phonon coupling efficiencies in LFP and FP at the given excitation 

frequencies, and correspond to variations of local crystal structure and/or composition. The 

sudden drop of signal at the particle boundary originates from the shadowing effect and loss of 

tip-sample coupling at the steep crystal edges.  

The IR ANSOM images collected at 962 cm-1 display poor LFP/FP/silicon substrate 

contrast due to their comparable S4 signal intensity at this frequency. On the other hand, the 

images of partially delithiated Li0.5FePO4 crystal at 1042 and 1087 cm-1 reveal a diamond-shaped 

region in the middle of the crystal, which was also  observed in the corresponding phase image 

(see Appendices, Figure 3.8).  AFM topography images show no indication that the observed 

chemical contrast could originate from variations in surface morphology. Interestingly, reverse 

optical contrast observed in the images of Li0.5FePO4 crystal at 1042 cm-1 and 1087 cm-1 suggests 

strong coupling to the n3 phonon mode in LFP and FP, respectively (Figure 3.2a).  

The observed shrinking of the central diamond-shaped region in another delithiated 

crystal with higher lithium content, Li0.74FePO4 vs. Li0.5FePO4 (Figure 3.2c) indicates a 

progressive evolution of outer FP-rich region at the expense of the inner LFP-core upon 

delithiation. The continuous and monotonic variation in observable fill fractions of putative LFP 

and FP phases as a function of Li content further supports the respective identification of inner 
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and outer regions in LixFePO4 particles with Li-rich and Li-poor regions. These observations 

provide direct evidence for the coexistence of LFP and FP phases within individual LixFePO4 

microcrystals, as previously inferred from 2-D chemical mapping of thin single crystal particles13 

using  Scanning and Full Field  Transmission X-Ray Microscopy coupled to Absorption Near 

Edge Spectroscopy (STXM- and FF TXM-XANES). 

A series of nano-FTIR spectra acquired across the a-c surface of pure-phase LFP and FP 

crystals (Figure 3.3a) appear consistent with the reference spectra displayed in Figure 3.2a. 

Remarkably, the scan across the partially delithiated Li0.74FePO4 crystal (Figure 3.3b) displays 

spectral patterns characteristic of an outer Li-depleted zone and a Li-rich region near the crystal 

center. However, the Li0.74FePO4 spectra do not replicate exactly the reference nano-FTIR spectra 

for pure-phase LFP or FP (Figure 3.2a) except for the locations close to the edges of the crystal, 

which exhibit characteristics of pure FP.  

The relative IR near-field intensity of the n3 mode is noticeably smaller throughout 

Li0.74FePO4 as compared with pure LFP, yet its frequency remains fairly constant at 1042 ± 5 cm-

1. This observation appears inconsistent with the presence of a stable homogeneous solid 

solution1, 4, 8, 34, 35 at an intermediate state of delithiation. To test this hypothesis, a member of the 

solid solution LixFePO4 with composition Li0.6FePO4 was investigated (see Appendices, Figure 

3.7). A continuous shift of the n3 mode in the far-field FTIR spectrum of LixFePO4 would be 

expected for such a solid solution, varying with the mean Fe oxidation state, rather than a 

superposition of the LFP and FP n3 modes. Therefore solid solution phases are either completely 

absent in the LixFePO4 microcrystals or their local concentration is below the detection limit of the 

IR near-field probe.  

On the other hand, the decrease in near-field signal intensity of the n3 mode at 1042 cm-1 

in the Li0.74FePO4 crystal center is ascribed to the presence of the LiFePO4 inner core buried 

under a FePO4 outer layer. Thus the observed n3 mode intensity variations can be used to 

determine the local volume ratio and geometric configuration of LFP and FP phases.  
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The tomographic capabilities of IR ANSOM to image structures buried beneath thick 

(<100 nm) layers of IR transparent material or to characterize phonon-resonant SiO2 layers have 

been demonstrated in previous studies24, 25. To reveal the 3-D phase distribution in LixFePO4 

microcrystals, nano-FTIR spectra were matched with theoretical predictions obtained from the 

lightning rod model of near-field interactions between the probe and sample (see Methods).  The 

lightning rod model accounts for the strong dependence of optical reflections from layered 

structures on the momentum decomposition of incident light31. 

This algorithm was used to extract the surface reflection coefficients βLFP(ω) and βFP(ω) 

for the LFP and FP and reproduce their reference nano-FTIR spectra (Figure 3.2a).  The 

calculated pure-phase reflection coefficients were then used to approximate the composite optical 

response of a model three-layer FP/LFP/FP composite structure36 . The resultant model spectra 

(Figure 3.4a) were matched with the experimental nano-FTIR spectra of the Li0.74FePO4 

microcrystal to determine local thicknesses of the LFP interlayer tLFP (Figure 3.4b). The 

corresponding values of tLFP were then used to reconstruct an idealized tomographic 3-D phase 

composition image of the crystal as schematically depicted in Figure 3.5. Such an inverse 

analysis of nano-FTIR spectra constitutes a successful example of near-field tomographic 

analysis of functional materials.  

The depth sensitivity of IR ANSOM is sufficient in this case to probe  more than 100 nm 

deep into the Li0.74FePO4 microcrystal  the IR-transparent character of FP and to the long-range 

nature of near-field interactions with the LFP n3 phonon near 1040 cm-1. This phenomenon 

effectively enables phonon-enhanced near-field optical tomography (see Appendices).  However, 

sensitivity to variations in the lithiated core’s lower portion is virtually nonexistent, and the 

presented extrapolation of phase distribution in the bottom part of the crystal (lighter green area in 

Figure 3.4b) is a simple ansatz of symmetric delithiation. Since the depth of the tip’s probing 

electric fields scale inversely with their confinement, the uncertainty of the LFP thickness 

extraction corresponds with that of the tip’s radius of curvature which, in this case was assumed 
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at 25 nm.  Further uncertainties in our tomographic reconstruction due to the instrumental noise 

level of our measurements are presented in the Appendices. 

While tLFP  is essentially zero (complete delithiation) at the Li0.74FePO4 particle edges, tLFP 

reaches ~350 nm at the particle center. Interestingly, the observed diamond-shaped LFP core 

does not replicate the contours of the crystal i.e., the original orientation of the edges and facets. 

The central approximately diamond-shaped domain of LFP (Figure 3.2c) shrinks as the average 

stoichiometry proceeds from Li0.74FePO4 to Li0.5FePO4, and disappears completely at the end of 

the delithiation process. However, the observed phase transformation mechanism does not follow 

a simple core-shell model, as phase boundaries appear to form at specific orientations. However, 

considering the limited spatial resolution of the IR ANSOM and inherent experimental error and 

uncertainty it is impossible to determine their exact crystallographic directions. This may indicate 

a complex delithiation-relaxation mechanism in Li0.74FePO4, which can affect local Li+ transport 

rate and promote LFP/FP phase boundary propagation along specific directions. 

Like many binary systems, LixFePO4 is likely to phase segregate into a mixture of two 

immiscible phases: heterosite FeIIIPO4 and triphylite LiFeIIPO4 across a large compositional range 

(0.05 < x < 0.89)1. Coexistence of pure LFP and FP or LiαFePO4 and Li1−βFePO4, intermediate 

phases in LixFePO4 composite electrodes have already been reported6, 7, 10, 11, 13, 35, 37-39. However, 

the exact phase distribution within a single LixFePO4 microcrystal as revealed by the IR ANSOM 

3-D tomography has been directly resolved in the present study. Viewed in the context of the 

previously proposed axial7 or mosaic37 phase distribution models, a radial distribution (core-shell 

structure)10, 35, 39-41 appears to support best our observations.   

Ex situ electron energy-loss spectroscopic (EELS) measurements of chemically 

delithiated LixFePO4 microparticles showed that Li+ is removed preferentially from surface 

regions11. On the other hand, LixFePO4 nanoparticles can accommodate the lattice mismatch 

between LFP and FP frameworks and the resulting elastic strain by locating the phase with 
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smaller unit-cell volume i.e., FePO4 at the particle core10, 11, 42, 43. Elastic relaxation near surfaces 

leads to the formation of the characteristic stripes along the c-axis morphology7, 44. 

In larger microcrystals, the ratio of surface energy to elastic energy is lower, and internal 

strain may be relieved through the formation of dislocations, cracks and voids, explaining why 

such a nucleation and phase propagation mechanism may not be universal. In fact, the partially 

and fully delithiated microcrystals examined in this study exhibited surface cracks along the c-axis 

(Figure 3.1). Although these surface imperfections appear disconnected from the LFP and FP 

phase distribution patterns observed in the IR ANSOM images (Figure 3.2b), the rate and 

direction of the phase boundary movement upon delithiation may be affected by the formation of 

these structural defects13.  

The large chemical potential gradient of Li+ together with the stress developed at the 

interface between incommensurate LFP and FP lattices may provide the driving force for phase 

boundary propagation6, 45. Anisotropic elastic stiffness and misfit strains lead to formation of low-

energy phase boundaries along [101] planes, whereas other phase boundary orientations can 

originate from by a partial loss of coherency in the [100] direction44. Ramana et al.9 observed 

LiFePO4 regions in the partially delithiated particles include with phase boundary along the [101] 

direction but also along the c– and a-directions. These additional interfaces are responsible for 

maintaining the domain’s finite cross-sectional size in the ac-plane. However, their study revealed 

nothing about the size of domains along the b–direction.   

Bazant et al., applied a quantitative phase field theory42, 44, 46, 47 of nucleation taking 

account of surface energies, electrochemical potential, and elastic energy to model intercalation 

waves propagating inward from the side facets while bending from coherency strain upon 

lithiation of single-crystal FePO4 150 × 76 nm nanoparticles42.  This approach produced a central 

diamond-shaped lithium-depleted zone, which comprises a mirror image of the LixFePO4 

microcrystal structure observed experimentally in this work. The striking similarity of these 
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theoretical and experimental results may suggest similar coherency strain-controlled mechanism 

of phase propagation in LixFePO4 micron sized particles upon lithiation and delithiation processes.  

On the other hand, Malik et al. have suggested that classical nucleation and growth 

theory is an implausible mechanism for lithiation38. Instead, they have proposed a single-phase 

non-equilibrium overpotential-driven mechanism involving the presence of solid solutions. In their 

proposed framework, a particle transforms from LFP to FP via a solid solution.  However, if the 

transformation is interrupted and the potential is removed, the LixFePO4 particle will, if sufficiently 

small, react to form either LFP or FP only, taking up, or giving Li+ to the solution and nearby 

particles. For larger particles, where LFP/FP phase boundaries can exist within the same 

particle,7, 8rapid relaxation will occur to form an energetically favorable distribution of LFP and FP 

phases (which minimize strain and chemical potential gradients).   The resultant phase 

boundaries need not lie along main crystallographic orientations.  Chemical delithiation may 

trigger the formation of a solid solution at the LFP/FP interphase providing sufficient overpotential 

to facilitate this theoretically-predicted pathway38, 46, 48. The transition between the nanoparticle 

and micron size regimes is unclear and LFP and FP interfaces have been observed to exist in 

particles as small as 200 nm.13 Liu et al. demonstrated the formation of a nonequilibrium solid 

solution phase, LixFePO4 (0 < x < 1) in nanoparticulate composite electrodes, during high-rate 

cycling, with compositions that span the entire composition between two thermodynamic phases, 

LiFePO4 and FePO4 via a continuous change in structure rather than a distinct moving phase 

boundary between LiFePO4 and FePO4.49 Similar results were observed by Zhang et al.50 Bai et 

al. have proposed that formation of a solid solution phase is driven by high rate cycling. 46  

In conclusion, this study provides evidence that the observed diamond-shaped Li-rich 

region within LixFePO4 microcrystals at varying degrees of lithiation may correspond to the most 

energetically favorable distribution of phases at equilibrium, once the chemical driving force for 

the reaction is removed. Future work will focus on the extension of the method to small particles 

and to particles with different morphologies.  
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3.2 Methods:  Single-frequency IR ANSOM imaging  

Infrared imaging was performed with a NeaSNOM scanning near-field optical microscope 

(Neaspec GmBH). Platinum/iridium-coated AFM probes (NanoAndMore GmbH; cantilever 

resonance frequency 250 kHz, tip nominal radius of curvature 20 nanometers) were scanned in 

tapping mode over the sample while illuminated by a focused infrared laser beam. The resulting 

back-scattered radiation modulated by the tapping frequency (ftap) interferes at a mercury-

cadmium-telluride detector (Kolmar Technologies Inc.) with a reference beam whose phase is 

modulated continuously by reflection from an oscillating mirror (fM). The pseudo-heterodyne 

detection setup (utilizes demodulation of the overall IR signal at frequency side-bands n ftap ± m fM 

(for integral m) to supply the background-free amplitude (Sn) and phase51 (φn) of the IR near-field 

signal at harmonics n of the probe tapping frequency.  The near-exponential dependence of the 

near-field interaction versus the tip-sample separation distance implies that signal harmonics at n 

≥ 2 are directly attributable to near-field polarization of the tip in the case of harmonic tapping 

motion. Contrasts in intensity and phase at these near-field signal harmonics therefore 

correspond with variations in the local chemical composition of the sample.52 An integration time 

of 6.5 ms per image pixel allowed fast raster-scan imaging of sample surfaces using tunable 

fixed-frequency CW lasers (Quantum Cascade Lasers by Daylight Solutions Inc.). AFM 

topography and the mechanical phase of the probe oscillation were recorded simultaneously with 

all near-field IR images. 

 

3.3 Methods:  Nano-FTIR spectroscopy 

Single-point and line-scan near-field spectra were acquired using a NeaSNOM scanning 

near-field optical microscope at 80 nm probe tapping amplitude under illumination from a tunable 

broadband mid-infrared (700-2400 cm-1) laser. This coherent mid-infrared light is generated 

through the nonlinear difference-frequency combination of beams from two near-infrared fiber 

lasers (TOPTICA Photonics Inc.): a high power 5400 cm-1 oscillator and a tunable 



90 

 

supercontinuum near-infrared amplifier, resulting in ~100 fs pulses at a repetition rate of 40 MHz. 

An asymmetric Michelson interferometer with 1.5 millimeter range translating mirror enables the 

collection of demodulated near-field amplitude Sn and phase yn spectra with 3 cm-1 resolution.19,20  

All nano-FTIR spectra are normalized to the nominally flat spectrum of the silicon substrate to 

remove the effect of frequency-dependent instrumental sensitivities and the incident illumination 

spectrum. 

 

3.4 Methods:  Modeling of near-field spectra 

Near-field spectra were interpreted through comparison with solutions to the scattering 

equation describing the optical interaction between an ideally conical conductive probe tip and a 

planar sample characterized by complex frequency-dependent dielectric function ε = ε1+i ε2. This 

so-called lightning rod model 31 of probe-sample near-field interaction computes the charge 

density per unit length λ(z) induced along the vertical shaft of the tip, from which both the 

magnitude and phase of the probe’s back-scattered field are computed semi-analytically. This 

model differs from earlier qualitative models primarily through the absence of ad hoc free 

parameters, explicit consideration of realistic probe tip geometries, and straightforward 

application to interactions with layered structures. Of key importance in determining the 

magnitude and phase of the induced charge λ(z) and the associated back-scattered radiation is 

the surface response function of the sample β(ω), equal to the quasi-electrostatic limit of the 

Fresnel reflection coefficient for p-polarized light illuminating a bulk material with frequency-

dependent dielectric constant ε(ω) 3,53: 

𝛽 𝜔 =
𝜀 − 1
𝜀 + 1

  

Intense back-scattered radiation can result for large values of β near frequencies for 

which Re ε(ω) ≈ -1. For materials whose dielectric behavior is well described by a sum of 

vibrational oscillators, these frequencies (ωSO) denote surface optical phonon modes of the 



91 

 

lattice.  The near-field resonance condition is satisfied at frequencies slightly red-shifted from ωSO, 

providing spectral peaks in the back-scattered ANSOM signal which are the hallmark of these 

phonons.  This forms the basis for an optical spectroscopy sensitive to changes in chemical 

composition at the nano-scale and well suited to the study of vibrational materials. 
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3.6 Figures 

 

 

Figure 3.1:  Scanning electron micrographs of single LiFePO4, Li0.5FePO4, and FePO4 
microcrystals, revealing cracks along the crystal surface after delithiation. 
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Figure 3.2:  Nano-spectroscopy and imaging of LixFePO4 Microcrystals. 

a) Nano-FTIR S2 spectra (2nd harmonic amplitude of the back-scattered field) of pure-phase 
LiFePO4 and FePO4 microcrystals with symmetric (ν1) and antisymmetric (ν3) vibrational modes 
indicated (comparison with far-field FTIR transmission spectra is presented in Supplementary 
Information); b) AFM topography and corresponding infrared near-field amplitude S4 (4th 
harmonic) images acquired at 1087, 1042 and 962 cm-1 for LiFePO4, Li0.5FePO4 and FePO4 
crystals; c) S4 images highlighting the phase distribution and propagation of lithiated/delithiated 
phases in LiFePO4, Li0.74FePO4 , Li0.5FePO4 and FePO4 crystals. 
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Figure 3.3:  Spatially resolved nano-spectroscopy of lithiation in LixFePO4 microcrystals. 

a) Position-resolved nano-FTIR S2 spectra acquired along the surface of two pure-phase 
microcrystals and b) along a partially delithiated Li0.74FePO4 crystal (color scale identical to that in 
Fig. 3.2b).  An AFM topography image (false color height) displays the Li0.74FePO4 crystal and 
location of the nano-FTIR line-scan. 
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Figure 3.4:  Phonon-enhanced near-field tomography of lithiation in a Li0.74FePO4 microcrystal. 

a) Theoretical near-field S2 spectra of a partially delithiated LiFePO4 microcrystal computed using 
the lighting rod model of probe-sample near-field interaction (see text) as a function of the LFP 
core thickness ranging, from 0 nm (fully FP) to 425 nm (fully LFP); b) the ν3 mode amplitude 
measured in S2 at 1040 cm-1 across the width of a Li0.74FePO4 crystal, and c) the associated 
reconstruction of the internal compositional profile (FP in blue, LFP in green). 
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Figure 3.5:  Schematic depiction of the FP-LFP-FP core/shell structure inferred from the near-
field tomography analysis (see text). 
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Figure 3.6:  Near- and far-field spectroscopies of LiFePO4 and FePO4 end-phases. 

Infrared spectra of the end members LiFePO4 (red) and FePO4 (blue) : Near-field spectra 
amplitude S2 and phase Φ2 (top left and right respectively) and their comparison to far-field 
spectra (absorbance) obtained in the transmission mode (bottom). 
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Figure 3.7:  Far-field FTIR transmission spectra of crystalline LiFePO4, FePO4, a mixture 
Li0.5FePO4 thereof, and solid solution Li0.6FePO4. 
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FIG. S2: Far-field FTIR transmission spectra of crystalline LiFePO4, FePO4, a mixture

Li0.5FePO4 thereof, and solid solution Li0.6FePO4.

within the same internal region of the crystal in which a positive contrast in near-field am-

plitude appears. Both observations are consistent with the presence within this localized

region of the uniquely strong ⌫3 surface optical phonon of LiFePO4 at 1040 cm�1. The

near-field spectroscopy measurements displayed in Fig. S1 imply that this particular fre-

quency should present the maximal positive contrast in near-field phase for lithiated over

delithiated material, consistent with the interpretation that this diamond-shaped region in-

ternal to the crystal strongly retains lithium through the delithiation process.

E. The far-field IR signature of solid solution

As observed by nano-FTIR, the surface phonon resonance associated with the antisym-

metric ⌫3 mode appears at reduced intensity for partially delithiated Li
x

FePO4 particles

relative to the fully lithiated LiFePO4; its frequency remains constant to within 5 cm�1 of

1042 cm�1. This observation seems inconsistent with the notion of the so-called solid so-

lutions at partial Li content because a continuous shift in the mean ⌫3 vibrational frequency

with the average oxidation state of iron in Li
x

FePO4 is expected for such disordered struc-

tures. Far-field FTIR spectra of Li0.6FePO4 solid solutions at x = 0.34 and 0.5 exhibit

4
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Figure 3.8:  Near-field amplitude and phase of a half-lithiated Li0.5FePO4 crystal at 1042 cm-1. 

(left) Near-Field amplitude image (4th harmonic) of a half delithiated crystal (Li0.5FePO4) at 1042 
cm-1 (9.6 μm) and (right) the associated near field phase image indicating a bona-fide contrast in 
optical absorption present in a diamond-shaped region at the crystal center.  Scale bar: 1 micron.  

FIG. S3: (left) Near-Field amplitude image (4th harmonic) of a half delithiated crystal

(Li0.5FePO4) at 1042 cm�1 (9.6 µm) as presented in the manuscript (Fig. 2) and (right) the

associated near field phase image �4 indicating a bona-fide contrast in optical absorption

present in a diamond-shaped region at the crystal center. Scale bar: 1 micron.

this anticipated trend, with a seemingly continuous shift of phonon bands interpolating the

pure phase spectra (Fig. S2). The dissimilarity between this trend and that observed by

inter-crystal near-field spectroscopy further bolsters the conclusion that solid solutions are

absent in the samples measured here by IR ANSOM, leaving the coexistence of pure phases

a more probable interpretation.

II. PHONON CALCULATIONS

A. Details of calculations

Calculations of the Brillouin zone center (�-point) phonon frequencies, mode displace-

ment patterns and IR absorption intensities for bulk LiFePO4 and FePO4 were performed

within the CRYSTAL09 linear combinations of atomic orbitals (LCAO) electronic struc-

ture code9,10. The basis sets used comprise a series of atom-centered Gaussian primi-

tive functions grouped into fixed contractions of the form (7s,2p,1d)/[1s,2sp,1d] for Li,

(10s,4p,1d)/[1s,2sp,1d] for O, (16s,8p,1d)/[1s,3sp,1d] for P and (20s,12p,5d)/[1s,4sp,2d]

for Fe, where the values in parentheses denote the number of Gaussian primitives, and the

values in square brackets denote the contraction scheme. The basis sets were taken from

the CRYSTAL09 online repository, and were unmodified from their use in a wide range of

5
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3.7 Appendix A:  LixFePO4 samples 
Synthesis: Large plate-like LiFePO4 crystals (4 x 2 x 0.2 mm along the a,b, and c-axes ) 

were synthetized by G. Chen (LBNL) using the hydrothermal method. FeSO4 (99%, Aldrich) and 

H3PO4 (85%, J. T. Baker) were mixed in deoxygenated and deionized water, and a LiOH 

(Spectrum) solution was added slowly to the mixture to give an overall Fe:P:Li ratio of 1:1:3. After 

stirring under helium gas for about 5 min, the reaction mixture was transferred to a Parr reactor, 

which was purged with helium and held at 220 °C for 3 h. On cooling to room temperature, the 

off-white precipitate was filtered, washed with deionized water, and dried at 60 °C under vacuum 

for 24 h.  
Chemical delithiation: Delithiated crystals (LixFePO4) were obtained by stirring in a 0.05 M 

solution of bromine in acetonitrile (Sigma-Aldrich) for 1 h, by adjusting the molar ratio to achieve 

the desired stoichiometry. X-ray diffraction (XRD) characterization was implemented in the 

reflection mode using a Panalytical Xpert pro diffractometer equipped with monochromatized Cu 

Ka radiation (scan rate was 0.0025°/s from 10 to 70° 2q in 0.01° steps) to determine the final 

stoichiometry of the chemically delithiated crystals. 
Sample preparation for imaging: LixFePO4 crystals were sonicated for 1h in dry hexane. 

Then ~0.2ml of it was deposited onto a silicon wafer and dried at 70 °C. 

 

3.8 Appendix B:  Comparison between Near-field and far-field IR spectra  

Fig. 3.6 displays ex situ near-field nano-FTIR spectra (2nd harmonic, amplitude S2 and 

phase φ2) obtained from two end-member (LiFePO4 in red and FePO4 in blue) crystals across the 

frequency range 800-1150 cm-1. Spectra were normalized to the signal from the adjacent silicon 

substrate, whose spectral response is nominally flat in this frequency range.  Fourier Transform 

Infrared (FTIR) spectra were obtained in the transmission mode on pressed pellets of LixFePO4 
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crystals (same batch) mixed with KBr powder using a Bomen instrument that covers the range 

100 – 6000 cm-1 and shown for comparison.  
Transmission data reveals strong surface phonon polariton absorption bands at 

frequencies 950-1150 cm-1. Owing to the near-field resonance condition, the signature peaks of 

these phonons appear sharpened and red-shifted in the nano-FTIR amplitude spectra.  The 

nature of the near-field interaction also results in a back-scattering response highly nonlinear with 

phonon oscillator strength, inducing strong contrasts in intensity among adjacent modes. LiFePO4 

and FePO4 are observed to share one or more surface phonon modes near ω > 950 cm-1, with 

regard paid to the anticipated red-shift of peaks measured in near-field, and a weaker surface 

phonon near 1085 cm-1, whereas LiFePO4 exhibits a uniquely strong surface phonon near 1040 

cm-1.  

 

3.9 Appendix C:  Observation of a lithiation pattern by near-field phase measurements 

In accord with our near-field spectroscopy measurements as presented in Fig. 3.6, a 

strong optical contrast in the near-field phase is observable within individual crystals of LxFePO4 

that have been partially delithiated. For example, near-field amplitude and phase images (at the 

4th harmonic of the probe tapping frequency) measured at 1042 cm-1 for a Li0.5FePO4 crystal 

are shown in Fig. 3.8. In particular, a strong phase contrast is observed within the same internal 

region of the crystal in which a positive contrast in near-field amplitude appears. Both 

observations are consistent with the presence within this localized region of the uniquely strong 

ν3 surface optical phonon of LiFePO4 at 1040 cm-1. The near-field spectroscopy measurements 

displayed in Fig. 3.6 imply that this particular fre- quency should present the maximal positive 

contrast in near-field phase for lithiated over delithiated material, consistent with the interpretation 

that this diamond-shaped region in- ternal to the crystal strongly retains lithium through the 

delithiation process.  
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3.10 Appendix C:  Far-field IR signature of solid solution 

The surface phonon resonance associated with the lithiated ν3 mode was observed at 

reduced intensity throughout the partially lithiated particle (relative to the fully lithiated end-

member) but its frequency remains constant to within 10 cm-1 of 1042 cm-1. This observation 

seems inconsistent with the notion of so-called solid solutions at partial Li content, given that a 

continuous shift in the mean ν3 vibrational frequency taken over all phosphate anions in the lattice 

is expected for such solutions, varying with the average oxidation state of iron.  

The IR spectrum of such solid solution for Li0.6FePO4 is given in Figure 3.7. LFP powder 

was partially delithiated using the same procedure as described above (Br2/CH3CN). The amount 

of Bromine was measured to obtain 40% delithiation. The powder was rinsed in CH3CN and 

annealed at 400 °C and then cooled down. Powder XRD showed a single phase, a solid solution. 

FTIR spectra were taken in KBr pellets.  
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4.CHAPTER 4:  Nano-scale Infrared Spectroscopy:  a Non-Destructive Probe of 

Extraterrestrial Materials 

 

 

 

4.1 Abstract 

Advances in the spatial resolution of modern analytical techniques have tremendously 

augmented the scientific insight gained from the analysis of natural samples.   Yet, while 

techniques for the elemental and structural characterization of samples have achieved sub-

nanometer spatial resolution, infrared spectral mapping of geochemical samples at vibrational 

“fingerprint” wavelengths has remained restricted to spatial scales larger than 10 microns.  

Nevertheless, infrared spectroscopy remains an invaluable contactless probe of chemical 

structure, details of which offer clues to the formation history of minerals.  In complement to SEM, 

EDS, and TEM probes, here we report on the successful implementation of infrared near-field 

imaging, spectroscopy and analysis techniques capable of sub-micron scale mineral identification 

within natural samples, including a chondrule from the Murchison meteorite and a cometary dust 

grain (Iris) from NASA’s Stardust mission, evidencing a surprising similarity between chondritic 

and cometary materials.  This work inaugurates a new era of infrared nano-spectroscopy applied 

to small and invaluable extraterrestrial samples. 
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4.2 Introduction 

Infrared (IR) spectroscopy in the frequency range of 400-4000 cm-1 (λ=25-2.5 µm) is 

widely used for the identification of chemical compositions both in-situ and in remote 

observations.  However, use of this technique for studying sub-micron-scale heterogeneity 

characteristic of natural samples or individual micron sized samples such as the cometary dust 

grains retrieved by the NASA’s Stardust mission 1, 2, 3, 4, 5, 6 is severely hampered by the spatial 

resolution afforded by the diffraction limit and the wavelength of IR light 7, 8. This limitation rules 

out direct investigations of both sub-micron samples and sub-micron inclusions in larger 

heterogeneous samples by conventional Fourier transform infrared spectroscopy (FTIR) 9, 10, 11, 12, 

13, 14, 15, 16, 17.  Yet, as acknowledged among the first reported findings from the Stardust mission, 

advances in analytic techniques promise to expose new secrets about the origin and evolution of 

the solar system contained in recovered microscopic cometary grains 1.  With regard to infrared 

spectroscopy, this claim cannot be overstated given its reputation as the chemical “fingerprinting” 

technique of choice.  Moreover, the return of invaluable micron-scale samples from spacecraft 

missions such as Stardust poses an urgent need for new non-destructive, even non-perturbative, 

nano-scale probes of chemical structure. 

In recent years, developments in scattering-type Near-field Scanning Optical Microscopy 

(s-SNOM) have enabled acquisition of infrared spectral information at sub-micron length scales 18, 

19.  Conceptually, this imaging technique relies on an atomic force microscope (AFM) tip acting as 

an optical antenna (or “near-field probe”) to focus incident electromagnetic radiation to areas 

smaller than the wavelength of incident light.  Recent applications of the technique include studies 

of plasmons in graphene and spatial mapping of electronic transitions in correlated oxides 20, 21, 22, 

23, 24, 25, 26, 27.   By incorporating a broadband mid-infrared (MIR) laser and spectroscopic 

interferometer into an s-SNOM system, investigators have now demonstrated 20 nm-resolved 

infrared nano-spectroscopy (nanoFTIR)28,29, 30, 31, 32, 33.  Yet, to the best of our knowledge, 

heretofore the only attempt at near-field imaging and spectroscopy of natural geochemical 
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samples has utilized a conventional (thermal) infrared source to produce maps of spectral 

features limited to ~ 1 micron resolution in a primitive meteorite 34.  However, the absence of 

background suppression schemes requisite for near-field microscopy places much doubt on their 

study’s efficacy as a bona fide sub-diffraction optical probe. 

In complement to SEM, EDS, and TEM probes, here we report on the first application of 

infrared s-SNOM and nanoFTIR with a metallic near-field probe to identify and distinguish silicate 

minerals in a sample of comet 81P/Wild 2 and a portion of the Murchison meteorite, a CM2 

chondrite comprised of organics and stony grains (chondrules), with sub-micron (~20 nm) lateral 

resolution.  We also demonstrate that nano-scale infrared spectroscopy can 1) sense elemental 

concentration gradients at the level of a few percent caused by rapid cooling, 2) identify sub-

micron intergrowths at the confluence of distinct lattice structures, providing evidence for shock 

within a chondrule, and 3) directly reveal juxtaposed crystalline and amorphous silicates in the Iris 

cometary grain.  NanoFTIR measurements of Iris are consistent with mounting evidence 3, 35, 36, 37 

that igneous materials forming at high temperatures deep in the solar nebula were incorporated 

into cometary bodies, advancing a surprising scenario whereby planetary materials must have 

been mixed over the grandest scales into the outer solar system1. 

 

4.3 Material Identification with NanoFTIR 

Material identification in spatial volumes smaller than the wavelength of light through s-

SNOM requires establishing a physical relationship between an incident electromagnetic field, the 

dielectric properties of the material directly underneath the probe tip, and the consequently 

scattered electromagnetic field recorded by the microscope (for our experimental setup see 

Appendices).  In the simplest model of s-SNOM, based on the combination of an atomic force 

microscope (AFM) with infrared optics, the incident electromagnetic field irradiates the AFM 

probe, inducing a dipole of electric charge in its tip, as shown schematically in FIg. 4.1.  In 

accordance with the boundary conditions of Maxwell’s equations at the surface of the dielectric 
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material directly underneath, an interacting mirror dipole is induced within the sample.  An electric 

near-field interaction between the tip and charges from its mirror image modifies the amplitude 

and phase of back-scattered radiation from the probe, which functions therefore as an optical 

antenna highly sensitive to the dielectric environment near its tip.  Using suitable background 

suppression and techniques, interferometric detection of this back-scattered radiation while 

scanning the sample beneath the tip provides sensitivity to the sample’s local permittivity at a 

resolution comparable to the radius of curvature at the tip apex (≈20 nm).  

A rudimentary connection between the amplitude and phase of this detected radiation 

(“near-field signal”) and the optical properties of the sample can be achieved through a simple 

dipole approximation 38, 39.  Recently, we have developed more sophisticated models of the 

optical near-field interaction between the probe and sample and have applied them with excellent 

results to the study of graphene-substrate optical coupling 22 and oxide thin films 21. Our latest 

and most accurate model 40 interrelates the scattered signal with the dielectric function and optical 

reflection coefficient of the sample (See Figure S1), the same reflectivity accessed by 

conventional far-field FTIR spectroscopy.  Likewise, the infrared extinction coefficient, equal to the 

imaginary component of the sample’s refractive index, describes its infrared absorption efficiency.  

Maxima in the frequency-dependent infrared extinction coefficient correspond directly to the 

absorption peaks of “fingerprint” molecular vibrations measured by conventional transmission-

mode FTIR or total internal reflectance (ATR) spectroscopies.  

However, though related, the frequency-dependent scattered field measured by 

nanoFTIR is not equivalent to a conventional FTIR absorption spectrum.  Surface phonons couple 

particularly strongly to a near-field probe as their electric dipole vibrates resonantly with the 

incident probe field, shifting peaks in the scattering spectrum to lower energy by an amount 

commensurate with their strength 41.  Quantitative comparisons between a sample’s near-field 

spectrum (e.g. Fig. 4.2) and its associated conventional FTIR absorption spectrum requires that 

the geometry of the near-field interaction be explicitly taken into account by a realistic model of 
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the tip, such as the one used in this work to “invert” the scattering amplitude and phase spectra to 

extract nano-resolved dielectric properties of the material underneath the tip apex 30, 40.  

Elementary relations connecting the reflection coefficient to the infrared extinction coefficient have 

been presented elsewhere 31 and, for characterization of the cometary particle Iris, we apply 

these here for the first time to the direct identification of silicate minerals using nanoFTIR (see 

Appendices). 

 

4.4 NanoFTIR Characterization of a Chondrule 

FIg. 4.2 schematically depicts our s-SNOM and nanoFTIR system (see Appendices) and 

presents characteristic scattering spectra for a standard crystal of forsterite, one of the most 

abundant minerals in the solar system and common chondrule constituent.  We applied this 

system first to characterize a sub-millimeter chondrule within the Murchison meteorite, a CM2 

chondrite notable for its abundant organics and aqueously altered minerals (preparation in 

Appendices).  The chondrule was first coated with ≈15 nm of conductive carbon and imaged by 

scanning electron microscopy (SEM); Figs. 3a & b display back-scattered electron (BSE) images.  

Elemental compositions (displayed in Fig. 4.3d) were measured at < 500 nm resolution using 

energy dispersive X-ray spectroscopy (EDS).   The chondrule was then sputtered with argon to 

ablate the carbon coat and subsequently imaged with s-SNOM in monochromatic mode (pseudo-

heterodyne detection technique 42) taking illumination from a CO2 laser at 890 cm-1 to quickly 

reveal an IR contrast map of the region (Fig. 4.3c).  Optically reflective or vibrationally resonant 

materials at this frequency display positive imaging contrast.  Infrared scattering contrast is 

evident among microscopic crystallites, a bright metallic inclusion (iron), and a dark non-resonant 

background of carbonaceous material (including preparation epoxy).  

The chondrule contains Al-, Mg-, and Ca-rich silicate phases, and EDS identifies Mg-rich 

regions (green in Fig. 4.3d) as forsterite (Mg2SiO4).  To distinguish extant mineral phases through 

their vibrational signatures, we collected spectroscopic nanoFTIR linescans 8-10 μm in length 
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across three distinct microcrystalline sub-regions, acquiring scattered amplitude and phase 

spectra every 50 nm over the frequency range relevant to the strongly identifying vibrational 

modes of the silicate minerals (800-1150 cm-1).  Scattering amplitude spectra from these 

linescans are displayed in Fig. 4.4, exhibiting several spectroscopically distinct sub-regions. 

These linescans verify the ubiquitous presence of forsterite (green in Fig. 4.4) through 

comparison to reference spectra (Fig. 4.2).  Compositional boundaries sharper than 100 nm and 

distinct silicates as small as 200 nm are resolved spectroscopically.  Metallic composition of the 

large iron inclusion (red spectrum in Fig. 4.4, linescan 2) was confirmed by its exceptionally 

strong and spectrally uniform induced scattering amplitude, although several superimposed “void 

bands” provide evidence for a surface oxide layer of probable terrestrial origin, as from “gamma”-

FeOOH (lepidocrocite) which exhibits identifying MIR vibrational modes 43.  These resonances 

are optically “sensed” through near-field coupling with their metallic host, as leveraged previously 

for the detection of weak molecular vibrations using metal nanoantennas 44.  

Stoichiometries for Al- and Ca-rich regions measured by EDS are consistent with several 

minerals formed from linear chains of silicate tetrahedra (inosilicates) but were insufficient to 

unambiguously identify the associated mineral species since EDS is insensitive to the presence 

of -OH. In such cases, concrete identification of mineral phases has conventionally relied on 

complementary analytic techniques including X-ray diffraction (XRD), transmission electron 

microscopy (TEM), and various transmission-mode X-ray spectroscopies, which although 

powerful, demand either sample volumes of many cubic microns or thin slices excised from the 

bulk sample at the cost of man-hours and destroying the nearby sample.  Even the electron 

backscatter diffraction technique, a powerful high-resolution probe of crystal structure (insensitive 

to glassy structure), requires careful deposition of carbon over insulating minerals 45. In stark 

contrast, nanoFTIR measurements are fundamentally non-destructive, requiring no special 

sample preparation beyond a surface polish with micron-scale smoothness, which even then 

might be omitted for smooth or terraced sample regions.  Furthermore, since mid-IR energies are 
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insufficient to break chemical bonds or cause ionization, risk to the sample from beam damage 

during the nanoFTIR measurement is completely implausible when using illuminating radiation 

intensities less than 5 milliwatts (0.5 milliwatts were used in this work)46.  Nevertheless, a lamella 

along linescan 3 (indicated in Fig. 4.3c and d) was extracted from our Murchison meteorite 

sample by focused ion beam and examined by transmission electron microscopy (TEM) (see 

Supplementary Online Material, or SOM, and Fig. 4.S4 71). In this case, we undertook this 

measure to unambiguously establish a correlative TEM and nanoFTIR spectroscopy study of the 

same region47. Whereas the complete focused ion milling and TEM study required three days of 

instrument time, nanoFTIR measurements were completed within three hours. 

Analysis of nanoFTIR data inherits from the rich existing literature of vibrational 

spectroscopy obtained from bulk terrestrial minerals by conventional FTIR.  Pyroxenes constitute 

a solid solution series of single-chain silicates with chemical formula M1M2T2O6 (M1, M2 denoting 

cation sites, and T the tetrahedral site, typically Si or Al) including Mg-rich (enstatite) and Ca-rich 

(augite) members common among chondritic meteorites.  Established infrared absorption spectra 

for enstatite 48, 49 match vibrational bands of the first several nanoFTIR spectra (SOM 71) of 

linescan 3 (Fig. 4.4 in orange), consistent with Mg-dominated occupancy in M1 and M2 sites as 

confirmed by TEM EDS (Fig. 4.5b).  However, EDS also indicates the Murchison Mg-rich 

pyroxene contains 5.3 wt% aluminum, making this phase aluminous orthopyroxene (OPX).  A 

discrete change in vibrational character is observed by nanoFTIR upon entry to the Ca-rich 

phase, which compares favorably to attenuated total internal reflectance spectra of augite 50, 51.  

Comparatively, such a concrete identification for this compound was otherwise impossible via 

EDS, since the measured elemental stoichiometry admitted other mineral assignments (SOM Fig. 

S3 71).  The abrupt disappearance and replacement of several vibrational modes displayed in Fig. 

4.5a (orange to purple) matches an abrupt compositional change observed by EDS with a 

reduction in Mg by 10 wt% and an increase in Ca by 14 wt%.  Accordingly, a phase transition 

from OPX to CPX (clinopyroxene) was measured by selected area diffraction in TEM (SOM 71).  
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While existing infrared studies fail to observe marked differences in vibrational character between 

ortho- and clinoenstatites 49 52, the monoclinic structure of augite presents yet a distinct space 

group, C2/c versus the P21/c of clinoenstatite. We therefore attribute the resolved boundary in 

nanoFTIR to differential cation occupations in M1 and M2 53, establishing nanoFTIR as a sensitive 

indicator of subtle shifts in elemental chemistry at the nano-scale.  We infer these cation 

concentrations resulted from strong temperature gradients as the host pyroxene rapidly 

crystallized. 

Our correlative TEM subsequently resolved the transition zone between OPX and CPX 

phases Fig. 4.5d, and electron diffraction verified our identification of phases  (Fig. 4.5c and SOM 

Fig. S4 71).  Moreover, a 300 nm-wide superlattice of CPX and OPX lamella (marked OCPX) is 

revealed through electron diffraction as a continuum of reflections along the a*-axis and shows 

contrast in high-resolution and darkfield TEM imaging.  Though only a few hundred unit cells 

across, this intergrowth region was first resolved by nanoFTIR, manifesting an anomalous 

infrared vibrational signature at several spectroscopy positions across the OPX / CPX interface in 

Fig. 4.5a, particularly through the sharp “kink” in several vibrational modes suspiciously 

characteristic of interlayer-coupled mode repulsion.  The lack of such effect for the 1050 cm-1 

mode likely associates with its short-range vibrational nature – a “breathing” mode among 

isolated silicate tetrahedra (SOM 71) – unaffected by broken long-range crystal symmetry. Such 

interphase ortho/clinopyroxene regions are a common indicator of crystal shock and rapid cooling 

54.  Here we interpret the structure as a consequence of collisional events in the history of 

Murchison’s parent body, in particular the event that may have caused the host chondrule to 

shatter (Fig. 4.3a and SOM 71).   Sensitivity to these shock phenomena establish nanoFTIR as a 

promising non-destructive probe of collisional histories among invaluable extraterrestrial samples. 

Fig. 4.5a highlights a notable shift in modal frequencies (especially near 1050 cm-1) 

resolved by nanoFTIR at sub-micron scales in linescan 3, coincident with further lattice 

displacement of Mg by heavier Ca and Al in CPX at the few-percent level on approach to the 
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adjacent forsterite (Fig. 4.5b).  These vibrational shifts associate with perturbations in the crystal’s 

silicate tetrahedral bond lengths, mediated by commensurate changes in local cation 

concentration (SOM 71).    Vibrational spectroscopy via nanoFTIR can evidently provide a 

sensitive sub-micron indicator of cation lattice coordination and concentration variations at the 

few-percent level.  We propose that nanoFTIR might be deployed on extraterrestrial pyroxenes to 

detect T site occupation by Al and Fe3+ which, when compared with other petrographic 

characteristics, can provide evidence for aqueous alteration or for high fugacity during formation 

in the solar nebula. 

 

4.5 NanoFTIR Characterization of a Cometary Grain 

We next applied nanoFTIR to a cometary particle returned from comet 81P/Wild 2 by the 

NASA’s Stardust recovery mission, a sample for which the non-destructive nature of our probe is 

of paramount importance.  The cometary grain C2052,12,74 (“Iris”) was first characterized by 

synchrotron X-ray, electron, and ion microscopies, as well as secondary ion mass spectroscopy 

(SIMS) 55.  On a surface of Iris exposed by ultramicrotomy, we first utilized our nanoFTIR system 

to acquire a broadband integrated image of the particle (Figure 6a & b).  This mode of imaging 

permits rapid acquisition of relatively large infrared maps of the sample in which local contrast 

indicates the optical response amplitude integrated over the bandwidth of illumination (800-1150 

cm-1).   For example, chunks of Pb-In alloy introduced during sample preparation for SIMS are 

brightly resolved at the particle periphery. This same region of Iris was also imaged with EDS as 

shown in Fig. 4.6c, indicating clear correspondence between the mesostasis region identified 

previously 35, 36 and the elemental EDS map.  We acquired a nanoFTIR linescan 7 microns in 

length along the dotted line indicated in Figure 6b, measuring local scattering amplitude and 

phase spectra every 100 nm across the mesostasis between two forsterite crystals, and utilized 

the aforementioned inversion procedure (detailed in Appendices, SOM Figs. S1 and S2 71) to 

convert our scattering spectra to a more appropriate series of IR extinction spectra (Fig. 4.6d) 
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suitable for comparison against conventional infrared absorption spectra for candidate silicate 

minerals 56, 57, 58.  

Iris is known to consist of olivines set in a groundmass of plagioclase (a solid-solution 

series of feldspar minerals) with composition 6-26 mol% in Ca-rich anorthite (An) and Na-rich 

albitic (Ab) glass that formed from quenched igneous cooling.  Since the groundmass grew under 

non-equilibrium conditions, the crystalline plagioclase presents a continuum of chemical 

compositions including albite and Ca-rich oligoclase (compositionally intermediate between Ab 

and An).  The remaining liquid was unable to crystalize at all because of rapid cooling.  The 

transition from crystalline to amorphous material is observable in our linescan (Fig. 4.6d), wherein 

three distinct spectral signatures are resolved.  Representative spatially averaged nanoFTIR 

extinction spectra derived from regions bounded by dashed lines in Fig. 4.6c are shown in Fig. 

4.6f for clarity.  Fig. 4.6e displays literature-derived IR absorption spectra for mineral standards 

that present good matches to these regions based on a comparison of prominent infrared 

absorption band frequencies.   Spectra for the purple and red phases (Fig. 4.6f) exhibit vibrational 

bands at nearly identical frequencies but at varying intensity, consistent with An-rich and Ab-rich 

regions, respectively.  Accordingly, EDS mapping ascribes elemental abundances from these two 

regions to oligoclase with a slowly varying composition of 20-26 An mol%. 

Whereas the anorthite and oligoclase phonon bands resolved by nanoFTIR at 910 and 

970 cm-1 appear expectedly sharper than those observed in far-field absorption spectra for 

powders 59, 60, 61 at ~915 and ~990 cm-1 (Fig. 4.6e), the measured albite peak is notably broad (70 

cm-1 full-width at half-maximum; see SOM Fig. 4.S2 71), comparing most favorably to spectra for 

crystals with reduced Al-Si order in the tetrahedral site such as effected by high temperature 

exposure (>1000K) 58.  On the basis of its coincident presence among far-field infrared spectra of 

Iris (SOM Fig. 4.S5 71), the dip-like feature observed throughout our linescan near 950 cm-1 

appears to be intrinsic in nature, whether associated with a gap in phonon modes of forsterite or 

with the absence of absorption between sharp peaks associated with An or oligoclase.  Whereas 
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EDS resolution was limited to about 750 nm, nanoFTIR resolves variations in spectral absorption 

at the scale of 100 nm.   Lacking gradual shifts in absorption frequencies, the most likely 

explanation for such sharp well-defined variations in nanoFTIR is the detection of two centrally 

embedded crystallites of anorthite and oligoclase resolved at the sub-micron scale.  

Comparatively, TEM was also able to detect one such crystallite 36 although its spatial relations 

were unfortunately scrambled (not atypically) from the requisite extraction of a thin microtomed 

slice of sample. 

Moreover, Fig. 4.6d reveals a third phase (blue in Fig. 4.6f) where peak positions and 

amplitudes vary gradually as a function of position.  EDS excludes the possibility that this region 

is plagioclase on the basis of stoichiometry, suggesting rather an albitic glass, and TEM 

diffraction and brightfield measurements verify the presence of glass in contact with oligoclase 

elsewhere within this particle 36.  NanoFTIR spectra in this region (Figure 6d,f – blue) show the 

growth of a peak near 1100 cm-1 similar to that seen in amorphous SiO2 standards 57, while 

retaining some but not all of the peaks expected from plagioclase.  This suggests an albitic glass 

populated by under-resolved nanocrystals of oligoclase, again indicative of rapid cooling from a 

melt.  Demonstrably, nanoFTIR presents a novel means of optical identification and potential 

compositional characterization 62, 63 for bona fide amorphous silicate materials in returned 

microscale cometary dust grains, as well as in similarly sized interplanetary dust particles or 

aerosols.  The composition of Iris shown here is decidedly inconsistent with the long-held view 

that comets formed in the outer solar system from agglomerated circum- or interstellar grains 64, 

comprising e.g. dust, ice, and silicates amorphized by radiation exposure.  Instead, the direct 

infrared spectroscopic evidence presented here for igneous crystalline and amorphous materials 

coexisting at the micron-scale within a cometary dust grain adds to mounting evidence for a 

common history of high-temperature formation shared by cometary and chondritic materials deep 

within the solar nebula 35, 36, 37.  This scenario awaits a suitable explanation for the requisite 



117 

 

mixing of planetary materials into the outer solar system that must have enabled their 

incorporation among remote cometary bodies such as 81P/Wild 21. 

 

4.6 Outlook: NanoFTIR for Geochemical Applications 

We have shown that infrared s-SNOM is capable of providing IR spectral identification of 

natural samples at deeply sub-micron spatial resolutions, probing details of material composition 

not easily accessed by conventional means.  Here we demonstrate this capability within a 

macroscopic meteorite sample (Murchison) as well as a cometary dust grain (Iris) from NASA’s 

sample return mission, Stardust.  Through application of a sophisticated model of the probe-

sample near-field interaction, we have shown for the first time that nanoFTIR-extracted infrared 

extinction spectra can be used to quantitatively probe and identify the underlying geochemistry of 

natural samples at sub-micron resolutions, enabling identification of resonance frequencies and 

relative levels of structural disorder in a fashion that removes the influence of complex probe-

sample interactions.  These samples span the size range encountered in the analysis of natural 

samples.   

Together with corresponding elemental maps from EDS, our nanoFTIR linescans through 

a chondrule in Murchison clearly capture variations in minerology at sub-micron resolutions and 

are verified by TEM.   Furthermore, our nanoFTIR linescans are capable of resolving subtle shifts 

in vibrational frequencies associated with small variations in silicate cation concentrations at the 

sub-micron scale.  Future work may explore these shifts in a quantitative manner via first-

principles calculations.  Our nanoFTIR survey of Iris demonstrates that s-SNOM is also sensitive 

to contrasts in crystallinity, as indicated by the prominence and width of phonon absorption bands 

within the plagioclase, and future work may establish quantitative measures of disorder.  

Whereas the physical mechanism of nanoFTIR spectroscopy is relatively settled, and practical 

quantitative “inversion” for the interpretation of mineral spectra is now well demonstrated here and 

elsewhere40 , fully leveraging its sensitivity will call for a detailed empirical or ab anitio approach 
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connecting nano-scale geochemistry to the local phonon response and associated infrared 

permittivity. 

These results highlight the high potential of nanoFTIR for geochemical studies of 

crystallization dynamics or other processes producing variations in the chemical environment 

over sub-micron length scales, inaccessible to conventional diffraction-limited FTIR.  Having 

demonstrated the application of SNOM-based nanoFTIR for characterizing and imaging silicate 

minerals, it is hoped that this technique can be applied for studying the distribution of more 

volatile chemical components found within extraterrestrial samples.  This sub-micron mapping 

could in turn, through strong correlations between minerals such as SiC (well-known presolar 

astromaterial) and organics, for example, provide new insights into the catalytic role that mineral 

surfaces may play in the production of prebiotic molecules in the early solar system and planetary 

systems at large.  Finally, the ability to non-destructively characterize volatile species before more 

destructive/altering techniques are applied to precious and unique returned samples is a 

significant advance.  Future applications of infrared s-SNOM and nanoFTIR may also include 

distribution studies of individual terrestrial aerosol mixing states, examination of synthetic and 

natural non-equilibrium solids, and sub-micron identification of hydrated and organic chondrite 

phases.   Furthermore, this technique should be suitable for the analysis of additional returned 

samples from missions including NASA’s Stardust spacecraft 1, 2, 6, 65 and Hayabusa 66, as well as 

interplanetary dust particles (IDPs) and other primitive solar system materials possessing sub-

micron heterogeneity 67. 
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4.8 Figures 

 

 

Figure 4.1:  Schematic depiction of the probe-sample near-field interaction relevant to s-SNOM. 

(left) The probe tip interacts with a thin surface volume characterized by permittivity ε, which is a 
function of wavelength.  (right) The incident electromagnetic field Einc induces a strong dipole 
moment in the tip, which interacts with a mirror dipole in the sample whose strength is determined 
by the local permittivity.  This interaction sensitively affects the tip polarization pz, now a function 
of ε, and therefore locally modulates the amplitude and phase of the tip-scattered field Escat. 
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Figure 4.2:  Schematic depiction of the nanoFTIR system. 

A non-linear optical crystal (GaSe) is used to combine two NIR sources in a difference-frequency 
generation scheme, producing coherent MIR radiation that is frequency-tunable with a 300 cm-1 
bandwidth.  This beam is focused onto the AFM tip, resulting in strong near-field interactions with 
the sample and a back-scattered field (characterized by amplitude and phase) modulated at the 
probe tapping frequency and detected by the HgCdTe (MCT) detector.  Interfering this light with a 
continuously delayed reference beam (scanning mirror) and demodulating at harmonics of the 
tapping frequency produces an interferogram whose Fourier transform constitutes the desired 
near-field scattering spectrum.  The displayed scattering amplitude and phase spectra are 
obtained for a forsterite crystal standard (San Carlos olivine). 
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Figure 4.3:  Correlative survey of silicate materials in the Murchison meteorite. 

(a) Backscattered Secondary Electron (BSE) image of the polished Murchison sample region, 
with red indicating the field of view for the nanoFTIR images. (b) BSE image of this boxed region 
in Fig. 4.3a where an iron metal grain can be clearly seen.  (c) Infrared near-field amplitude image 
acquired at ω= 890 cm-1 superimposed on simultaneously acquired AFM topography (d) 
composite EDS map of the same region showing the positions of the three (1-3) nanoFTIR 
linescans presented in FIg. 4.4.  (Green = forsterite, purple = augite, orange = aluminous 
orthopyroxene)  
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Figure 4.4:  Position-resolved nano-spectroscopy of silicates in the Murchison meteorite. 

(Top) Three spectral linescans (scattering amplitude versus position) through a chondrule of the 
Murchison meteorite identify distinct crystalline phases according to their unique near-field 
spectra.  Region 1: a sequence of forsterite (green arrow), Al-poor (blue) and Al-rich (purple) 
augite.  Region 2:  An iron inclusion with suspected phonons -resonant oxide layer (red, 
amplitude reduced by 2x), followed by forsterite (green), aluminous orthopyroxene (orange), Al-
rich and Al-poor augites.  Comparatively broad phonon peaks in the final three regions likely 
indicate structural disorder.  Region 3:  A progression of aluminous orthopyroxene, augite, and 
forsterite.   (Bottom) Position-averaged spectra of these distinct regions are similarly color-coded 
(offset for clarity, dashes indicate zero lines). 
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Figure 4.5:  Spectroscopic sensitivity to cationic shifts in Murchison pyroxenes. 

(a) Modal frequencies versus position resolved by nanoFTIR through linescan 3 of the Murchison 
meteorite.  Forsterite (green) gives way to pyroxene phases: calcium-rich clinopyroxene (CPX, 
purple) and an aluminous orthopyroxene (OPX, orange).  Modulations in modal frequencies 
correlate with increases in cation concentrations at the few percent level as determined by 
transmission electron EDS (b).  The spectroscopically distinct 300 nm wide transition band 
between CPX and OPX observed by nanoFTIR is attributed to an OPX / CPX superlattice (OCPX, 
dashed region) zone verified by TEM (d, top), indicative of crystal shock.  (d, bottom) HRTEM 
zoom in view onto the boxed region resolves the OPX / OCPX interface.  (c) Transmission 
electron diffraction collected from the respective pyroxene phases confirms the aperiodic lattice 
superstructure of this band. 
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Figure 4.6:  Nano-imaging and spectroscopy of the Iris cometary dust grain. 

(a) Broadband IR s-SNOM image of the Iris cometary dust grain (b) with zoom onto the central 
region; color-scale for spectrally integrated scattering amplitude (800-1150 cm-1) at right; 
nanoFTIR linescan position indicated by the arrow. (c) Composite EDS map displaying relative 
atomic concentrations of aluminum (red), sodium (green), and silicon (blue).  Silicon-rich forsterite 
crystals as well as the surrounding SiO2 aerogel appear blue, whereas the groundmass reveals 
feldspar (white) and glass (red and pink).  (d) Position-resolved IR extinction spectra extracted 
from the nanoFTIR linescan (see text) across two forsterite crystals (regions labeled 1, 5) and 
three distinct plagioclase and mesostasis glass phases (2, 3, 4).  (e) Literature IR absorption 
spectra from forsterite, various plagioclase feldspars, and amorphous silica.  Oligoclase and 
anorthite spectra are from powdered samples 56 silica from a thin film 57, and all others from bulk 
(crystalline) samples 56.   (f) Region-averaged IR extinction spectra extracted from nanoFTIR 
linescan positions indicated in Fig. 4.6a (numbered by region).  Extracted forsterite spectra agree 
well with reported absorption spectra 56, whereas plagioclase regions exhibit albite (Ab)-rich, 
anorthite (An)-rich, and glassy signatures according to their phonon absorption frequencies.  
Sharp anorthite and oligoclase nanoFTIR peaks imply crystalline material, whereas reported 
spectra for powders (e) display added broadening 59, 61.  The surprisingly broad albite peak 
resolved by nanoFTIR is consistent with strong Al-Si disorder 58. 
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4.9 Appendix A:  Broadband Infrared Source and NanoFTIR Implementation 

We achieved broadband illumination of our samples by using a broadband mid-infrared 

coherent source (mod. BB from lasnix.com), combining two near-infrared (NIR) laser beams in a 

GaSe crystal for difference-frequency generation of coherent mid-infrared (MIR) radiation (100 fs 

pulses, 300 cm-1 bandwidth, tunable across 600-2500 cm-1, ~3 mW/cm-1).  This beam is coupled 

to an asymmetric Michelson interferometer, allowing measurement of the amplitude and phase of 

the back-scattered radiation with 3 cm-1 spectral resolution using a broadband mid-infrared 

coherent source (mod. BB from lasnix.com), 30 68.  This nanoFTIR implementation is depicted 

schematically in Fig. 4.2. 

Because the scattered signal is a strong function of the distance between the near-field 

probe and the sample surface, we make use of the AFM probe’s tapping capability (tapping-mode 

at a frequency W ≈ 250 kHz) to modulate the scattered signal and enable distinction from 

background scattering.  The near-exponential dependence of the near-field interaction on the tip-

sample distance d implies that scattered field components modulated at harmonics nW, with n ≥ 

2, are directly attributable to near-field polarization of the tip.  Sub-diffractional contrasts in the 

scattered field at these harmonics therefore correspond with variations in the local chemical 

composition of the sample 41.  NanoFTIR data presented in this work were acquired by lock-in 

detection of the scattered signal at the second harmonic (2W) of the probe’s tapping frequency, 

resulting in second harmonic amplitude S2 and phase φ2 signals, whereas imaging data utilize the 

third harmonic.  Finally, quantitative spectral information was obtained by normalizing the 

frequency-dependent second harmonic signals acquired from sample regions to those spectra 

acquired from a reference material using the same near-field probe.  A silicon wafer with a 100 

nm surface layer of evaporated gold (Au) was used for normalization.  
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4.10 Appendix B:  Extraction of Dielectric Properties from NanoFTIR Spectra 

The lightning rod model of probe-sample near-field interaction realistically relates the 

experimental measurables of s-SNOM to the sample’s dielectric properties near the probe apex.  

While this sophisticated model does not yield a closed-form relation, it can still be applied in the 

inverse sense to extract the self-consistent surface reflection coefficients 𝛽(𝜔) ≈ !!!
!!!

 from sub-50 

nm-resolved nanoFTIR spectra40, provided that sample material is bulk-like (>100 nm in 

thickness), the spectra are referenced to a known sample material such as gold, and that the 

probe geometry approximates a metal cone with rounded tip apex.  The inversions performed in 

this work assume a tip radius of 40 nm (the sharpest feature size resolvable by concurrent AFM), 

a cone half-angle of 20∘, and probe tapping amplitude of 60 nm, consistent with probe 

specifications (Arrow™ NCPt from NanoWorld) and measurement parameters.  The “effective” 

(indicated by brackets) dielectric constant 𝜀(𝜔)  and extinction coefficient 𝜅(𝜔)  of the material 

are then given by 31 

𝜀 = !!!
!!!

 and  𝜅 = 𝐼𝑚 𝜀 = !! !! !! !! !!
!

 . 

In the case of optically uni- or biaxial crystals, the dielectric properties thus extracted are 

effective in the sense that they convey optical activity only along crystal axes probed by the 

incident electric field.  However, because near-fields from the probe in the vicinity of the sample 

are predominantly surface-normal polarized, crystal axes are probed to varying degree, resulting 

in near-field spectra that reveal all infrared-active vibrational modes possessing a dipole moment 

perpendicular to the surface 69.  This raises the possibility that “missing” extinction peaks in 

𝜅(𝜔)  could potentially hinder direct comparison to conventional absorption spectra, although 

this difficulty was not encountered throughout this study. 
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4.11 Appendix C:  Sample Preparation – Murchison:  A primitive CM2 meteorite 

We prepared a freshly exposed sample of the Murchison meteorite by cleaving an 

approximately 5 mm-sized chunk from a much larger piece of Murchison.  This fresh chunk was 

placed at the bottom of a cylindrical mold and embedded in resin (Epo-Fix, Electron Microscopy 

Sciences).   After curing for 24 hours, the epoxy cylinder with the Murchison sample was polished 

using an optical polisher until a region of the sample was exposed.  A qualitative determination of 

optical flatness was achieved by polishing with poly-diamond abrasives, with the final sub-micron 

polish step performed by hand on a velvet cloth.  The sample’s flatness was confirmed by briefly 

imaging in a Tescan Vega 3 scanning electron microscope (SEM) and through atomic force 

microscopy (AFM) in the s-SNOM apparatus. 

 

4.12 Appendix D:  Sample Preparation – Iris: Cometary Dust Grain from Comet Wild 2  

Samples of cometary dust grains from Comet 81P/Wild 2 (Wild 2), captured in a nano-

porous silica aerogel by the Stardust Mission (1), were extracted and prepared for laboratory 

analysis using standard techniques ,70.  A notable Stardust particle named Iris, (from track 

C2052,12,74) has been analyzed with a variety of techniques including Scanning Transmission X-

ray Microscopy (STXM) and transmission electron microscopy (TEM) ,35.  Using the nanoFTIR 

setup that described previously, we present the first sub-micron IR spectral maps of a cometary 

sample. 

4.13 Appendix E:  TEM analysis 

Murchison linescan 3  (figure 3d, 5) was verified by (scanning) transmission electron 

microscopy (S/TEM).  After nanoFTIR measurements, a lamella was removed from the meteorite 

using focused ion beam (FIB) milling and examined by TEM at the National Center for Electron 

Microscopy.  The lamella exactly traced the nanoFTIR path so that the IR spectrum at each point 

might be directly compared to TEM imaging, diffraction and EDS composition.  Diffraction and 
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imaging in brightfield and darkfield were carried out using a Zeiss Libra 200 MC at 200 keV with 

an in-column Omega energy filter.  With the energy filter, ΔE was approximately 10 eV centered 

around the zero-loss peak.  STEM/EDS was carried out using a Phillips CM200 with an Oxford 

Inca Si(Li) energy dispersive detector. 
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5.CHAPTER 5:  Deployment of infrared near-field optical microscopy at cryogenic 

temperatures 

 

5.1 Abstract 

The preceding chambers of this thesis work make clear the impressive capacity of 

scanning near-field optical microscopy (SNOM) to resolve the optical properties of materials at 

nanometer-scales, especially for deeply sub-diffractional chemical characterization.  However, 

opportunities for applying this technique to study nano-scale electronic phenomena in correlated 

electron (“quantum”) materials are equally profound, and admittedly even more intriguing to the 

condensed mattery physicist.  Here in particular, the physics of phase transitions and the exotic 

ground states (e.g. high-temperature superconductivity) prevalent among correlated oxides 

remain substantially unresolved.1,2  Although in this context the high spatial resolution and optical 

probe of SNOM proves to make a strong experimental contribution,3 it is necessary to conduct 

most experiments on quantum materials at low temperatures (down to T = 4K, or -269 C, and 

even below) where their natural energy scales can remain unperturbed by thermal fluctuations.  

For the sake of such studies, including that presented in Chapter 6, a high performance cryogenic 

SNOM (“cryoSNOM”) was designed and constructed, incorporating such features as variable 

sample temperature down to 20K, flexible scanning probe performance, vibration isolation, in situ 

exchange of samples and probes, and an ultra-clean vacuum environment.  With its 

demonstrably high performance and high-throughput operation, this instrument is intended to 

serve as the model for future extensions of the SNOM technique to novel and “extreme” 

environments, as well as for ongoing studies of low-temperature physics at the nano-scale. 
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5.2 Essentials of cryogenic near-field microscopy:  cryoSNOM Mark I 

The essential features of a cryogenic scanning near-field optical microscope (or more 

colloquially, “cryoSNOM”) are laid out in Fig. 5.1, which presents the design of a first-generation 

microscope (so-called “Mark I”) whose development formed a crucial part of the present thesis 

work.  Development of this microscope began under the purview of Dr. G. Andreev, a pioneer of 

cryogenic near-field microscopy and in whose thesis work more details of the microscope design 

and operation can be found.4  Here, we instead defer a more detailed description of the design 

and operation of a cryoSNOM to the following sections, where we introduce of a next-generation 

cryoSNOM “Mark II”, whose development has become a centerpiece of the present thesis work. 

Fig 5.1 outlines the technical demands of conducting near-field microscopy experiments 

in a cryogenic sample environment, as met by the cryoSNOM Mark I design.  These demands 

closely parallel those already addressed in other contexts of cryogenic scanning probe 

microscopy (“cryoSPM”), including scanning tunneling microscopy (STM),5,6 atomic force 

microscopy (AFM),7,8 and magnetic force microscopy,9 to name but a few.  In these contexts, the 

cooling of a sample surface is routinely accomplished with a cryostat using liquid cryogen such as 

liquid helium, whose 4K boiling point determines, in principle, the minimum achievable sample 

temperature by conventional cooling.  A continuous “flow” cryostat (Janis Research ST400) is 

used in the Mark I system to provide high cooling power at the expense of cryogen consumption 

(vaporization).  In practice, conduction of heat away from the sample and to the cryostat (“cooling 

power”) is further limited by the thermally conducting element that brings the sample into thermal 

contact with the cryostat itself.  For this purpose a flexible thermal link of copper foil (Attocube 

GmbH) strikes a suitable balance between high thermal conductance and limited vibrational 

conductance to the sample; we elaborate on this sensitive matter in Sec. 5.8.  

The transition temperatures for attaining quantum phases in many correlated electron 

materials can this way be readily accessed,1 and sample temperatures below 150K are routine in 

cryoSPM.  Such temperatures however coincide with the sublimation points of atmospheric gases 
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(water vapor at 150K, nitrogen gas at 70K, etc.), which provide an inevitable and intolerable 

source of contamination for the sample surface that inhibit scanning probe measurements.  

Consequently, cryoSPM must be conducted in the ultra-clean environment of an ultra-high 

vacuum chamber.  Indeed, even a simple model of adsorption will predict the formation of one 

monolayer of contaminant per hour upon a cold sample surface for every 10-9 mbar of ambient 

pressure.  For this reason experiments with cryoSPM (among other surface-sensitive analysis 

techniques) are conducted in a vacuum environment of 10-9 mbar, 10-10 mbar (which enters the 

ultra-high vacuum, or “UHV”, regime), or even lower pressure.  To achieve and maintain such low 

pressures around the sample environment, the cryoSNOM Mark I was housed within a stainless 

steel vacuum chamber equipped with “conflat” (CF) flange fittings, which are sealed by leak-safe 

compressed copper gaskets.  The combination of foreline mechanical pumps and a 

turbomolecular pump allow bringing the chamber base pressure from 1 bar down to the UHV 

range within a matter of days, in principle.  A non-mechanical ion-getter pump (“ion pump”) is 

included on the chamber to maintain this base pressure during experiments even while the 

mechanical pumps valved off from the chamber environment and powered down to mitigate 

vibrations, which can otherwise have a nefarious impact on any SPM experiment. 

Besides the cryogenic and vacuum hardware, the heart of any SNOM is a capable 

integrated AFM.  Critically, unlike SPMs in ambient conditions, their cryogenic counterparts must 

be constructed of vacuum-friendly components and materials free of outgassing.  The AFM in 

cryoSNOM Mark I, as highlighted in Fig. 5.11B, comprises a stack of coarse-positioning 

piezoelectric actuators (“piezos”, Attocube GmbH) articulated in X, Y, and Z space to allow 

macroscopic navigation of the sample surface below the probe, as well as an XYZ-articulated 

direct-drive piezo scanner for raster scanning and nano-positioning the sample during 

measurements.  Since SNOM involves illuminating the probe with a stationary focus of radiation, 

it is crucial that such a microscope be sample-scanning rather than tip-scanning.  Atop the 

sample piezos is mounted a thermal isolation stack, to isolate them from the (nominally) cold 
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sample and to mitigate the conductive heat load on the sample.  Unlike in bath-cryostat based 

SPMs,10,11 this scheme affords nimple temperature control at the sample location, since the 

sample stage alone is a minimal heat load on the cryostat.  It also affords the scanner piezos their 

full range of range of motion even down to base sample temperature, since the piezos 

themselves remain close to room temperature and the high piezoelectric coefficient of PZT (lead 

zirconate titanate, a piezo ceramic of choice) thus remains uncompromised by low temperature.  

By cooling only the sample stage, cryogen consumption is minimized, and it is not uncommon 

with this approach to maintain a sample at low temperature (100K or below) for weeks at a time 

using, for example, a single 100 liter dewar of liquid helium.  This of course requires a highly 

effective thermal isolator which can establish a thermal gradient of several hundred degrees K, as 

further discussed in Sec. 5.8. 

The probe of the AFM is a commercially manufactured silicon cantilever and tip (batch-

etched from a wafer), the latter possessing an apex radius in the range of 10 nanometers, 

affording near-field microscopy its high spatial resolution.  Metal coating, often used to enhance 

conductivity of the near-field probe especially in the infrared range, contributes a slightly 

increased effective apex radius.  Since the AFM is operating in non-contact (amplitude- or 

frequency-modulation) modes, the probe cantilever is dithered at its resonance frequency (tens or 

hundreds of kHz) at an amplitude of several tens of nanometers using an electrically excited 

dither piezo, to which the probe is mounted.  This cantilevered probe is held in the AFM probe 

head, which also houses a cleaved optical fiber that is brought into close proximity to the 

cantilever to deliver light from a deflection laser, thus enabling a convenient “interferometric” AFM 

detection scheme12 presented in Fig. 5.5b and elaborated in Sec. 5.7.  Lastly, the AFM head 

encloses a pair of lenses that project a top-viewed image of the probe (and sample, if approached 

to the probe) to outside the vacuum chamber, where this image can me magnified and registered 

by a simple “navigation optics” visible light microscope, also elaborated in Sec. 5.7. 
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Four primary technical features bring the near-field optical functionality to such an 

otherwise commonplace cryoSPM setup.  First, an external coherent light source provides 

radiation for the near-field optical experiment, and a continuous wave (CW) laser is typically 

employed for its intense monochromaticity; for infrared SNOM a CO2 gas laser (~10 micron 

wavelength radiation) is a reliable choice.  The laser beam is delivered into the vacuum chamber 

through an optically transparent window; a CF-mounted antireflection-coated ZnSe viewport (MPF 

Products Inc.) is a convenient choice in the mid-infrared energy range.  Second, a focusing optic 

with high numerical aperture (> 0.3 is desired) is necessary for focusing this light to a precise 

wavelength-scale focus at the location of the near-field probe tip.  This demands mounting the 

optic atop nano-resolved XYZ-actuated piezos.  In cryoSNOM Mark I, a gold-coated off-axis 

parabolic mirror is employed for its high reflectivity, achromatic focus, and convenient geometry, 

and mounted atop piezos (Attocube GmbH) providing access of the optical focus to a 5x5x5 mm 

cubed volume.  Third, the AFM is designed in a careful fashion to natively maintain the probe 

close to the center of this accessible focal volume, and to keep the space between the probe and 

focusing optic as unobstructed as possible, enabling collection of as much probe-scattered 

radiation as possible.  The size of the sample stage and AFM head introduce practical limitations 

on the focal length of the focusing optic, which impacts its effective aperture and ability to collect 

this radiation.  For this reason, it is clear that optimizations for the sake of SNOM performance 

are necessary already at the design stage of the underlying AFM.  Fourth, detection probe-

scattered radiation is accomplished outside the vacuum environment using interferometric 

techniques as outlined in Chapter 1. 

While this accounting of necessary cryoSNOM features is reasonably complete, user 

experience with cryoSNOM Mark I from 2012-2013 served to make clear the practical need for a 

further enhanced feature set of the microscope to 1) enhance overall performance, 2) enhance 

the user experience, and 3) dramatically boost the throughput of measurements with the 

apparatus.  These enhanced demands are discussed in the next section.  
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5.3 High-throughput cryogenic near-field microscopy: impediments and 

implementations 

Here we briefly enumerate the shortcomings and conceptual solutions to the “bare” 

design of cryoSNOM Mark I.  Subsequent sections of this chapter highlight specific improvements 

implemented in the high-performance cryoSNOM Mark II design. 

 

• Isolation from vibrational noise:  User experience quickly proves that the 

signal-to-noise performance of a SNOM is limited first and foremost by the AFM 

performance.  To wit, the primary obstacle to maintaining stability of the probe-sample 

gap is the transmission of environmental and mechanical vibrations (including accoustic 

noise) into the microscope.  Rigidity of the microscope housing and other hardwares 

(“mechanical loop”) that physically connect the AFM probe to the sample holder forms the 

first line of defense in vibrational noise rejection, and supporting the microscope atop 

pneumatic isolators (or “optical table legs”) confers a second.  However these features 

alone may provide insufficient noise rejection for high-performance cryoSPM, owing to a 

subtlety of non-contact AFM operation in a vacuum environment.  Non-contact AFM 

utilizes feedback loops that lock certain attributes of the probe cantilever’s oscillation at 

fixed set-points by sensitively adjusting the probe-sample separation, thus achieving a 

constant probe-sample contact.  The probe oscillation amplitude is a therefore a crucial 

parameter.  However, absent the viscous damping of a surrounding atmosphere, the 

probe oscillation can attain a quality factor of many thousand in a vacuum environment13, 

and consequently the transient response of a probe to sample vibration is equally 

enhanced.  Therefore, a commensurate demand for increased vibration isolation attends 

any increases in probe sensitivity afforded by AFM under vacuum.  In turn, AFM 

instability unsurprisingly translates into instability (noise) in the SNOM performance, 
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owing to the exponential dependence of the SNOM signal on the probe-sample 

separation (Chapters 1 and 2).  Therefore, cryoSNOM performance is ultimately only as 

good as that of the underlying cryoSPM.  Sec. 5.5 presents a scheme for dramatically 

improved vibration isolation in cryoSNOM Mark II. 

• Replacement of probes and samples:  Essential for a high throughput of 

experiments, it is imperative that samples can be straightforwardly exchanged in and out 

of the microscope.  For the Mark I design, this required re-pressurizing the vacuum 

environment, opening the chamber, physically removing the (delicate) AFM head, and 

replacing samples by hand on the sample stage.  Moroever, it is commonly necessary to 

replace the near-field probe when it becomes inadvertantly fouled by surface 

contaminants or damaged by contact with the sample surface, and this replacement was 

similarly cumbersome with Mark I.  Most problematically, after such replacement and 

before re-starting subsequent experiments, pumping the chamber pressure back down to 

high- or ultra-high vacuum pressures was a time consuming necessity (as long as 1 week, 

depending on the cleanliness of operation).  Heating the vacuum envelope to 

temperatures of ~100C (“baking”) during pump-down is a common method to accelerate 

the desorption of water vapor within the chamber and improve the pressure attainable 

with finite pumping time.  However, this procedure can risk thermal damage to newly 

introduced samples, especially oxides, which can lose oxygen in the low pressure 

environment.  As discussed in Sec. 5.6, the solution to this shortcoming is a standardized 

in situ exchange system for quickly exchanging probes and samples all while maintaining 

low pressures in the microscope chamber. 

• AFM detection, and design of the AFM head:   In the Mark I design, the 

placement of a cleaved optical fiber end within tens of microns of the top surface of the 

AFM probe cantilever is a simple way to introduce a deflection laser beam into the 

vacuum chamber and to implement interferometric detection of cantilever motion for 
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AFM.12 However, the unsubtle design compromises convenience.  The delicate optical 

fiber catch be damaged when attempting to manually align new AFM probes to fiber end 

face.  The presence of the optical fiber end also partially obscures top-down visible 

microscopy views of the probe and sample surface, as with the navigation optics 

implemented in cryoSNOM Mark I.  Moreover, the necessary support structures in the 

AFM head partially block access of incoming radiation illumination to the probe for the 

purpose of SNOM.  “Opening up” the AFM head design therefore allows protecting the 

AFM optics from damage, improves optical access to the probe for SNOM illumination 

and navigation optics, and further enables convenient in situ access to the probe with a 

manipulator for the purpose of probe replacement.  Sec. 5.7 discusses improvements to 

the AFM head implemented in the Mark II design. 

 

5.4 High performance cryogenic near-field microscopy: cryoSNOM Mark II 

The design and construction of a high performance cryoSNOM to improve upon the Mark 

I design was undertaken over a period of several years, chiefly from 2013 to 2015.  The 

microscope was designed completely with detailed computer-aided design (CAD) modeling, and 

constructed from a combination of custom home-built components (e.g. microscope 

componenets, vibration isolation stage, etc., all machined in-house) and commercially available 

hardware (e.g. AFM piezos and control electronics from Attocube GmbH, and vacuum flange 

components from Kimball Physics, Kurt J. Lesker, etc.).  Performance of the vibration isolation 

stage and AFM unit were evaluated in atmospheric conditions before placing within the vacuum 

chamber, with similar evaluations (together with SNOM imaging) performed under vacuum 

conditions.  The latter evaluations are presented in Sec. 5.9. 

The cryoSNOM Mark II system is, at the time of this writing, actively engaged in dozens 

of distinct experimental projects including near-field optical studies of quantum phase transitions 

in correlated electron oxides and low-temperature charge dynamics in low-dimensional electronic 
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systems.  It has consumed many thousands of liters of liquid cryogen over cumulative months of 

time spent with samples maintained at low temperature, often for weeks at a stretch.  It has 

demanded unexpectedly “breaking vacuum” and exposure of the microscope to atmospheric 

conditions on merely four occasions since its commissioning, and on all occasions for the sake of 

replacing a faulty component (e.g. piezo actuator).  The microscope has experienced hundreds of 

occasions of probe and sample replacement by way of its in situ exchange capabilities.  These 

factors attest to its high-throughput experimental capacity.  Primary features of the cryoSNOM 

Mark II are detailed in the forthcoming sections. 

 

5.5 Vibration isolation system 

Sec. 5.3 highlighted the demand for effective vibration isolation in a cryoSNOM operating 

under vacuum, even when the microscope is mounted atop the pneumatically isolating legs of a 

conventional optical table.  This challenge has long been contemplated and carefully addressed 

in the designs of countless cryoSPMs, chiefly among them the low temperature scanning 

tunneling microscopes, where the demand for a vibrationally “quiet” probe-sample gap is 

inarguably severe. Evaluation of anticipated performance for any vibration isolation scheme in 

SPM should take account of the net spectral transmission amplitude for vibrations intruding into 

the probe-sample gab.  Fig. 5.2C schematically depicts the role of mechanical transmission 

functions among staged (“stacked”) components, whose cummulative product in the simplest 

case determines the transmission amplitude for vibrations that reach the innermost stage.  Shown 

are representative optimal transmission functions for the outer isolation stage (blue) and the inner 

stage (red) whose product provides a tremendous net reduction of vibration transmission across 

the bandwidth of relevant measurement frequencies (in the case SNOM, this is usually several 

kHz).  The conceptual goal of two-stage vibration isolation can be thereby understood as 

combining a low-pass filtering outer stage (low frequency resonator) with a high-pass filtering 

inner stage (high frequency resonator).  Mechanical excitations (vibrations) of intermediate 
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frequency are thereby rejected from the system.  The latter stage is conventionally comprised by 

a small and rigid microscope design, whose housing admits only high frequency resonances 

(eigenmodes) to impart relative displacements into the probe-sample gab.  We now discuss 

implementation of an outer low-pass isolation stage. 

Among the proposed schemes for vibration isolation in the context of low-noise SPM,14,15 

one method has proven an excellent balance of cost, compactness, performance, and elegance.  

This scheme comprises the combination of spring suspension isolation with an magnetic eddy 

current damping stage, and its principle of operation is depicted in Fig. 5.2A.  The microscope 

itself (intentionally compact) is suspended from three or four stainless steel springs possessing of 

constant k, affording a low internal (vertical) resonance frequency of 𝑓~ 𝑘 𝑀 or, equivalently, 

𝐿/𝑔, with M the microscope mass, L the spring extension, and g the gravitational constant.  

With a small and compact microscope, M is limited, and transmission frequencies as low as a few 

Hz are achievable only with very low spring constants.  This condition in turn establishes the 

extended length of the spring suspension stage, with lengths at least ~20 cm necessary for the 

lowest frequencies.  Fig. 5.2B presents the spectrally resolved transmission function of such an 

isolation stage with and without a damper, whose role is to mitigate the sharp resonant 

tranmission of the springs on-resonance.  Fig. 5.3 presents an overview of the microscope 

design, including vibration isolation stage, within cryoSNOM Mark II.  The “floating” microscope 

platform (counterbalanced by brass weights, in yellow) is vertically suspended by three 7-inch 

stainless steel springs (Century Spring Corp.) housed within hollowed posts and equipped with 

adjustable top suspension for height adjustment, accomplishing a low-pass resonance frequency 

of ~2 Hz. 

Springs of low spring constant lack internal damping, so an external damping source is 

necessary to dissipate kinetic energy of the transiently excited spring resonance.  A most elegant 

and contactless implementation under vacuum conditions relies on eddy currents that develop 

within a conductive block when subject to a temporally varying magnetic field, a consequence of 
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Faraday’s law of induction.  Practically speaking, mounting a conductive element (e.g. copper 

block) onto the isolated microscope platform in close (but contactless) proximity to a stationary 

permanent magnet will stimulate eddy currents when the springs are set to oscillate (Fig. 5.2A), 

thus sapping resonant kinetic energy into heat – an effective source of damping.  Chief design 

factors for enhancing the damping rate include the overall number of conductor / magnet pairs, 

the strength of the permanent magnet field, the electrical conductivity of the conductors, and their 

proximity to the magnets.  To this end, multiple magnets are routinely arranged in a ring-like 

spatial arrangement to establish field lines circulating unidirectionally around the ring 

circumference.  When conductors are placed into the gaps between pairs of such magnets, the 

penetrating magnetic flux is optimal. 

As shown in Fig. 5.3, this magnetic eddy current damping design was implemented in 

cryoSNOM Mark II with three sets of five (stationary) magnets and six (mobile) interdigitating 

copper fins positioned below and around the periphery of the microscope platform, affording an 

excellent damping effect.  More detail can be seen in Fig. 5.9.  Samarium cobaltate magnets are 

used for their combination of high remanance field and high Curie temperature, suitable for 

withstanding the routine bake-out temperatures (as high as 150C) applied to the enclosing ultra 

high vacuum chamber.  An adjustable trio of soft lateral springs below the microscope platform 

(not shown) are employed for lateral adjustment of the microscope platform position to ensure no 

physical contact between 1) the microscope platform (and connected copper fins) and 2) the 

stationary magnets, or any other stationary (vibration-prone) part of the microscope.  Adjustability 

is the paramount rule for a design of this kind, since the microscope center of mass, along with 

minute torques at the spring connection points, can play subtle roles in determinating the 

equilibrium position of the suspended platform, and must be compensated.  A piezo actuator 

(picomotor from New Focus, not shown) is incorporated at the microscope base to remotely “de-

float” the isolation platform (and “re-float” it again on command), and thus immobilize the 
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microscope during e.g. probe or sample exchange manipulations (Sec. 5.6).  This in situ 

functionality enables unambiguous characterization of the vibration isolation performance. 

As presented in Sec. 5.9, the rate of vibration rejection afforded by the “floating” stage is 

found to exceed one order of magnitude among mechanical vibrations observable during routine 

microscope operation.  As a more heuristic measure of performance, the operation of 

turbomolecular pumps on the vacuum chamber has no noticable vibrational impact on SPM 

operation with the microscope, provided that the vibration isolation stage is enabled.  This feature 

enables routine SPM measurements even during simultaneous operation of a turbomolecular 

pump adjoining the chamber.  The latter can thereby be used on a near-constant basis to 

depressurizing a quick-entry load-lock chamber and to introduce new probes / samples from 

ambient into the vacuum environment, without any undue interruption to the workflow of 

measurements.  As a second heuristic measure of performance, the deployment of vibration 

isolation for the microscope combined with a stationary SNOM focusing optic (parbolic mirror) 

allows mechanical decoupling between these components.  Consequently, piezoelectric 

adjustments to the SNOM optical focus make no noticable impact on the AFM stability whenever 

the probe maintains contact with a sample.  Therefore, focal adjustments can be performed to 

optimize delivery of light to the SNOM probe while the probe and sample are afforded 

uninterrupted near-field interaction, all without any mechanical degradation or damage to the 

probe that might otherwise result as a consequence of mechanical coupling. 

Meanwhile, from an optical point of view, “floating” the entire SNOM AFM (effectively one 

arm of the SNOM interferometer) can have an undesirable impact on the phase stability of the 

detected SNOM signal whenever ambient disturbances allow excitation of the isolation stage’s 

low frequency resonances.  However, as discussed in Sec. 5.9, this impact is quite tolerable at 

the long light wavelengths (~10 microns) relevant to operating SNOM in the mid-infrared. 
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5.6 Scheme for in situ exchange of probes and samples 

Sec. 5.3 highlighted the demand for in situ exchange of probes and samples for a 

cryoSNOM to maintain high experimental throughput.  Implementation schemes for such 

exchange are too numerous to name in conventional cryoSPM, but cryoSNOM Mark II presents 

the first such scheme deployed to suit the demands of a near-field microscope.  Enabled by a 

large ion-getter pump, titantium sublimation pump, and vacuum-friendly materials within the 

vacuum envelope base pressure of the cryoSNOM Mark II is in the range of several 10-10 mbar.  

As confirmed by residual gas analysis, the dominant partial pressure under these vacuum 

conditions associates with hydrogen contamination (from e.g. diffusion through stainless steel 

vacuum fittings).  In order to maintain this level of pressure without any demand for time 

consuming pump-down to resume base pressure, the vacuum envelope is never directly broken 

during the introduction of new probes or samples.  Instead, the following delivery scheme is used 

(elements thereof depicted in Fig. 5.9). 

A differentially pumped quick-entry load-lock chamber is the only vacuum space 

periodically exposed to ambient conditions.  New probes and samples are inserted into the load-

lock delivery apparatus, the minute load-lock space is pumped down to ~10-7 mbar in a few hours’ 

time by turbomolecular pump, and the introduced probes / samples are linearly translated through 

a vacuum valve into the main chamber, where a manipulator arm on a dual-axis “wobble-stick” 

can place them either into a 1) long-term in-vacuum storage space within the main chamber, or 2) 

the microscope itself.  Samples and expended probes may be removed from the chamber by the 

reverse process, and the valved-off load-lock chamber can be then re-pressurized to ambient 

conditions with a noble gas purge valve.  Probes and samples are thereby removed from the 

microscope system.  In this section, we detail novel aspects of this process. 

First, a unified scheme for mounting and receiving samples and probes within the 

microscope was conceived based on the exchangeable Omicron flag-style sample plates.  As 

shown in the inset of Fig. 5.8B, this style of sample plate possesses a “key hole” that enables 
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manipulation by a keyed manipulator (Fig. 5.7).  Co-developed with Ferrovac GmbH, these 

sample plates are equipped with as many as 13 on-board electrical pin contacts, and mount 

kinematically (spring-loaded “snap-in”) into a specially designed compact vacuum-compatible 

receiver that provides immediate electrical access to all contacts by way of micro-coax cable.  

The variant of exchangeable sample plate (“sample carriage”) used in the cryoSNOM Mark II 

incorporates a built-in temperature sensing silicon diode (DT-670 from Lakeshore Cryotronics) for 

accurate thermometry of cooled samples, and features a removable electrically insulating (but 

thermally conductive) ceramic top-plate to which samples can be conveniently glued.  Since this 

plate is a disposable part, samples may be permanently mounted, and are then tranferrable to 

and from a sample carriage by way of a pair of screws.  Even small electrical device samples can 

be mounted in this fashion and electrically contacted to the on-board electrical contacts by way of 

thin wires, enabling electrical access to the sample device from outside the vacuum chamber.   

AFM probes are mounted in a similar fashion to “probe carriages” (Fig. 5.8B) that utilize 

on-board electrical contacts for excitation of an on-board dither piezo to excite the probe 

cantilever, as well as for electrical access to the probe itself, as utilized for various electrical 

scanning force modalities (e.g. electrostatic force microscopy, piezoresponse force microscopy, 

and Kelvin probe force microscopy).  Many of these probe carriages were fabricated for the 

cryoSNOM mark II suitable for introducing new probes into the chamber, offering a steady 

availability of fresh cantilevered probes of any type offered by commercial vendors (e.g. 

magnetically coated, ultra-sharp silicon, etc. from Nanosensors). 

The protocol for removing a probe or sample from the microscope at the conclusion of an 

experiment requires direct access to the microscope by the manipulator.  However, during SNOM 

measurements the parabolic mirror focusing optic is in position directly in front of the probe and 

sample (Fig. 5.4) in order to illuminate the probe and collect back-scattered radiation.  In the 

cryoSNOM mark II design, one piezo-positioning axis of the focusing optic is long-range (50 mm), 

enabling the parabolic mirror to shuttle completely across the vacuum chamber and out of the 
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way of the microscope, thereby enabling direct access to the microscope by the manipulator (Fig. 

5.7), which can readily insert or remove sample carriages from the sample receiver.  Meanwhile, 

in order to bring the probe carriage forward into suitable position for addressing with the 

manipulator, the probe head itself is XYZ-articulated by piezo positioners (PPS-20 from Micronix 

USA).  During replacement of new probes, these positioners remotely move the probe back into 

suitable position rearwards for alignment to the deflection laser of the AFM as detailed in Sec. 

5.7, thereby enabling new experiments as immediately as possible. 

This integrated scheme for exchange and replacement of probes and samples is an 

integral feature to the high-throughput experimental capacity of the cryoSNOM Mark II design. 

 

5.7 AFM detection and optical navigation within a confined vacuum environment 

Fig. 5.5 presents two common implementations of cantilever deflection detection in an 

AFM, of which the latter, interferometric detection (Fig. 5.5B), is often the method of choice for the 

confined vacuum environment of a cryoSPM.   However, Sec. 5.3 highlighted shortcomings of this 

scheme when implemented in the most straightforward and subtle fashion using a cleaved, bare 

optical fiber to deliver deflection laser radiation.  In cryoSNOM Mark II, this AFM detection 

scheme was developed deployed fashion that is more modular, robust, accurate, and convenient.  

Namely, while an optical fiber (single-mode at the deflection laser wavelength, 1.3 microns) is still 

used to introduce the deflection laser beam into the UHV chamber, light is first delivered from the 

commercially polished fiber end face (FC/PC terminated) into an optical fiber collimator.  From 

there, the light is directed to a focusing lens inside the AFM head with ~1.5 cm focal length, which 

tightly focuses the deflection laser to the AFM probe cantilever to surface, all from a comfortable 

distance away from the probe itself.  These optical componenets are indicated in Fig. 5.4. 

With assistance from a pilot laser directed down the optical fiber, remote XYZ-actuated 

positioning of the probe head enables bringing the probe precisely into the deflection laser focus.  

Such careful positioning is made possible by two redundant direct views of the AFM cantilever 
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and projected pilot laser, the first from a high magnification CCD camera outside a side viewport 

in the microscope chamber, and the second from enhanced top-down navigation optics housed in 

the AFM head, to be discussed momentarily.  The process of 1) introducing a new probe into the 

probe head by way of the manipulator and 2) aligning the new probe to achieve AFM deflection 

signal this way typically requires only a few minutes. 

Deflection laser radiation reflected from the probe is still coupled back into the deflection 

laser optics in the usual fashion for interferometric detection, however the Fabry-Perot cavity 

(indicated in Fig. 5.4) now established between the cantilever and fiber end face is effectively 

several cm in dimension.  Nominally, a dramatic increase in cavity size (from 10s of microns to 

several cm) would be expected to decrease its finesse and enhance sensitivity to noise in laser 

wavelength and to mechanical drifts in cavity dimension.  However, minimal drifts in the latter 

were found to be neglibile during normal microscope operation, and noise from the former, while 

in principle limiting, contributes in practice only a few parts per thousand to noise in the effective 

AFM cantilever oscillation signal.  This remarkable and fortunate finding is perhaps tied to the fact 

wavelength fluctuations contribute only “at second order” to the oscillation signal, whereas their 

influence is more direct upon the absolute deflection signal. 

By bringing deflection laser optics further from the tip, there is consequently more 

allocated space in the AFM head to allow larger aperture optical elements for the navigation 

optics, presented in Fig. 5.6.  An improved achromatic doublet of lenses within the AFM head 

thereby can project an image of the probe and sample outside the top vacuum chamber viewport 

with much reduced distortion and enhanced resolution as compared with that so limited in 

cryoSNOM Mark I.   In cryoSNOM Mark II, machine vision optics (InfiniTubeTM), long working 

distance objective lens (Mitutoyo), and CCD camera thus produce an excellent navigation view of 

the near-field probe above the sample, facilitating remote navigation to micron-scale sample 

features. 
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Lastly, the newly designed AFM head affords bringing the SNOM parabolic focusing 

mirror twice closer to the near-field probe, thus enabling use of 1-inch effective focal length optics 

and a signifcant improvement in numerical aperture for illumination and collection of back-

scattered radiation from the probe across wider solid angles.  Such improvements to optical 

aperture relevant to SNOM are a critical factor for enhancing the signal-to-noise ratio of high-

sensitivity SNOM measurements, and the cryoSNOM Mark II design attests that such 

improvements are achievable with a concerted design of the AFM head hardware. 

 

5.8 Agile control of variable sample temperatures 

In the cryoSNOM Mark II, the sample receiver (Ferrovac GmbH; see Fig. 5.8A) is made 

of conductive beryllium copper and thermally contacted rearwards to the microscope cryostat 

(ST-400 from Janis Research) via a thin flexible copper link (Attocube GmbH, see Fig. 5.9).  At 

the sample side, the thermal link houses an integrated temperature sensing silicon diode (DT-670 

from Lakeshore Cryotronics) and resistive 50 Ohm heater that together permit rapid PID 

feedback-controlled adjustments to the sample temperature with a digital temperature controller 

(Model 336 from Lakeshore Cryotronics).  Registered accuracy and stability of temperatures at 

the sample temperature sensor reaching 1 mK are routinely achieved.  Controlled temperature 

ramp-rates at the sample can exceed 4K / min. to within a few 10s of K of base temperature, 

attesting to the nimble temperature control enabled by stand-alone cooling of the sample and 

sample holder. 

Electrical contacts to the sample are directed to an electrical feedthrough on the 

microscope cryostat to avoid thermal gradients along the electrical connections and to avoid 

undue heat load on the sample.  In order to mitigate transmission of vibrations from the cryostat 

to the sample stage, both the thermal link and the cold electrical sample contacts are rigidly 

anchored to the microscope housing (titanium) using thermally insulating clamps machined from 

the vacuum-compatible thermoplastic polyether ether ketone (PEEK).  This ensures that the 
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transmission of vibrations to the sample stage remain dictated chiefly by rigidity of the microscope 

housing combined with the spring-suspension vibration isolation stage. 

As in cryoSNOM Mark I, an effective thermal isolation stage (Figs. 5.7, 5.8A) isolates the 

cold sample and its receiver from the room-temperature microscope.  Together with radiation load 

on the sample (there is no radiation shield surrounding the sample, and the AFM probe head is 

uncooled), the practically achievable thermal isolation from this stage establishes a base 

temperature of ~20K with a cryostat base temperature of ~6K at highest cryogen flow rates.  

These base temperatures are inferior to those routinely achievable within helium bath cryostat 

SPMs; however, the nimble, widely variable control and accuracy of sample temperatures 

afforded by cryoSNOM Mark II makes ours a desirable approach for the careful temperature 

study of quantum phase transitions in correlated electron oxides.1,2 

 

5.9 Performance of the microscope 

Fig. 5.10 presents characteristic measures of performance for the cryoSNOM Mark II 

after assembly, mounting into the vacuum chamber, and pumping the system down to a high 

vacuum environment.  As measured by the AFM itself engaged with a sample in non-contact 

mode, Fig. 5.10A presents the noise spectral density in the probe-sample gap as a function of 

frequency with the spring suspension vibration isolation system enabled (red) and disabled (blue).  

For the latter, noise peaks in a bandwidth of 500 Hz associate with transmission of mechanical 

noise from the environment into the microscope, and these features are attenuated by more than 

an order of magnitude by engaging the vibration isolation system.  Remaining noise sources in 

the AFM measurement include sensitivity of the deflection photodiode, and stability of the 

deflection laser wavelength and amplitude. 

Fig. 5B and 5C reveal the back-scattered near-field signal amplitude (S2) and phase (P2) 

demodulated at the second harmonic of the probe dither frequency, with the metal-coated AFM 

probe engaged with a gold substrate.  Interestingly, it can be seen that broadband noise intrudes 
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across the measurement bandwidth of the optical signal unless the vibration isolation system is 

diligently enabled.  The overall improvement in SNOM signal-to-noise has been found to easily 

exceed a factor of 5 under typical measurement conditions after enabling the vibration isolation.  

Both SNOM and AFM performance of the cryoSNOM Mark II are found to greatly exceed those of 

the Mark I system, as evidenced already in the inaugural near-field scan conducted with the 

former on a test grating of etched silicon oxde (Fig. 5.11).  However, sensitivity of the near-field 

phase measurement is found limited to a few degrees at the imaging wavelength of 11 microns, 

and this limitation can be traced to the vibration isolation stage by inspection of Fig. 5.10D.  Chief 

contributions to the noise spectral density of the P2 signal coincide in frequency with resonant 

modes of the vibration isolation system.  Although such low frequency motions are completely 

suppressed at the probe-sample gab by way of the microscope’s rigidity, any relative motion of 

the vibration isolation stage itself can still be identified as an optical phase instability within the 

interferometer arm comprised of the SNOM AFM and focusing optic.  Here, this effective phase 

instability is precisely the limiting factor for unambiguous identification of the sample’s near-field 

phase response at levels below a few degrees.  The effect is exacerbated by presence of low 

frequency noise sources in the laboratory environment, and remains arguably the sole technical 

challenge to be circumvented for the routine application of high-performance cryogenic scanning 

near-field optical microscopy.  Improvements in this regard should be a focus of ongoing 

instrumental efforts.  At the time of this writing, this limitation plays no crucial role in the ongoing 

nano-infrared studies of quantum phases in correlated oxides at low temperatures. 

Lastly, Fig. 5.12 highlights the possibility to simultaneously combine near-field imaging 

capabilities with other scanning force microscopy modalities, without sacrificing performance of 

either.  This possibility has been recently demonstrated with cryoSNOM Mark II in the context of 

1) magnetic force microscopy, in which probes coated in magnetic metal can resolve small 

magnetic forces over the sample surface, and 2) Kelvin probe force microscopy, where the 

surface work function (or more generally, the surface electrostatic potential) can be resolved with 
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careful application of differential bias between tip and sample and registry of electrostatic forces.  

Neither modality has been found to interefere with the routine application of SNOM imaging, and 

both are functionally important for resolving novel magnetic and electronic phases emerging at 

low temperatures in correlated electron oxides.  The combination of these complementary 

scanning probe techniques will form an experimental centerpiece of future studies using low-

temperature SNOM. 
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5.11 Figures 

 

Figure 5.1:  Features overview of cryogenic scanning near-field optical microscope (cryoSNOM) 
Mark I. 

This first-generation system includes all essential components for conducting near-field optical 
experiments in a cryogenic environment.  A) The chief elements include an ultra-high vacuum 
chamber (center) along with associated vacuum valves, mechanical (turbomolecular) and quiet 
(Ion getter) vacuum pumps, and most importantly an interior compact atomic force microscope 
equipped with free-space focusing optics.  External navigation optics outside the vacuum 
environment facilitate observing the probe over the sample surface.  B) The microscope proper 
consists of 1) a cantilevered AFM probe and associated deflection-sensing optics housed in the 
AFM head, 2) a sample atop coarse positioners and a nano-resolved scanner, and 3) a large 
numerical-aperture articulated focusing optic for accurately focusing light to the AFM probe and 
for collecting back-scattered radiation.  All positioning apparati within the vacuum space operate 
with vacuum-compatible piezoelectric mechanisms (“piezos”) and are XYZ-articulated. 
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Figure 5.2:  Principles of vibration isolation for scanning probe microscopy. 

A) & B) Adapted from Okano et al. 1987.15  A) Example vibration isolation scheme comprised of 
low spring constants springs suspending and isolating a microscope platform.  Contactless 
damping of spring motion is afforded through magnetic coupling of an immobile permanent 
magnet with a conductive block (e.g. copper) on the suspended stage.  The coupling converts 
relative motion into eddy currents.  B) Example transfer functions of vibrations coupled to the 
microscope stage, with (below) and without (above) eddy current damping; resonant modes are 
attenuated by 10 dB.  C) Adapted from Pohl et al. 1986.14  The concept of vibration isolation for 
scanning probe microscopy consists in combining structural features of the microscope with high 
mechanical resonance frequency (high-pass transfer function, in red) with a low resonant 
frequency vibration isolation stage (e.g. spring suspension; low-pass transfer function, in blue).  In 
a noisy environment, microscope performance is dictated by the product of transfer functions (in 
green), resulting in even several orders of magnitude noise of rejection across all frequencies 
relevant for measurements. 
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Figure 2. That is difficult to implement, however, because it 
implies a laiie static elonption AzJ,v = 0) of the elastic 
element: 

Az,(0) = g • m^lCl, (6) 

where g = 9.81 ms~̂  is the earth acceleration constant. 
Comparison with Equation (4) yields 

(IwuJ" . Az,(0) = g. (1) 

Thus, resonances of 1 and 0.3 Hz would, respectively, 
require 0.25- and 2.5-m elongations. Such large elongations, 

though feasible, involve inconveniences of design and 
operation. Most damping systems, for STMs as well as for 
other sensitive machinery such as interferometers, therefore 
operate at P̂  = 2 to 5 Hz. 

The quality factor Q^ should not be too lai^e to ensure 
that accidental excitations at v^ attenuate within a reasonably 
short time. On the other hand, it should not be too small to 
achieve efficient damping for frequencies v > v^^. Q^ can be 
altered with external attenuators such as eddy-current 
dampers; otherwi^, it is necessary to rely on the internal 
friction of the damping elements. For typical viscoelastic 
caoutchouc-type elements, Q^= 10 — 20 [2]. 

It can be seen from Figure 3 that the response to walking 
remains unattenuated in both cases. The 17-Hz resonance is 
reduced by 97% in the first case (F ,̂) and 90% in the second 
(? ĵ). Thus, amplitudes of about 6 and 20 nm, respectively, 
appear at the base of an STM when it is excited with the 
noise spectrum of Figure 2. The 50- and 1(K)-Hz peaks as 
well as hi^er-frequency perturbation can be efficiently 
isolated from the STM by either of the above damping 
systems. This resuh is supported by the general experimental 
observation that noise in the tunneling current is dominated 
by low-frequency fluctuations. 

• Stiffness and structural resonance 
Large-amplitude low-frequency perturbations which are 
relatively unaffected by conventional damping systems can 
jeopardize STM operation unless the STM structure 
possesses sufficient internal stiffiiess. Hence, knowledge of 
the elastic response of the somewhat complex STM 
mechanical setup can be extremely useful. 

The STM structure, being an elastic system, can be 
characterized by its modes of mechanical excitation and 
their resonances. As mentioned previously, only those modes 
which involve motion of the tip relative to the sample 
influence the tunneUng current. The lowest-frequency mode 
asMx:iated with tip motion normal to the sample surface is 
particularly important. 

Qualitative and even semi-quantitative information 
regarding that mode can usually be obtained by a 
straightforward analysis. For example, the structure of Figure 
1(a) may be expected to show vibrations of the cover plate 
relative to the base caused by elongation of the connecting 
rods and/or bending of the plate itKlf. Calculation of the 
respective resonance frequencies is unproblematic for simple 
shapes using expressions which can be found in any textbook 
on technical mechanics [3]. 

The critical resonances can also be determined 
experimentally by subjecting the STM to vibrations from a 
mechanical shaker and analyzing the frequency spectrum of 
the tunnel current (cf Figure 6 of [4]). The lowest-order 
critical resonances are usually found to be in the 1- to 10-
kHz range. The dominance of this frequency regime is a 
consequence of present-day STM dimensions, typically a few 
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Figure 5.3:  Features overview of cryoSNOM mark II. 

The outer vacuum chamber is suppressed for this interior view.  Forming a stand-alone modular 
unit, the interior microscope design of cryoSNOM mark II consists of four main elements:  1) an 
atomic force microscope, 2) a vibration isolation stage comprised of soft 7-inch springs and 
magnetic eddy current damping stage, 3) a parabolic focusing mirror atop nanopositioning stages 
for illumination of the SNOM probe and collection of probe-scattered light, and 4) a cold-head 
cooled by the cryostat that provides thermal contact to the sample stage through a soft and thin 
copper braid. 
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Figure 5.4:  Cross-sectional overview (part 1 of 3) of cryoSNOM Mark II chamber. 

Novel features of the microscope include a 1 inch effective focal length parabolic focusing mirror, 
effectively doubling the numerical aperture of illumination and light collection optics as compared 
with cryoSNOM Mark I.  The combination of “plug-in” fiber optic deflection signal and effective 
navigation optics makes a very effective use of constrained space in the atomic force microscope 
head.  Thermal isolation between the sample stage and piezo scanner is afforded by two layers 
of steatite spacers bolted with teflon screws, keeping the operating temperature of the scanner 
close to room temperature while admitting low sample temperatures (~20 K). 
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Figure 5.5:  Principles of AFM detection in an ultra-high vacuum (UHV) environment. 

Two approaches are commonly used for detection of probe cantilever deflection to enable atomic 
force microscopy operation in an ultra-high vacuum environment.  A) Angled specular reflection of 
a focused deflection laser off the cantilever surface onto a position-sensitive photodiode enables 
detection of vertical and torsional flexures of the cantilever, but is difficult to implement in the 
confinement and ultra-clean environment of a vacuum chamber.  B) Interferometric (Fabry-Perot) 
detection of cantilever displacements relies on detected interference between laser fields 
reflected from the cantilever and from the end of an optical fiber, the latter being used for 
compactly delivering the deflection laser to the cantilever.   This method requires merely an 
optical fiber within the ultra-clean vacuum space.12 
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Figure 5.6:  Implementation of navigation optics for cryoSNOM Mark II. 

Navigation optics are implemented by way of an achromatic doublet inside the vacuum space, 
which project an image of the probe & sample to just above the top viewport of the microscope 
chamber, combined with a machine-vision microscope (InfiniTubeTM) outside the vacuum 
environment.  A long-working distance objective lens (Mitutoyo Corp.) allows the microscope to 
project this image onto a CCD camera at 50X magnification.  The navigation optics system also 
allows careful vertical approach of the sample, together with straightforward positioning of the 
sample for the interrogation of micron-scale structures using the AFM probe.  The navigation 
optics are also used to ensure in situ positioning of the AFM probe cantilever into the deflection 
laser focus when probes are replaced. 
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Figure 5.7:  Cross-sectional overview (part 2 of 3) of cryoSNOM Mark II chamber. 

The multi-flanged vacuum chamber (Kimball Physics) enables entry of a manipulator arm to 
interchange probe and sample carriages within the vacuum environment whenever needed.  To 
facilitate replacement of probes, an XYZ trio of nano-positioning stages (Micronix USA) allows 
remotely projecting the probe carriage forward for replacement, with subsequent in situ 
positioning into the focus of AFM deflection optics and the microscope navigation optics. 
   

Remote tip 
positioning 

(XYZ piezo stages) 

Tip projects 
forward 

Entry for 
manipulator arm 

Interchangeable 
probe and sample 

plates 

(Vertical cross-section, 
chamber center-line) 



166 

 

 

Figure 5.8:  Scheme for exchangeable probe-heads in cryoSNOM Mark II. 

A) The AFM unit of the microscope is shown during initial AFM testing under ambient conditions.  
The AFM probe is illuminated over a silicon oxide calibration sample (faint blue color).  The probe 
head is highlighted red, and in B) shown removed from the microscope for clarity.  The probe 
carriage (probe head) is kinematically removable from a spring-loaded receiver (Ferrovac GmbH).  
As many as 13 micro-pins on the probe carriage and associated electrical contacts inside the 
receiver together enable automatic electrical contact to the carriage for delivering excitation 
voltages to an on-board excitation (dither) piezo.  Other electrical contacts enable delivery and 
measurement of electrical signals to and from the probe. 
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Figure 5.9:  Cross-sectional overview (part 3 of 3) of cryoSNOM Mark II. 

Vacuum hardware for probe and sample exchange are shown adjoined to the main vacuum 
chamber.  A load-lock quick-entry chamber (differentially pumped) allows bringing probes or 
samples from atmospheric conditions into the 10-9 mbar vacuum space within a matter of hours.  
A dual-shaft wobble-stick allows positioning the manipulator to remove or replace probes and 
samples from / into both 1) the load-lock delivery apparatus and 2) an in-vacuum storage space.  
Linear translation of the wobble stick enables similar manipulations within the microscope 
chamber, for inserting or removing probes and samples.  Below the microscope, the cut-away 
displays elements of the magnetic eddy current damping system.  The microscope cryostat 
resides on a flange behind the AFM, and delivers cooling power from flowing liquid cryogen 
(helium) to the sample stage by way of a thin thermal link of copper foil (Attocube GmbH). 
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Figure 5.10:  Performance metrics for cryoSNOM Mark II. 

A) The spectral density of noise in the probe-sample gap is a defining characteristic of scanning 
probe microscope performance.  In situ suspension of the microscope (“Floated”) on its vibration 
isolation stage displays more than one order of magnitude attenuation of mechanical vibrational 
noise, and overall a more than three-fold reduction in RMS vibrational noise in the operational 
500 Hz bandwidth.  Remaining 1 / f (“pink”) noise is largely attributable to deflection laser jitter 
and sensitivity of the AFM photodiode.  B) Signal-to-noise of the second-harmonic near-field 
signal amplitude is dramatically improved by employing the vibration isolation, by way of 
stabilizing the AFM performance.  C) Signal-to-noise of the second-harmonic near-field signal 
phase is reduced somewhat, since relative motion of the vibration-isolated stage contributes 
instability to interferometric detection of near-field signals.  D) Focusing on the low-frequency 
regime, vertical and pendular resonance frequencies of the vibration isolation system are 
discernible. 
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Figure 5.11: Inaugural infrared near-field image from the cryoSNOM Mark II. 

A) Topographic sensitivity from the associated AFM scan is approximately 1 angstrom.  B) At an 
imaging wavelength of 11 microns, etched holes in the thin silicon oxide layer reveal the near-field 
response of silicon.  Sensitivity of the near-field phase is as good as 2 degrees at this imaging 
wavelength.  Scan time: 6 ms per pixel; scan resolution: 20 nm per pixel. 
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Figure 5.12:  Correlative modes of scanning probe microscopy enabled in cryoSNOM Mark II. 

Signals from these “extra” modalities can be acquired unobtrusively and simultaneously with the 
performance of a near-field scan. 
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6.CHAPTER 6:  Exploring nanotextured phase coexistence in the correlated insulator V2O3 

 

 

 

 

6.1 Abstract 

The insulator-metal transition remains among the most studied phenomena in correlated 

electron physics.  However, the spontaneous formation of spatial patterns amidst insulator-metal 

phase coexistence remains poorly explored at the meso- and nano-scales. Here we present real-

space evolution of the insulator-metal transition in a V2O3 thin film imaged at high spatial 

resolution by cryogenic near-field infrared microscopy.  We resolve spontaneously nanotextured 

coexistence of metal and correlated (Mott) insulator phases near the insulator-to-metal transition 

(~160-180K) associated with percolation and an underlying structural phase transition. 

Augmented with macroscopic temperature-resolved x-ray diffraction measurements of the same 

film, a quantitative analysis of nano-infrared images acquired across the transition suggests 

decoupling of electronic and structural transformations. Persistent low-temperature metallicity is 

accompanied by unconventional critical behavior, implying that long-range Coulomb interactions 

may govern the nanotexture of phase coexistence through the film’s first-order insulator-metal 

transition.  
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6.2 Introduction 

The subtle interplay of charge, spin, and orbital degrees of freedom in complex correlated 

oxides is known to result in strongly inhomogeneous phases, even in equilibrium.1  In several 

families of correlated oxides including cuprates.2,3 and manganites,4,5,6 competing short- and long-

range interactions give rise to emergent real-space patterns7 that can provide fundamental clues 

to the principles underlying exotic behavior of these systems.  Spontaneous self-organization of 

coexistent phases remains largely unexplored in real-space among many classes of materials 

exhibiting a first-order insulator-metal transition (IMT), attributable mostly to the absence of real-

space probes capable of imaging the highly insulating side of the transition with nano-scale 

resolution.  Enabled by nano-resolved infrared (nano-IR) imaging,8 we demonstrate how a self-

organized real-space electronic nanotexture underlies a five orders-of-magnitude change in 

resistivity through the IMT of V2O3.  Furthermore, we resolve hitherto unreported characteristics of 

this correlated electron system, which challenge the conventional conventional picture of an 

abrupt first-order insulator-metal transition. 

The IMT in V2O3 from paramagnetic metal (PM) to low temperature (T~160K) 

antiferromagnetic insulator (AFI)9 arises from a thermally perturbed balance of entropy, kinetic 

energy, and Coulomb repulsion among conduction electrons,10,11 leading to abrupt electron 

localization and a 0.7 eV energy gap.12  These features appear intimately associated with a 

structural phase transition (SPT) from a corundum lattice to a lower symmetry monoclinic 

structure.10  Increasingly refined studies have revealed unforeseen aspects of this transition,13,14,9 

hypothesizing a more subtle phase diagram where real-space phase inhomogeneities play an 

essential role. The IMT and SPT have been found to decouple in the related compound VO2, 

whereby a strongly correlated monoclinic metal emerges between low temperature monoclinic 

insulating and high temperature rutile metallic phases.15,16  However, the exact role of Mott 

physics in VO2 remains hotly debated, calling for a critical examination of real-space features 
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entering the IMT of V2O3 at low T, where the role of electron localization by Coulomb repulsion is 

more conclusive. 11,17,18,19 

We developed cryogenic infrared near-field (nano-IR) imaging (see Appendices) to 

assess nano-scale phase inhomogeneity20,21 emerging through the classic IMT in V2O3.  Here, we 

imaged a 300 nm thick highly oriented V2O3 thin film (Appendices) at 25 nm resolution, revealing 

a spontaneous real-space nanotexture reflective of interactions governing the IMT.  Upon first 

cooling into the transition, our local nano-optical probe resolves bi-directional stripes of the 

correlated insulator phase percolating through the parent paramagnetic metal, whereas 

macroscopic x-ray diffraction (XRD) of the same film reveals a concurrent corundum-to-

monoclinic structural phase transition.  Lower temperatures of the IMT render a complete 

structural transition, whereas metallic patches persist in an insulating background, implying that a 

novel monoclinic metal phase endures amidst the correlated insulator phase.  Evolving real-

space correlations and critical scaling among electronic domains suggest a crossover in the 

character of long-range interactions governing the electronic nanotexture:  stripes stabilized by 

structural coexistence give way to a “droplet” texture as predicted by frustrated mean-field 

theories that account for long-range Coulomb interactions.22,23,24,25 

 

6.3 Sub-diffractional imaging across the insulator-metal transition 

Throughout this work we examine images of nano-IR signal S (Fig. 6.1a) normalized to 

an absolute reference through inclusion of a lithographically defined gold electrode within the 

imaging field of view (FOV) (not shown).  We report details of nano-IR image processing in the 

online Supplementary Information (SI.II)51. Contrasts in the nano-IR signal form a reliable probe of 

local metallicity and therefore of the nano-scale IMT in correlated oxides (Appendices).20,15,21  

Here, we apply a color scheme in which red represents high nano-IR signal, indicating metallic 

regions.  In contrast, insulating domains where the dielectric function is positive present reduced 

nano-IR signal20,21 and are represented in blue. Fig. 6.1c displays a subset of images extracted 
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from a fixed 20 × 20 µm2 FOV at select temperatures through a cooling and warming cycle 

measured with 920 cm-1 (~11 µm wavelength), probing predominantly the free-carrier optical 

(Drude) response of V2O3 according to far-field spectroscopy.12,11  The most prominent features of 

these images are bi-directional stripes emerging spontaneously through the transition. Upon 

cooling from the metallic state (204 K), stripes of insulating material appear (175 K), grow (172 

K), and fragment the metallic state (169 K), producing a striped pattern of metallicity. As the film 

resistance rapidly grows (160-170 K), metallic stripes disconnect (164 K), disorder into patches, 

and subsequently vanish into an insulating background (162 K). The transition follows a reverse 

trajectory upon heating, albeit with a 6 K hysteresis. Images acquired at higher spatial resolution 

(25 nm pixels) are presented in Fig. 6.1b, clearly showing the growth of metallic domains in an 

insulating background upon warming. 

Images in Fig.1 show that the IMT progresses upon decreasing temperature through four 

successive stages:  i) a homogeneous metallic state, ii) a striped nanotexture of percolating 

electronic phase coexistence, iii) an inhomogeneous insulating state populated with metallic 

patches, and iv) a homogeneous correlated insulator state. The bipartite character of phase 

coexistence suggests a first-order phase transition with two characteristic values of the “order 

parameter” (carrier density), in accord with conventional expectations for the Mott transition into 

an AFI state.11,10,26 The majority of “domain walls” between metallic and insulating regions are 

sharp within our spatial resolution (Fig. 6.1b).  Most surprisingly, we note that nano-IR signal 

levels characteristic of the distinct phases themselves evolve gradually across the transition, 

uncovering bona fide thermal evolution of the electronic response, in contrast to a “monolithic” 

phase transition between end-phases. Fig. 6.2b quantifies the binary yet thermally evolving 

character of the transition via a histogram representation of nano-IR signals recorded at distinct 

temperatures upon warming. Each bimodal nano-IR signal distribution consists of two distinct 

populations amidst the IMT.  We identify these with “insulating” (dashed blue curve) and “metallic” 
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(dashed red) sub-populations, each well fit by an asymmetric (skew) normal distribution.  Such 

binary behavior has been previously observed in VO2.20 

 

6.4 Thermal evolution of insulator and metallic phases 

Significant thermal evolution of the observed “metallic phase” is attributable to continuous 

changes in optical conductivity of these domains. This evolution is consistent with a suppression 

of quasiparticle weight or pseudogap across the Mott IMT as predicted theoretically27 and 

suggested by area-averaged spectroscopies of V2O3.26,13,12  Meanwhile, systematic temperature 

dependence of the nano-IR signal from “insulating” regions is also noteworthy.  An increase in 

their nano-optical signal while warming suggests a scenario whereby the insulating band-gap of 

the AFI state narrows through the IMT until becoming comparable to our probing energy (110 

meV).  Accordingly, calculations by cellular dynamical mean-field theory have proposed a narrow- 

to large-gap progression of the Mott insulating state in the phase-coexistent regime of the 

Hubbard model,29 and area-averaged optical probes also report an emergent pseudogap close to 

the IMT.12,26  Moreover, mean-field treatments of photoexcitation in the related compound VO2 

find that changes in d-orbital occupancy can induce smooth collapse of the insulating gap 

preceding the abrupt IMT.30  Our imaging results lend support to such scenarios among nano-

scale regions in V2O3.  

To bolster our attribution of insulating and metallic regions, we applied a binarization 

procedure (Appendices) to analyze evolving cluster sizes and areal fractions of insulating and 

metallic phases.   The dash-dotted curves of Fig. 6.2a obtained by this analysis display the area 

Amax (percentage of the FOV) of the largest cluster observed at each temperature. Fig. 6.2a 

shows that Amax peaks at a temperature identifiable as the percolation threshold Tperc.  At this 

temperature the percolating phase switches in identity from “metallic” to “insulating” upon cooling, 

or vice versa upon warming.  Tperc thus marks the percolation event, i.e. the formation of an 

“infinite” conducting pathway across the entire FOV and, by inference, the whole V2O3 film. 
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Meanwhile, Tperc is also identifiable from the film’s temperature dependent electrical resistance R 

or conductance 𝐺 = 𝑅!!.  Viewed as an effective circuit comprising parallel conductive pathways, 

the greatest change in film conductance is expected when the largest conductive pathway is 

formed or removed.  Accordingly, the thermal derivative of the film conductance ∂𝐺 ≡ !
!"

 𝑅!! 

(solid curves in Fig. 6.2a, obtained from ex situ resistance measurements) reaches a maximum 

value when the largest conducting pathway (spanning the film electrodes) is broken up. Our 

comparison between Amax and ∂G shows that percolation thresholds identified both in and ex situ 

agree to within 1 K and percolation occurs at 168 K (174 K) upon cooling (warming). 

Having established a nano-scale classification of metal and insulator, our binary images 

can reliably estimate the relative fill fractions of the two phases. Moreover, ex-situ XRD 

measurements of the same V2O3 film reveal relative intensities of corundum and monoclinic 

diffraction peaks (Appendices), allowing assessment of constituent structural phase fractions (Fig. 

6.2d).  Fig. 6.2c compares the thermometry-calibrated (SI.III 51) metallic fraction (symbols) 

obtained by nano-IR to the corundum fraction (solid curves) obtained by XRD, revealing a 6 K 

thermal offset between electronic and structural transitions. Consistent with the percolation 

temperature identified in and ex situ, we find the metallic constituent is about 60% at 168 K while 

cooling, whereas the occupation of the corundum phase at this temperature remains ~25%, with 

an uncertainty of about 10%.  This implies that some metallic regions must exhibit the monoclinic 

structure. Combined nano-IR and XRD measurements thus provide the first clear evidence that 

electronic and structural transitions can decouple in a V2O3 film. 

Enabled by co-localized images at numerous temperatures, the binarizing threshold 

signal Sthresh(T) pinpoints the temperature at which an individual image pixel switches from one 

electronic sub-population to the other.  This protocol defines a local insulator-metal transition 

temperature TIMT resolved at each pixel with 25 nm precision (see also Fig. S11 51).  Fig. 6.3a 

presents the thermal distribution of TIMT from all image pixels, with consolidated data from cooling 

and warming (after removing the relative 6K hysteresis).  We identify the peak of the distribution 
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with a characteristic temperature TE for the electronic transition, equal to 164K (169K) for cooling 

(warming).  The distribution shows that the IMT is most likely to occur at this temperature, a full 

10K below the structural phase transition temperature TSPT where XRD indicates the SPT is most 

rapid (and where structural phases are detected at 50% fraction).  Fig. 6.3b presents a phase 

diagram comprised of phase fractions (PF) obtained from our data, with electronic and structural 

transitions shown on orthogonal axes.  Moreover, the temperature range for the implied 

monoclinic metal (MM) is denoted in proximity to TE. 

 

6.5 Striped nanotexture and the structural phase transition 

The most striking feature in our images is the spontaneous formation of bi-directional 

stripes (Fig. 6.3d), suggesting an underlying organizational principle that could further elucidate 

the interplay between structural and electronic transitions. To characterize growth of these 

stripes, we quantify the extent of orientational anisotropy presented by domain walls as a function 

of temperature (S.IV).  Fig. 6.3c reveals this anisotropy is maximized 10K above TE, matching 

well the structural phase transition temperature TSPT.  Likewise, we detect a pattern of <1 nm 

topographic corrugations (Fig. 6.3e) emerging at temperatures of the underlying SPT (Fg. S9 51).  

Nanometer-scale surface buckling likely accompanies the differential unit cell volumes of 

coexisting structural domains.15,31  These topographic features broadly coincide in real-space with 

the electronic nanotexture revealed by nano-IR (Fig. 6.3d&3e), and their spatial cross-correlation 

is maximal at temperatures where the IMT and SPT overlap (Fig. S9 51).  Moreover, the striped 

electronic nanotexture exhibits periodicity that is best revealed through the temperature 

dependent static structure factor, obtained as the spatial Fourier transform of the 2-dimensional 

correlation function for phase coexistence (see Appendices).6,32  Panels in Fig. 6.3f present the 

structure factor amplitude while cooling through three characteristic temperatures: close to TSPT 

(TE+10K), above TE (TE+4K), and below TE (TE-5K).  Peaks in the structure factor that appear 

sharpest near TSPT reflect preferential wave-vectors for the spontaneous formation of anisotropic 
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stripes.  Spaced at 60o or 120o angular separations, these wave-vectors explicitly reveal that 3-

fold rotational symmetry of the high-temperature corundum structure is broken bi-directionally by 

at least two monoclinic twin configurations.33 A third crystallographic twin is expected but 

unobserved in our images, perhaps due to excess elastic mismatch of this domain orientation 

with the substrate.  The mean length scale corresponding to wave-vectors in Fig. 6.3f encodes 

the emergent periodicity resulting from phase coexistence in our film.34,35 We associate this 

periodicity with a structural correlation length ξstruct, as visualized in Fig. 6.4a, which shows a 

section of the correlation function  perpendicular to stripes observed near TSPT (see Appendices, 

Fig. S10 51).  As shown in Fig. 6.4b, ξstruct rises abruptly to a value of about 1.2 µm with a broad 

plateau centered also in the temperature range identified by XRD with the SPT. 

The association of long-range spatial correlations and striped nanotexture with TSPT is 

unmistakable.  Indeed, a well-known real-space pattern of equilibrium structural phase 

coexistence (SPC) can emerge spontaneously during a SPT, taking the form of a “tweed” texture 

to minimize elastic strain energies among structural domains and the substrate.7,34,35  Detailed 

studies of the sister compound VO2 have revealed similar real-space patterns of SPC tunable by 

temperature and by intrinsic or extrinsic stress.36,31  Therefore, the observed temperature 

dependent anisotropy and ξstruct both suggest that the striped electronic nanotexture revealed by 

our images within this ~20K temperature window is largely a consequence of the IMT “guided” by 

the underlying SPT.  For temperatures near TSPT, the lattice mismatch between monoclinic and 

corundum structural domains produces long-range elastic interactions (accommodation strain) 

governing the coexistence of electronic phases.34,35   Additional nano-IR imaging of a thinner (100 

nm) V2O3 film (SI.V and Figs. S12 & 13 51) reveals that ξstruct is tunable with thickness in a fashion 

consistent with nanotexture mediated by accommodation strain. 
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6.6 Hallmarks of the electronic Mott transition 

As temperature decreases further towards TE, we encounter clues concerning the 

character of monoclinic metallicity in this V2O3 film.  First, we confirm that the low-temperature 

IMT proceeds by a clear first-order electronic phase transition even among persistent metallic 

domains.  Fig. 6.4g presents characteristic transition curves (S vs. T) for loci of pixels that exhibit 

the same transition temperature TIMT upon cooling.  Taking the transition curve corresponding to 

TIMT=176K (red) for reference, Fig. 6.4h reveals a sharp first-order discontinuity in S for all TIMT, 

and by implication, abrupt decrease in the Drude response.  Sir Neville F. Mott’s idealization of 

this IMT predicted such discontinuity on the basis of the long-range Coulomb interaction.10  

Dynamical mean field theory studies of the Hubbard model have rigorously predicted a first-order 

Mott transition.37,11,24  Such a first order transition is now first evidenced among remnant metallic 

domains in the monoclinic phase.  However, owing to further thermal evolution of the insulating 

phase observed throughout the IMT (Fig. 6.2b), we note that this first-order transition does not 

immediately yield the ultimate low-temperature AFI state appearing at T<160K. 

The size and shape of persistent metallic domains is pertinent to the interactions 

governing their transition.  The Landau theory for phase transitions holds that a thermally 

fluctuating balance between volumetric and surface free energies (associated in the Mott 

transition with electronic degrees of freedom27) among patches of the emerging phase will 

determine their spatial extent by way of short-range correlations.38  We denote this spatial scale 

the electronic correlation length ξelec, and extract it at each temperature from the central full-width 

at half maximum of the correlation function (Fig. 6.4a; see Appendices). Fig. 6.4e and 4f show 

ξelec, which quantifies the characteristic isotropic length scale of electronic domains, reaching a 

maximum (~400 nm) at TE.  The growth and peak in ξelec near TE reveals the tendency for metallic 

domains to form “droplets” at these temperatures rather than stripes (Figs. 4f and 4i). This 

behavior resembles the strong temperature dependence of spatial correlations that exhibit 

universal scaling near a critical point.38,17,39  Similarly, we observe robust critical scaling through 
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the transition in the temperature dependence of the largest electronic domain size 𝑑!"# ≡ 𝐴!"#  

(Amax as presented in Fig. 6.2a) observed to scale as 𝑇 − 𝑇!"#$
!! with 𝜈 = 0.96 ± 0.07 ≈ 1 (Fig. 

6.4d). Our directly resolved scaling shows quantitative agreement with the scale invariant 

nucleation site density inferred from area-averaged optical studies of similar V2O3 films.40 

While considering the thermal evolution of these metallic domains, it is worth noting that 

our V2O3 film presents a metal-insulator transition among the cleanest (most abrupt) yet reported. 

Indeed, as evidenced by dissimilar maps of TIMT for cooling and warming (Fig. S11 51), positions 

of low-temperature metallic patches are largely spontaneous, implying a decoupling from pinning 

sites.  Although critical scaling behaviors are unexpected amidst the first-order transition of a 

clean system, here they might be reconciled with predictions for frustrated phase separation in 

the Hubbard model.  Below the Mott transition temperature, uniform band filling in the 

homogeneous state is proposed to become unstable at a fixed chemical potential, and the system 

phase-separates into regions with distinct charge density n associated with the insulating state at 

half band-filling and a slightly doped metallic state.25  This charge disproportionation Δn is 

theorized to reach a few percent amidst the transition. 24  Consequently, long-ranged Coulomb 

interactions between domains are expected to penalize macroscopic charge separation, whereas 

interfacial domain wall energy σ favors few coexistent domains.  This competition can produce a 

frustrated texture of droplet-shaped domains with characteristic size 𝑑~ !
∆!!

!/!
 whose 

correlation length 𝜉!"!# ∝ ∆𝑛!! is determined by screening.23,25,22,41  The weak divergence of ξelec 

we observe in this temperature regime may arise from vanishing Δn as T approaches the 

probable IMT temperature 𝑇!.24  Moreover, mean-field treatments of Coulomb frustrated phase 

transitions have predicted power-law scaling of the characteristic droplet domain size with 

temperature, consistent with our observations for dmax(T).22  Most importantly, the intermediate 

appearance of a spontaneously nanotextured state across a first-order transition points to the 
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relevance of long-range interactions that fundamentally prohibit a conventionally abrupt transition 

between end-phases.41 

6.7 Epitaxy and the low-temperature metallic phase 

Coulomb interactions can account for the crossover near TE to a spontaneous droplet 

nanotexture that forms independently of the structural transition.  Nevertheless, the origin for a 

novel monoclinic metal (MM) phase still invites explanation.  Such a low temperature metallic 

phase is reminiscent of reports for the related correlated oxide VO2.16,20,15,32,42  Whereas a 

transient or pressure-induced MM has been observed even in VO2 single-crystals,43,44 its more 

robust appearance in thinner extrinsically or epitaxially strained samples suggests a general 

mechanism decoupling the IMT from the SPT.  For example, studies of the semi-infinite Hubbard 

model have predicted that interfacial metallicity stabilizes amidst a bulk Mott insulating state.45  

Meanwhile, X-ray absorption studies of V2O3 have identified inequivalent metallic states accessed 

through thermal and pressure-driven transitions46 and have revealed a novel pressure-induced 

MM phase,14 related perhaps to that detected here. 

We propose that epitaxial strain and the consequent striped SPT nanotexture play a 

crucial role among films. Indeed, a stabilized intermediate electronic state with attributes of the 

high-temperature phase has previously been observed below the magnetoresistive transition 

temperature of manganite films.47  This intermediate state was linked to accommodation strain 

from coexistent structural phases.  Consequently, we speculate that an intermediate MM phase in 

epitaxial V2O3 may be stabilized by epitaxial strain.  Alternating regions of tensile and 

compressive accommodation strain in the striped nanotexture15 may produce local deviations in 

the c/a lattice constant ratio.  These deviations are expected to modulate orbital occupancy of 

both IMT end-phases,46,48 perhaps giving rise to their temperature dependent optical response as 

observed here.  Indeed, phase coexistence in a thinner V2O3 film, where effects of epitaxial strain 

are yet more prominent (see SI 51) reveals even further “coarsening” of the optical distinction 

between metal and insulator phases.  Although tuning of orbital occupancy has been studied30 
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and demonstrated in epitaxial VO2,49 such effects have not yet been investigated at the 

nanoscale.  Moreover, the crossover observed here in V2O3 from striped (strain-mediated) to 

droplet nanotexture awaits observation in VO2. 

 

6.8 Conclusion 

Associating the persistent low-temperature metallic phase of V2O3 with a strain-induced 

or Coulomb-frustrated phase implies novel real-space features of the insulator-metal transition, 

hitherto unexplored. Our study reveals that a rich interplay of short- and long-range interactions 

can lead to spontaneously nanotextured phase coexistence across the low temperature insulator-

metal transition in V2O3. Nano-optical imaging affirms that unexpectedly rich behaviors can 

underlie even this classic insulator-metal transition, while demanding modifications to the 

conventional phase diagram for strained epitaxial structures.17,10  Low-temperature nano-

spectroscopic probes and X-ray magnetic imaging will be essential to further elucidate the 

electronic character of intermediate phases emerging amidst the insulator-metal transition in V2O3 

and other correlated oxides. 
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6.10 Figures 

 

Figure 6.1:  nano-IR imaging of the insulator-metal transition in V2O3. 

a) Schematic depiction of near-field microscopy of phase coexistence in a V2O3 thin film; nano-IR 
signal superimposed on film topography at 171K (cooling).  b) High-resolution co-localized near-
field images of coexisting phases evolving upon warming the film from the antiferromagnetic 
insulator (AFI) to paramagnetic metal (PM) phase; 1 micron scale bar; color scale as in c).  c) 
Large-area co-localized nano-IR images of the electronic phase transition upon cooling (blue 
arrows) and warming (orange arrows); 5 microns scale bar.  The color scale (bottom) 
distinguishes metallic from insulating regions by their nano-IR signal S.  d) Resistance of the film 
versus temperature upon cooling (blue arrow) and warming (orange arrow); dashed lines 
demarcate the temperature range of phase-coexistence in the insulator-to-metal transition (IMT).  
Inset: schematic arrangement of gold pads on the film surface used as in-situ transport electrodes 
and for quantitative normalization of near-field images. 
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Figure 6.2:  Bimodal analysis of phase distributions in V2O3. 

a) Comparison of the size of the largest insulating or metallic cluster observed by near-field 
microscopy (Amax) against changes in film transport conductance per unit temperature ∂G for 
both cooling and warming; both metrics identify a coincident percolation threshold.  b) Histogram 
representation of near-field signal amplitudes (viz. optical near-field reflectance) collected from 
the film at a subset of temperatures upon warming from 164K to 184K, relative to an ideal metal 
(gold); an example fit to the distribution at 173K by two asymmetric normal distributions reveals 
insulating (dashed blue) and metallic (dashed red) populations evolving with temperature, 
demarcated by a temperature-dependent threshold value of the near-field signal Sthresh, indicated 
from above by arrows; note vertical log scale. c) Thermometry-calibrated comparison of areal fill 
fractions for the metallic phase identified by nano-IR imaging against volumetric fractions for the 
high-temperature structural phase (corundum) identified by XRD; an anomalous thermal offset 
suggests persistent metallicity in the monoclinic structural phase.  d) Bimodal decomposition of 
diffraction peaks measured by X-ray diffraction (XRD) admits measurement of structural fill 
fractions (Methods). 
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Figure 6.3:  Phase diagram for electronic and structural phases in thin-film V2O3. 

a) Distribution of insulator-metal transition temperatures TIMT obtained as the fraction of observed 
pixels to transition per degree K; data from cooling and warming together.  The peak in the 
transition indicates the characteristic transition temperature, TE.  b) Phase diagram presenting T-
dependent fill phase fractions (PF) for electronic and structural phases (orthogonal axes) 
measured by nano-IR imaging and X-ray diffraction (XRD).  EPC = electronic phase coexistence; 
SPT = structural phase coexistence; MM = monoclinic metal.  c) Directional anisotropy of 
electronic domain walls versus temperature as obtained from a binary insulator-metal 
classification of nano-IR image pixels; anisotropy maximizes abruptly at the structural phase 
transition temperature TSPT, associating electronic anisotropy with “guiding” by the SPT.  d) 
Subset of nano-IR image at TE+4K (warming) compared with e) topographic corrugations (relative 
to 298K) detected simultaneously by AFM; scale bar: 5 microns.  f) Static structure factor (see 
text) of EPC measured near TSPT, above TE, and below TE, revealing preferred structural wave-
vectors emerging at 60o lateral separations; colored dots indicate temperatures on the phase 
diagram panel b). 
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Figure 6.4:  Composite phenomena amidst the insulator-metal transition in V2O3. 

a) Trace from the image correlation function obtained 9K above TE, perpendicular to the direction 
of stripes; relevant correlation lengths are indicated.  b) The structural correlation length 
associated with periodic correlations; ξstruct plateaus at TSPT and originates from structural phase 
coexistence.  c,f,i) Acquisition temperatures for nano-IR images indicated by colored dots in panel 
e).  c) Indication of ξstruct associated with real-space stripe periodicity; scale bar: 2 microns.  d) 
Scale invariance of the largest electronic domain size dmax, fitting a power law with critical 
exponent ν≈1 close to the percolation threshold temperature Tperc.  e) The electronic correlation 
length associated with short-range correlations; ξelec peaks abruptly at TE.  f) Indication of ξelec 
associated with the characteristic size of metallic droplets; field of view is a subset of panel c); 
scale bar: 1 micron. g) Average transition curves (nano-IR signal S vs. T) acquired from pixels 
exhibiting insulator-metal transition temperatures TIMT=176K (red) to 160K (blue) upon cooling.  h) 
Curves from g) after referencing to TIMT=176K, revealing a first-order discontinuity in S down to 
TIMT=160K.  i) Monoclinic metallic matches are observed to persist even 10K below TE (~19K 
below TSPT); scale bar: 1 micron. 
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6.11 Appendix A:  Cryogenic near-field optical nanoscopy 

Scattering-type scanning near-field optical microscopy (s-SNOM) enables imaging of 

surface optical properties at variable temperatures50 below the diffraction limit, with a resolution 

limited only by the geometric probe sharpness. 21,28  Here, we present images of the locally back-

scattered near-field signal amplitude (abbreviated to nano-IR signal, or S) collected at low 

temperatures using a newly developed cryogenic near-field optical microscope (SI.I and Figs. S1 

& S2 51).  Metallic regions where the DC-conductivity is high and the real part of the dielectric 

function is negative (at the probing IR frequency) yield high nano-IR signals comparable to that of 

good metals (viz. gold).  We recorded nano-IR images upon cooling from room temperature 

across the IMT down to T=24 K with a temperature interval of 2-4K between 160K - 180K, 

followed by a similar number of measurements upon warming to room temperature. Consistent 

results were also obtained on a 100 nm V2O3 film (SI.V and Figs. S12 & 13 51).  All measurements 

were conducted in an ultra-high vacuum (<10-8 mbar) environment to prevent surface 

contamination.  

 

6.12 Appendix B:  Growth of V2O3 Films 

This work focuses on a 300 nm thick highly oriented V2O3 film (3 nm RMS surface 

roughness, see SI 51; surface topography presented in Fig. 8) which displays a five-orders of 

magnitude increase in electrical resistance across the IMT from 180K to 150K (Fig. 6.1d) with a 

cooling/warming hysteresis of 6K, characteristic of a first-order phase transition.  Lithographically 

patterned gold pad electrodes on the film enabled in situ resistance measurements for accurate 

thermometry calibrations between nano-IR imaging and ex situ measurements of the same film 

(see SI  51).  This film together with a similar 100 nm film were both epitaxially grown on (012)-

plane sapphire substrate by RF magnetron sputtering from a V2O3 target (1.5” diameter, > 99.7%, 

ACI Alloys, Inc.). The samples are prepared in a high vacuum system with a base pressure of 

1×10−7 Torr. The substrate temperature was kept at 750°C during the deposition. 4 mTorr 
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ultrahigh purity (99.999%) Ar and 100 W RF power were used for the deposition of V2O3. These 

conditions yield a deposition rate of 0.67 Å/s. Based on X-ray diffraction characterization of the 

film, compressive strain from lattice mismatch between hexagonal lattice constants for room 

temperature sapphire and V2O3, combined with stress relief by film buckling and granularity, 

induces lattice expansion along the film c-axis and a concomitant increase in the c/a ratio relative 

to bulk crystals.   Previous studies of sapphire-grown V2O3 films have equated this expansion with 

tensile hydrostatic chemical pressure attainable through chromium doping, affecting a putative 

decrease in bandwidth and increase in the Mott transition critical temperature.48 Indeed, the 

transition temperature for our film is as much as 16K higher than for bulk crystalline V2O3.  

Notably, previously grown films displayed characteristics similar to the best available single 

crystal samples.12 

 

6.13 Appendix C:  Determination of structural phase fractions by X-ray diffraction 

We have determined the SPT temperature and the crystallographic phase fraction in our 

film by performing temperature-dependent X-ray diffraction (XRD) measurements. We measured 

the out-of-plane XRD of the rhombohedral (012) peak shifts from 2θ = 24.30° above the SPT (300 

K) to the monoclinic (011) 2θ = 24.05° below it  (100 K). The peaks were then fitted with two 

Gaussian curves; keeping fixed the 2θ values of the low and high temperature phases. The area 

under each Gaussian was normalized to the total area and the percentage volume fraction of 

each phase was thus obtained. The temperature TSPT is identified as that where the structural 

transition is most likely, and incidentally where both phases are equally populated.  

 

6.14 Appendix D:  Binarization procedure 

As presented in Fig. 6.2b, the histogram distributions of near-field signal values S 

measured at temperatures amidst the IMT are strongly bi-modal.  Each of these distributions is 
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well fit by a pair of skew normal (asymmetric Gaussian) distributions, which we associate with 

insulator and metal sub-populations.  The point of intersection for these two normally distributed 

sub-populations (Fig. 6.2b) yields a threshold nano-IR signal that most probably distinguishes 

metal from insulator. We apply this temperature-dependent threshold Sthresh(T) to assign individual 

pixels to the sub-populations of higher or lower conductivity (viz. metal or insulator).  Having thus 

binarized our images, we then rigorously identified both the individual electronic clusters 

(contiguous domains of the minority phase) and overall electronic phase fractions from our 

images, enabling the results of Figs. 2a&c and Fig. 6.4d. 

 

6.15 Appendix E:  Correlation Analysis 

Informally, the correlation function 𝑔(𝛿𝑟) of an image 𝐼(𝑟) (evaluated at lateral positions 

𝑟) expresses the level of statistical similarity between image features separated by a 

displacement 𝛿𝑟. Formally, the correlation function is given by 38: 

𝑔 𝛿𝑟 = 𝛿𝐼 𝑟 , 𝛿𝐼 𝑟 + 𝛿𝑟 = 𝑑!𝑟 𝐼 𝑟 − 𝐼 𝑟 𝐼 𝑟 + 𝛿𝑟 − 𝐼 𝑟 + 𝛿𝑟  (1) 

Here ⋯  indicates an areal average of the enclosed value.  Appearance of the mean 

value 𝐼(𝑟)  in Eq. (1) reflects that only image inhomogeneities (“features”) are relevant for the 

characterization of spatial correlations.  Eq. (1) was used to compute the correlation function for 

each nano-IR image across the insulator-metal transition of our V2O3 film.  Each correlation 

function was normalized to unity at 𝛿𝑟 = 0, taken by construction to indicate 100% correlation. 

The correlation function is known to reveal intrinsic periodicities more clearly within noisy 

data than would be possible to identify through direct inspection alone.  We use this feature to 

identify periodicity in our nano-IR images, whose mean length scale we identify as 𝜉!"#$%".  The 

characteristic wave-vector for this periodicity 𝑘 = 2𝜋/𝜉!"#$%" is most easily identified from the static 

structure factor 𝑔(𝑘), computed as the 2-dimensional Fourier transform of the correlation function: 
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𝑔 𝑘 =

1
𝐿!

𝑑!𝑟
!/!

!!/!
𝑒!! !∙!  𝑔(𝑟) 

(2) 

 

Here, L denotes the size of the image over which the correlation function is computed.  

Meanwhile, the rotational average of the correlation function (yielding 𝑔(𝑟), evaluated at 

displacement magnitude 𝑟 alone) was used to identify 𝜉!"!# according to its central full-width at 

half-maximum.  This correlation length reflects the typical scale for statistical correlations to 

locally decay by e-1 and corresponds intuitively with the average characteristic dimension of 

image inhomogeneities.  In our case these comprise puddles of the minority electronic phase – 

whether insulating in character above the percolation temperature, or metallic below.  The weakly 

“divergent” character of 𝜉!"!# revealed by our correlation analysis and the thermal scaling of 

metallic “droplet” sizes both resemble the phenomenology of Landau theory for scale-invariant 

spatial fluctuations proximate to the critical point of a continuous phase transition38.  In the case of 

a first-order phase transition, long-range interactions can provide an alternative route to critical 

behavior.22  
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