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Introduction 
In the 1970s and 80s Cognitive Science and Cognitive 
Linguistics and Computational Psycholinguistics emerged 
as the boxes around our disciplines started to become 
straight-jackets, and research out of one discipline would start 
to make waves in others.  The toy systems of Artificial 
Intelligence were reaching limits, and introspection by 
programmers and engineers was reinventing square wheels 
without any biological plausibility and in ignorance of 
relevant work across the cognitive sciences, while conversely, 
work in other fields often lacked the understanding of 
computability and complexity necessary to ensure that 
models were realistic and computationally plausible. 

This is the starting point for the research program I have 
been undertaking for the last 35 years, seeking to build 
intelligent computer systems and computational cognitive 
models.  The idea has been to try to build an intelligent 
system modelled on the way a baby learns about the world, 
culture, society and language. Conversely, the idea has been 
to explore theories from psychology, linguistics and 
neuroscience through the medium of computational models. 
The primary focus and agenda of our research program are 
summed up in Powers and Turk (1989): language and 
ontology are learned together through multimodal association. 

Language & Ontology 
Over the years, the breadth of the both the “Language” and 
“Ontology” learning aspect of the research has grown to 
include audio-visual speech, gesture and emotion 
recognition and synthesis, as well as robots both simulated 
and physical. The earliest models (Powers, 1983; 1984) self-
organized with a clear dependency on closed class lexemes 
as the basic for syntactic structuring, and later work 
extended this to the levels of phonology and morphology 
(Powers, 1991;1997abc). In parallel, the same learning 
models, including both statistical and neurally based co-
clustering models, were also used to learn noun, verb and 
preposition semantics in the context of a robot world 
simulation, and remain of major importance in our research 
(Pfitzner et al. 2009; Leibbrandt & Powers, 2010;2012). 

 The physical models ranged from a robot baby that 
turned and looked at you if your talked to it or touched it 

(Powers, 2002), whilst wheeled robots took on a life of their 
own (Powers et al., 2012) with simulated Teaching Head 
applications becoming a major focus (e.g. Milne et al., 
2011-12) as an outcome of a major ARC/NHMRC Thinking 
Systems initiative that not only funded our “Thinking Head” 
project, but our colleagues’ “Thinking Hand” and “Thinking 
Feet” projects.1 Whereas we concentrated on hands and feet 
and wheels for locomotion, with fairly conventional path 
planners for navigation, and made use of conventional 
robotic grippers for grasping, or much safer simulated 
grasping for our Hybrid World (Newman et al., 2010), this 
Thinking Hand team concentrated on such matters as how to 
hold a glass or a light bulb without breaking it, whilst the 
Thinking Feet team looked at spiking models for navigation. 

One of the core driving forces for our work at this point is 
the realization that our “five senses” actually hide a 
multitude of specific sensors and percepts each.  For 
example the fingerprints on the hand distinguish the 
transverse motion of slip vs the normal force of pressure, in 
ensuring we neither drop nor crush the light bulb. Our two 
eyes and four types of visual transducer, and the different 
afferents and efferents involved in controling convergence 
and focus and aperture, combine with our inner and outer 
ears to direct our gaze and focus sound, with two different 
Nyquist tradeoffs of time vs frequency, with 3D balance and 
inertial sensing. Much of our focus is combining together 
different senses or subsenses, or discriminating out the 
different features from our combined senses that have 
particular value in the tasks we attempt. 

This combination of multiple sensory or feedback inputs 
is called fusion (Lewis and Powers, 2000;2003) and 
complements processes of signal deconvolution (Li et al., 
2003) and feature selection (Atyabi et al., 2012). 
Computationally it is not effective to learn by throwing all 
the mass of sensory input together into one big vector and 
trying to make sense of it (‘early fusion’), but nor is it 
effective to try to deal with each sense or sensor on its own 
to do the task, and at the last minute vote to fuse sources or 
models (‘late fusion’).  Rather we need to look at the 
similarities and correlations (e.g. whose lips are moving to 
know who is talking to us) and dissimilarity and 
independence (viz. we don’t want a committee of yes-men, 
but of independent thinkers, so we search a large space of 
potential solutions).  The first step is often to figure out how 
many independent components, or clusters or features there 
are – or we can use algorithms that decide on the fly. 
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