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Tenet: An Architecture for Tiered Embedded Networks

Ramesh Govindan Eddie Kohler Deborah Estrin Fang Bian
Krishna Chintalapudi Om Gnawali Ramakrishna Gummadi Sumit Rangwala

Thanos Stathopoulos

Abstract

Future large-scale sensor network deployments will be
tiered, with the motes providing dense sensing and a
higher tier of 32-bitmasternodes with more powerful
radios providing increased overall network capacity. In
this paper, we describe a functional architecture for wire-
less sensor networks that leverages this structure to sim-
plify the overall system. OurTenetarchitecture has the
nice property that the mote-layer software is generic and
reusable, and all application functionality resides in mas-
ters.

1 Introduction

Over the last five years, sensor network research has
seen significant advances in the development of hard-
ware devices and platforms, and in the design of services
and infrastructural elements such as routing, localization,
and time synchronization. Deployed systems, however,
have lagged behind. Existing deployments are small-
to medium-scale continuous data acquisition systems in
which all sensor data is collected at a central location.
This is far from the vision enunciated in early sensor net-
works work, in which sensor networks incorporate sig-
nificant in-network processing for energy efficiency. Yet,
attempts to move these deployments closer to the vision
have foundered.

Our experience with sensor deployments has convinced
us that the problem is with the vision. The constraints on
programming low-power, mote-class systems—sensing
uncertainty, wireless communication vagaries, and limited
energy, processing, and memory—are difficult enough to
handle on their own; yet the “Application Specific” prin-
ciple [6] on which much sensor research is based suggests
that each application must tackle these problemscom-
bined with application-specific data fusion constraints.
This is leading us to develop systems that are exceedingly
complex, unmanageable, and not re-usable. A new archi-
tecture is needed.

This paper discusses the architectural foundations of
sensor networking. Our focus is on thefunctionalarchi-
tecture, the principles that, based on cost and complex-

ity arguments, state where functionality should reside in
a network. Our arguments are modeled after the end-to-
end principle [15], which states how functionality should
be placed in data communication networks. We call our
principle

The Tenet. Multi-node data fusion function-
ality and complex application logic should be
implemented only in a tier of relatively high-
powered Stargate-class nodes, which we call
masters. The cost and complexity of imple-
menting this functionality in motes outweighs
the performance benefits of doing so.

The tiered embedded networks built on this principle,
which we also call Tenets, contain both small-form-factor
motes and Stargate-class masters. Tiered organizations
have been discussed before [20]; our contribution is to
simplify the architecture by explicitly limiting mote func-
tionality. Motes contain sensing and actuation functional-
ity and enable infrastructure-less instrumentation of phys-
ical spaces and artifacts, while masters are free of energy
constraints and provide increased network and compu-
tational capacity, enabling large-scale deployments. All
mote sensor data is routed to computational elements run-
ning on masters, or users and databases attached to mas-
ters. Motes are tasked by applications running on mas-
ters, and can implement simple logical elements such as
thresholds and compression, but any further computation
takes place only on masters.

Excluding multi-sensor fusion and complex application
logic from motes will have two advantages: first, the ap-
plication runs in a less resource-constrained environment,
reducing development cycles and and improving overall
system robustness; and second, the principle makes it pos-
sible to conceive of ageneric mote layer that need be
implemented once, and reused for a variety of applica-
tions. The disadvantage—a potential loss of efficiency—
is a small price to pay for increased robustness and man-
ageability.

We emphasize that the development of Tenet doesnot
supplant research on mote-class devices. Motes are es-
sential for low-cost dense sensing, and ongoing research
on software architectures for the motes [1] and on various
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mote subsystems, such as medium access, time synchro-
nization, and localization, will remain highly relevant for
Tenets.

Tenet opens up several novel research directions. One
important area is the development of a generic master-to-
mote interface that can be used by several applications.
Another is the design of robust subsystems necessary for
an operational Tenet: a robust routing system, reliable
delivery of data between masters and motes, effective
congestion control for high data-rate applications, low-
overhead network monitoring, and automated networking
management and tuning. The design of these subsystems
can leverage masters, and the perspective they have of the
mote network, for simplicity and efficiency.

The Tenet architecture can greatly accelerate the devel-
opment of applications, and hence the adoption of this
highly-promising technology. This paper discusses the
Tenet architectural framework, and briefly discusses how
it can simplify the design and development of sensor net-
work applications.

2 The Tenet Architecture

In this section, we first briefly review the progress of sen-
sor networks research so far, then describe and justify the
architectural principle guiding the design of Tenets. We
then describe the Tenet architecture in a little bit more
detail, and discuss the relevant research challenges. We
conclude this section by outlining the implementation of
two qualitatively different applications on the Tenet archi-
tecture.

2.1 Motivation

Recent progress in sensor network research and develop-
ment has been oddly nonuniform. Several groups have
made major advances in hardware development, leading
to two commonly-available classes of sensor platform: in-
expensivemotes, such as Crossbow’s Mica series and sim-
ilar devices from Telos and Dust Inc.; and so-called gate-
way nodes, which we callmasters, such as Crossbow’s
Stargate. Masters have roughly an order of magnitude
more computational power, memory, and wireless com-
munication bandwidth than motes. Moreover, the com-
munity’s research output has been impressive and wide-
ranging, from lower-layer services such as MAC, routing,
localization and time synchronization [5, 14] to higher-
layer services and subsystems such as network program-
ming [8].

Yet actual sensor network deployments [2, 16, 17, 19]
have lagged behind this cutting edge. First-generation
deployments are largelycontinuous data acquisition sys-
tems, where data from every sensor is collected at a central

location. Such systems typically employ a clustered archi-
tecture, in which a master node is the head of a cluster of
motes, and master nodes are connected to each other via
a high-speed wireless backbone. Sensor data from each
mote is transmitted multi-hop to the nearest master, and
thence to a back-end database for storage.

Why this disconnect between research and deploy-
ment? An in-depth examination is beyond the scope of
this paper, but we believe the answer is in the architecture.
Most sensor network research has accepted, and worked
within, an architectural principle the community articu-
lated early on. In 1999, we expressed this principle as
follows:

Application-Specific Traditional networks are
designed to accommodate a wide variety of ap-
plications. We believe it is reasonable to assume
that sensor networks can be tailored to the sens-
ing task at hand. In particular, this means that
intermediate nodes can perform application-
specific data aggregation and caching, or in-
formed forwarding of requests for data. This is
in contrast to routers that facilitate node-to-node
packet switching in traditional networks. [6,
Section 2]

Put simply, this principle hasn’t stood the test of time.
Our experiences with small-scale sensor network deploy-
ments over the past five years have convinced us that it
needs wholesale revision. As with Active Networks [18],
the application-specific mote vision provides significant
opportunities for research, but the resulting systems are
too complex to deploy and maintain. We now argue that
an architecture that pushes complex application-specific
logic to the motes will lead to fragile and unmanage-
able systems. While motes are essential to enabling low-
cost dense sensing, programming on the motes is subject
to constraints along many dimensions: limited memory,
processing, and energy, together with communication va-
garies and environmental uncertainty. Applications devel-
oped for the motes will have to respect these constraints,
which means that application developers will need to be
exposed to these constraints, and will need to manage re-
sources in order to satisfy these constraints. This results
in long lead times for application development, or frag-
ile systems that need to be manually engineered in order
to work in different environments. Systems designed this
way will be error-prone and inflexible almost by necessity.

Of course, some of the challenges in these deployments
have resulted from technological transients: platform im-
maturity and lack of any significant experience with sys-
tems embedded in harsh environments. Regardless, we
think our argument will continue to hold. Mote con-
straints, such as environmental uncertainty and energy, are

2



either fundamental, or will require a technological revo-
lution (e.g. miniaturized fuel cells) to overcome. Fur-
thermore, our deployment experience has re-emphasized
the fundamental importance ofrobustnessand manage-
ability for sensor networks. Sensor networks must sur-
vive arbitrary failures, and must give users and adminis-
trators insight into problems occuring within the network,
since harsh deployment environments will necessarily in-
duce new failure modes. In-network application process-
ing only adds to the possible failure modes, further com-
plicating an already difficult problem.

2.2 An Architectural Principle

Since systems based on the Application-Specific principle
cannot achieve the robustness and manageability required
for large deployments, we need a new architectural prin-
ciple to guide our designs. The focus of this principle
should be the reduction of complexity.

This paper discusses an architectural principle that can
greatly simplify sensor network application development.
Our principle applies to tiered embedded networks con-
taining both motes and master-class systems. Again, we
call this principle

The Tenet. Multi-node data fusion function-
ality and complex application logic should be
implemented only on masters. The cost and
complexity of implementing this functionality
in motes outweighs the performance benefits of
doing so.

Tiered embedded networks built according to this princi-
ple we likewise callTenets. To our knowledge, the Tenet
principle has not been explored in the literature before.
The rest of this section examines its assumptions and im-
plications.

Tiered Networks Most existing and planned deploy-
ments, including the James Reserve habitat monitoring
network, the Great Duck Island network, and the Extreme
Scaling network, consist of two tiers of nodes, motes and
masters. Masters have significantly higher communica-
tion capacity than motes (e.g., an 802.11x radio), and
can be engineered to have significant sources of energy
(e.g.,a large solar panel and/or heavy-duty rechargeable
batteries). This leads to twofundamentaladvantages
for tiered networks over similarly-sized flat networks of
motes. First, the more powerful radios of the masters can
improve the overall capacity of the network. Second, a
hierarchical network can be relatively easily engineered
to constrain the network diameter; with wireless link loss
rates in the 5–30% range (or higher) [22], a large diameter
mote network will have a vanishingly small likelihood of
packet delivery.

Thus, future large-scale deployments of wireless sensor
networks can safely be assumed to contain both motes and
masters (Figure 1); typical deployments will have 1–2 or-
ders of magnitude fewer masters than motes. Tenets lever-
age masters to offload complex application-specific tasks
from the motes. Since masters can be engineered to have
energy, they will have one or more orders of magnitude
higher processing power, memory, and communication
capacity. This less constrained environment is far easier
to program robustly. Furthermore, removing application-
specific functionality from motes makes them, in turn,
generic, facilitating mote reuse and economies of scale.

The need for hierarchy in sensor networks has been
pointed out before [9, 21]. Prior research on heteroge-
neous sensor networks has described routing techniques
that incorporate heterogeneity [7, 12, 13], and has exam-
ined how careful placement of a few highly-capable nodes
can improve network lifetime [20]. However, Tenets are,
as far as we know, the first attempt to leverage master
functionality into a significant reduction of mote complex-
ity.

Finally, the Tenet principle may simplify the develop-
ment of sensor network systems that incorporate limited
mobility, such as NIMS [3]. In particular, NIMS mobile
components will employ Stargate-class devices, and can
be treated as Tenet-style masters; limiting communication
between NIMS mobile nodes and motes along Tenet-style
lines should make NIMS more robust and deployable, just
as in stationary networks.

Data Fusion Tenets also constrain multi-node data fu-
sion functionality to be placed on masters. Such function-
ality can conceivably be generic, such as a generic track-
ing or beamforming service. Many existing multi-node
fusion algorithms are clustered: the algorithm first needs
to determine which motes have relevant data, then dynam-
ically elect a fusion node (a cluster head), and finally route
data to that node. The Tenet principle does not require us
to rethink this algorithm structure. Rather, we suggest that
masters form natural fusion points; since Tenets will usu-
ally be engineered for small network diameter, a master is
likely to be found within a few hops of each mote. Hap-
pily, the resulting implementations will not require dy-
namic leader election or node discovery mechanisms at
the mote layer.

The tradeoff is, of course, reduced efficiency, since sen-
sor data needs to be routed from motes to the nearest mas-
ter. There are several ways to mitigate this loss of effi-
ciency. First, Tenet motes can implementgeneric, local
sensor data processing, such as compression, transforma-
tion, or thresholding; these operations can significantly re-
duce transfer sizes. (As we discuss below, Tenet motes
always forward data verbatim: no mote will alter data
produced elsewhere.) Second, no mote will be far from
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Figure 1: A tiered embedded network
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Figure 2: Vibration modes of a beam

a master, since many deployments will be engineered to
have bounded network diameters for fairly fundamental
reasons. Finally, the existence of masters can enable more
aggressive management of mote energy resources: appli-
cations can adaptively adjust thresholds to limit the num-
ber of motes responding to an event; and, the system can
adjust duty-cycling rates for motes not currently active.

Discussion Our arguments borrow heavily from the lit-
erature on Internet architecture, and the Tenet itself shares
some similarities with the Internet’s end-to-end princi-
ple [15]. Both principles discuss the placement of func-
tionality within the network, and in both cases the ra-
tionale for the principle lies in the tradeoff between the
performance advantages obtained by deeply embedding
application-specific functionality and the cost and com-
plexity of doing so. However, the end-to-end principle
is slightly stronger than the Tenet, since it is based on a
fundamental argument that is somewhat independent of
technological trends, rather than a technological assump-
tion that seems likely to hold true for the foreseeable fu-
ture. But although a revolutionary advancement in battery
technology or energy harvesting could call the Tenet into
question, systems built today according to the predomi-
nant Application-Specific principle will certainly be less
robust than Tenets.

2.3 Design Principles

The Tenet architectural principle constrains the design
space for sensor network architectures, but is not itself
an architecture. This paper presents not just the Tenet,
but a coherent sensor network architecture built around it.
This architecture is based on the Tenet itself and the four
additionaldesign principlesdescribed here.

The first principle pertains to the network-layer topol-
ogy of a Tenet.

Addressability. Any master in a Tenet can
communicate with any mote or master in that

Tenet, as long as there is (possibly multi-hop)
physical-layer connectivity between them. Fur-
thermore, any mote in a Tenet can communicate
with at least one master in that Tenet, unless no
master is reachable.

This principle helps enforce high network robustness and
a relatively simple programming model. For example,
imagine that a mote A is connected one-hop to a master
M, but could be connected to a different master, M2, via
three hops. The addressability principle requires that, if
M dies, M2 will learn about and be able to address A, and
vice versa. The requirement to support master-to-master
communication allows, but does not require, the construc-
tion of distributed applications on the masters. Address-
ability requires much less of motes, however; a mote must
be able to communicate withat least onemaster (assum-
ing the network is not partitioned), not all masters, and
mote-to-mote connectivity is not required. This is by de-
sign, and greatly simplifies mote implementations. We ex-
pect Tenet motes to communicate with masters, not with
each other.

The form of this communication is determined by the
second design principle.

Asymmetric Task Communication. Any
and all communication from a master to a mote
takes the form of a task. Any and all communi-
cation from a mote is a response to a task; motes
cannot initiate tasks themselves.

Here, a “task” is a request to perform some activity, per-
haps based on local sensor values; tasks and responses
are semantically disjoint. This principle restates the Tenet
principle in concrete form, stating that Tenet motes com-
municate passively and masters actively. It disallows,
for example, coordinated distributed triggering within the
mote tier. Consider the case where a cloud of motes sends
a message to a base station only when an aggregate sen-
sor value passes some threshold. This requires examining
more than local sensor values, and requires motes to task
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each other. Essentially, motes may only be tasked by mas-
ters to collect data from specified sensors, or to actuate
attached devices such as cameras or structural exciters.

Within these bounds, however, there is considerable
flexibility, which we plan to explore as future work. For
example, tasks might request immediate, periodic, or ran-
domized data collection; results might be sent back un-
compressed, sampled, aggregated (as an average, say),
or transformed (using an FFT, say); and communication
might be contingent on some sensor threshold. This gen-
eral definition of a task will allow applications to pro-
gram the network to be more energy-efficient. As the
technology evolves, and improvements in battery capac-
ity will permit more processing and memory resources to
be added to motes, applications will be able to leverage
these resources. This capability will allow increased net-
work lifetimes or (equivalently) will allow applications to
extract more “work” from the network for a given life-
time. The necessary requirement is that any multi-node
or tasking functionality must be implemented on masters.
Thus, the Tenet architecture does not contradict the need
for in-network processing that prior sensor networks re-
search has generally assumed. Rather, it precisely pre-
scribes what kind of in-network processing can be per-
formed where in a Tenet.

Practical Tenets will, of course, support management
operations on the motes, such as determining the status of
a task or of the mote itself, altering parameters of sensors
and actuators, and reprogramming the motes themselves.
The communication-is-tasking principle simply states that
these operations must be modelled as tasks. Furthermore,
in some cases, a sensor or exciter may be directly con-
nected to a master; we model this as a master with a logi-
cally connected mote.

The third principle further defines what tasks may re-
quest of a mote.

Task Library. Motes provide a limited library
of generic functionality, such as timers, sensors,
simple thresholds, data compression, and FFT
transforms. Each task activates a simple subset
of this functionality.

The task library is similar in intent to a processor or vir-
tual machine [10, 11] instruction set, except that we ex-
pect the task library instruction set will not be Turing-
complete: infinite loops, for example, will not be ex-
pressible. (This limitation simplifies the construction of
robust mote software—for example, there’s no need to
worry about runaway scripts.) A task library that simul-
taneously simplifies mote programming, simplifies mas-
ter and application programming, and provides maximum
efficiency is a key piece of the Tenet architecture. Luck-
ily, we expect to gain considerable leverage from concur-
rent work on the SNA architecture [1], which focuses on

software interfaces and modularization for mote-class de-
vices.

The fourth, and final, principle simply states the yard-
sticks by which we will measure success.

Robustness and Manageability. Robustness
and manageability are primary design goals.

Robust networking mechanisms, which permit applica-
tion operation even in the face of extensive failures and
unexpected failure modes, are particularly important for
the challenging environments in which sensor networks
will be deployed. This goal has long been recognized as
fundamental for networked systems; the specialized com-
munication pattern in Tenets impose a different set of ro-
bustness challenges than those faced by more traditional
networks, but also provide a structure that may facilitate
better solutions. Manageability implies, for example, that
tools in the task library must provide useful insight into
network problems—such as why a particular sensor or
group of sensors is not responding, or why node energy
resources have been depleted far faster than one would
have expected—and allow automated response to such
problems. Ensuring manageability is another classic prob-
lem in networking for which there exists a large literature
and well-known issues in wired networks. By elevating
both robustness and manageability into high-level design
goals—above even performance—we hope to make sig-
nificant progress on these vital issues, which are some of
the major roadblocks to large-scale deployments today.

3 Implementing Applications

The Tenet architecture will enable us to implement dif-
ferent applications without changing the mote tier, with
application-specific code and data processing residing on
the masters. We illustrate this by sketching how two qual-
itatively different applications would be implemented in a
Tenet.

3.1 Triggered Imaging for Habitat Monitor-
ing

Consider an in-situ habitat monitoring sensor network
equipped with various types of sensors. In particular, as-
sume that some sensor nodes are equipped with cameras.
Given the relatively high energy cost of imaging, it is de-
sirable totrigger one or more cameras in response to in-
formation gleaned from other sensing modalities. When
to trigger a camera, and which set of cameras to trigger,
is an application-specific operation that might depend on
data from a number of sensors (whose identities may not
be knowna priori), or may be a more complex function
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that might depend on the history of previously sensed val-
ues.

An implementation of this application-specific func-
tionality on the motes would require the following steps.
First, when one of the motes locally detects the possible
need to trigger a camera (e.g.,because a temperature read-
ing has exceeded a threshold), it needs to discover other
motes that have also detected these events. Then, it fuses
these individual event detections in an application-specific
manner to decide whether a camera needs to be triggered.
Finally, it needs to dynamically discover the locations of
cameras, and determine which ones to trigger.

These steps are difficult to implement on the motes. Im-
plementing dynamic discovery and data fusion on energy-
and computation-constrained devices can be a challenge.
In particular, in this application, the collection of motes
that is logically related to a camera (i.e., is within the cam-
era’s field of view) can be different from the network’s
physical and topological relationships, and the relation-
ship will change over time as obstructions move in and
out of the space between cameras and the sensing motes,
and as changes in connectivity result in network topology
changes.

In a Tenet, this application would be implemented as
follows. Each master runs application-specific code. Col-
lectively, the masters task all (or a subset, as necessary) of
the motes to report back when their temperature readings
exceed a threshold. Each mote conveys this reading back
to its nearest master; the masters (perhaps with some co-
ordination) fuse this data, determine which camera(s) to
trigger, and task those cameras.

This implementation is fairly flexible. Given the com-
putational and memory resources of the masters, the fu-
sion decision can be made more sophisticated (e.g., by
using historical information, or by incorporating infor-
mation from other modalities that detect obstructions) by
simply re-programming the application on the masters. A
sophisticated triggering algorithm can avoid false posi-
tives. Furthermore, the application can dynamically tune
the sensor thresholds (if necessary) by simply re-tasking
the motes. This can be used to trade-off accuracy for
overhead as necessary. Finally, the application can dy-
namically choose to add new sensing modalities by task-
ing more sensors. In this application, a different sensing
modality might be used to detect obstructions to a camera
view, for example.

The Tenet implementation might lose some energy ef-
ficiency, since masters must be informed of temperature
readings as well as triggered images. However, this is
by no means assured, since the inter-mote protocols that
would be required to support camera location and so forth
might be more expensive over time.

3.2 Structural Damage Detection and Lo-
calization

Structural health monitoring, or SHM, aims to develop
technologies and techniques that automatically detect, lo-
calize, and classify damage in large structures (ships,
bridges, aircraft and buildings) [4]. We envision an SHM
system consisting of hundreds of sensors and several tens
of exciters (actuators). This system would periodically
perform a set of tests on the structure to determine its
structural integrity, and locate possible damage inside the
structure. A typical set of tests would involve induc-
ing forced vibrations at different points and analyzing the
structure’s distributed responses.

The structural response of a structure is often repre-
sented as the composition of several modes. A mode is
a standing wave pattern (Figure 2) induced on a struc-
ture and is characterized by a modal frequency (one of
the resonant frequencies of the structure), a mode shape
(the spatial amplitude distribution of the structural vibra-
tion at that resonant frequency), and an attenuation (how
fast the energy of the standing wave decays). Damage in
a structure typically alters one or more of the modes of
a structure. Mode detectability depends on sensing and
actuation locations within the structure. For example, in
Figure 2, a sensor placed at locationE will never detect
modesM2, M4, and so on, whileE is a good place to detect
modeM1. Actuation atE will generate a dominant mode
M1 while it will not generate modeM2. A simultaneous
actuationin opposite directions at locationsI andG will
generate modeM5. A real structure typically has several
different modes of very complex 3-dimensional shapes.

Existing SHM techniques rely on collecting all the
structural response data resulting from a set of actua-
tions and performing a modal analysis on them. Modal
analysis applies signal processing operations such as
Fourier transforms (FFT), singular value decomposition
(SVD), computation of ARMA parameters, computing
auto-correlations, and so forth. Such modal analysis can
detect theexistenceof structural damage by, for exam-
ple, measuring changes in the frequency of one or more
modes. It can also detect thelocation of the damage
by measuring changes in mode shape. Sophisticated in-
network modal analysis is simply out of reach of today’s
mote technology. As motes evolve, they may become
more capable of performing complex computations, but
the difficulties in successfully distributing modal analysis
will remain.

A Tenet is a more natural architecture for this class
of high-data rate applications. Application specific code
on the masters would implement the structural tests by
tasking sensors and exciters. In a typical test, one or
more masters would coordinate and task motes as follows:
command one or more exciters to actuate the structure at
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one or more locations at a certain time; collect the struc-
tural response at a specified frequency (say 100 Hz) for
a specified duration (say 1–2 seconds); then transmit the
data back to a master. The masters would then to check
whether the structure is damaged, possibly via collabora-
tion. In the absence of damage, they would command the
motes to sleep until the next scheduled test.

With improvements in mote technology, some of the
modal analysis, specifically the generic signal processing
steps, can be implemented at the motes. For example, a
master can task a mote to compute the ARMA coefficients
of the sensed data, instead of sending back time series.
This will involve a relatively simple change to applica-
tion code running on the master tier, while still avoiding
involving the motes in complex coordination.

4 Conclusion

The two applications discussed above are qualitatively
different in that they have different computational require-
ments, different sensing modalities and sensor data rates,
and different time-scales of operation. Yet, we argue that
bothcan be implemented by usingidenticalsoftware for
the mote tier, and largely common infrastructure for the
master tier. The goal of developing the Tenet architec-
ture is an ambitious one. We envision sensor networks
that are truly easy to design, program, deploy, and man-
age. Tenet mote-class systems will implement a fixed li-
brary of functionality, enabling mostly-hardware imple-
mentation and further reducing cost and size, and allow-
ing true application-level sharing of mote infrastructures.
The software tools we develop will make it easy to im-
plement interesting multi-master applications. Tenet rep-
resents a large step towards our community’s shared end
goal—ubiquitously deployable sensor networking.
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