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Tenet: An Architecture for Tiered Embedded Networks

Ramesh Govindan Eddie Kohler Deborah Estrin Fang Bian
Krishna Chintalapudi Om Gnawali Ramakrishna Gummadi SumigRalra
Thanos Stathopoulos

Abstract ity arguments, state where functionality should reside in

a network. Our arguments are modeled after the end-to-
Future large-scale sensor network deployments will ad principle [15], which states how functionality should
tiered, with the motes providing dense sensing andb2 placed in data communication networks. We call our
higher tier of 32-bitmasternodes with more powerful principle
radios providing increased overall network capacity. In
this paper, we describe a functional architecture for wire- The Tenet. Multi-node data fusion function-
less sensor networks that leverages this structure to sim- ality and complex application logic should be
plify the overall system. Oufenetarchitecture has the implemented only in a tier of relatively high-
nice property that the mote-layer software is generic and powered Stargate-class nodes, which we call
reusable, and all application functionality resides in‘mas masters The cost and complexity of imple-
ters. menting this functionality in motes outweighs

the performance benefits of doing so.

1 Introduction The tiered embedded networks built on this principle,
which we also call Tenets, contain both small-form-factor
Over the last five years, sensor network research tagtes and Stargate-class masters. Tiered organizations
seen significant advances in the development of hatdve been discussed before [20]; our contribution is to
ware devices and platforms, and in the design of serviggplify the architecture by explicitly limiting mote func
and infrastructural elements such as routing, localimatidionality. Motes contain sensing and actuation functienal
and time synchronization. Deployed systems, howeviy,and enable infrastructure-less instrumentation ofsshy
have lagged behind. Existing deployments are smatlal spaces and artifacts, while masters are free of energy
to medium-scale continuous data acquisition systemscionstraints and provide increased network and compu-
which all sensor data is collected at a central locatioiational capacity, enabling large-scale deployments. All
This is far from the vision enunciated in early sensor netiote sensor data is routed to computational elements run-
works work, in which sensor networks incorporate siging on masters, or users and databases attached to mas-
nificant in-network processing for energy efficiency. Yeters. Motes are tasked by applications running on mas-
attempts to move these deployments closer to the visiens, and can implement simple logical elements such as
have foundered. thresholds and compression, but any further computation
Our experience with sensor deployments has convindakies place only on masters.
us that the problem is with the vision. The constraints onExcluding multi-sensor fusion and complex application
programming low-power, mote-class systems—sensilagiic from motes will have two advantages: first, the ap-
uncertainty, wireless communication vagaries, and lichitglication runs in a less resource-constrained environment
energy, processing, and memory—are difficult enoughreducing development cycles and and improving overall
handle on their own; yet the “Application Specific” prinsystem robustness; and second, the principle makes it pos-
ciple [6] on which much sensor research is based suggeside to conceive of genericmote layer that need be
that each application must tackle these problemom- implemented once, and reused for a variety of applica-
bined with application-specific data fusion constraintsions. The disadvantage—a potential loss of efficiency—
This is leading us to develop systems that are exceedinigly small price to pay for increased robustness and man-
complex, unmanageable, and not re-usable. A new archgeability.
tecture is needed. We emphasize that the development of Tenet dus
This paper discusses the architectural foundationssofpplant research on mote-class devices. Motes are es-
sensor networking. Our focus is on thenctionalarchi- sential for low-cost dense sensing, and ongoing research
tecture, the principles that, based on cost and complex-software architectures for the motes [1] and on various



mote subsystems, such as medium access, time synclocation. Such systems typically employ a clustered archi-
nization, and localization, will remain highly relevant fotecture, in which a master node is the head of a cluster of
Tenets. motes, and master nodes are connected to each other via
Tenet opens up several novel research directions. Gnkigh-speed wireless backbone. Sensor data from each
important area is the development of a generic master-teste is transmitted multi-hop to the nearest master, and
mote interface that can be used by several applicatiotience to a back-end database for storage.
Another is the design of robust subsystems necessary fowhy this disconnect between research and deploy-
an operational Tenet: a robust routing system, reliabteent? An in-depth examination is beyond the scope of
delivery of data between masters and motes, effectivés paper, but we believe the answer is in the architecture.
congestion control for high data-rate applications, lowdost sensor network research has accepted, and worked
overhead network monitoring, and automated networkimgthin, an architectural principle the community articu-
management and tuning. The design of these subsystéatesd early on. In 1999, we expressed this principle as
can leverage masters, and the perspective they have ofittiews:
mote network, for simplicity and efficiency.
The Tenet architecture can greatly accelerate the devel- Application-Specific Traditional networks are
opment of applications, and hence the adoption of this designed to accommodate a wide variety of ap-
highly-promising technology. This paper discusses the plications. We believe it is reasonable to assume
Tenet architectural framework, and briefly discusses how that sensor networks can be tailored to the sens-
it can simplify the design and development of sensor net- ing task at hand. In particular, this means that
work applications. intermediate nodes can perform application-
specific data aggregation and caching, or in-
. formed forwarding of requests for data. This is
2 The Tenet Architecture in contrast to routers that facilitate node-to-node

packet switching in traditional networks. [6,
In this section, we first briefly review the progress of sen-  Section 2]

sor networks research so far, then describe and justify the

architectural principle guiding the design of Tenets. We pyt simply, this principle hasn't stood the test of time.
then describe the Tenet architecture in a little bit moggyr experiences with small-scale sensor network deploy-
detail, and discuss the relevant research challenges. Wehts over the past five years have convinced us that it
conclude this section by outlining the implementation ¢feeds wholesale revision. As with Active Networks [18],
two qualitatively different applications on the Tenet archthe application-specific mote vision provides significant

tecture. opportunities for research, but the resulting systems are
too complex to deploy and maintain. We now argue that
21 Motivation an architecture that pushes complex application-specific

logic to the motes will lead to fragile and unmanage-
Recent progress in sensor network research and devehldge systemsWhile motes are essential to enabling low-
ment has been oddly nonuniform. Several groups hauest dense sensing, programming on the motes is subject
made major advances in hardware development, leadiogonstraints along many dimensions: limited memory,
to two commonly-available classes of sensor platform: iprocessing, and energy, together with communication va-
expensivamotes such as Crossbow’s Mica series and singaries and environmental uncertainty. Applications devel
ilar devices from Telos and Dust Inc.; and so-called gateped for the motes will have to respect these constraints,
way nodes, which we cathasters such as Crossbow’swhich means that application developers will need to be
Stargate. Masters have roughly an order of magnitueleposed to these constraints, and will need to manage re-
more computational power, memory, and wireless coispurces in order to satisfy these constraints. This results
munication bandwidth than motes. Moreover, the conm long lead times for application development, or frag-
munity’s research output has been impressive and wide-systems that need to be manually engineered in order
ranging, from lower-layer services such as MAC, routintp work in different environments. Systems designed this
localization and time synchronization [5, 14] to highemway will be error-prone and inflexible almost by necessity.
layer services and subsystems such as network progran®f course, some of the challenges in these deployments
ming [8]. have resulted from technological transients: platform im-
Yet actual sensor network deployments [2, 16, 17, 18jaturity and lack of any significant experience with sys-
have lagged behind this cutting edge. First-generatitems embedded in harsh environments. Regardless, we
deployments are largelyontinuous data acquisition systhink our argument will continue to hold. Mote con-
tems where data from every sensor is collected at a centsétlaints, such as environmental uncertainty and energy, ar



either fundamental, or will require a technological revo- Thus, future large-scale deployments of wireless sensor
lution (e.g. miniaturized fuel cells) to overcome. Furnetworks can safely be assumed to contain both motes and
thermore, our deployment experience has re-emphasig@asters (Figure 1); typical deployments will have 1-2 or-
the fundamental importance afbustnessand manage- ders of magnitude fewer masters than motes. Tenets lever-
ability for sensor networks. Sensor networks must surge masters to offload complex application-specific tasks
vive arbitrary failures, and must give users and adminisem the motes. Since masters can be engineered to have
trators insight into problems occuring within the networlgnergy, they will have one or more orders of magnitude
since harsh deployment environments will necessarily imgher processing power, memory, and communication
duce new failure modes. In-network application processapacity. This less constrained environment is far easier
ing only adds to the possible failure modes, further corte program robustly. Furthermore, removing application-

plicating an already difficult problem. specific functionality from motes makes them, in turn,
generig facilitating mote reuse and economies of scale.
2.2 An Architectural Principle The need for hierarchy in sensor networks has been

pointed out before [9, 21]. Prior research on heteroge-

Since systems based on the Application-Specific principleous sensor networks has described routing techniques
cannot achieve the robustness and manageability requitest incorporate heterogeneity [7, 12, 13], and has exam-
for large deployments, we need a new architectural prined how careful placement of a few highly-capable nodes
ciple to guide our designs. The focus of this principlean improve network lifetime [20]. However, Tenets are,
should be the reduction of complexity. as far as we know, the first attempt to leverage master

This paper discusses an architectural principle that danctionality into a significant reduction of mote complex-
greatly simplify sensor network application developmerity.
Our principle applies to tiered embedded networks con-Finally, the Tenet principle may simplify the develop-
taining both motes and master-class systems. Again, tént of sensor network systems that incorporate limited
call this principle mobility, such as NIMS [3]. In particular, NIMS mobile
components will employ Stargate-class devices, and can
be treated as Tenet-style masters; limiting communication
between NIMS mobile nodes and motes along Tenet-style
lines should make NIMS more robust and deployable, just
as in stationary networks.

The Tenet. Multi-node data fusion function-
ality and complex application logic should be
implemented only on masters. The cost and
complexity of implementing this functionality
in motes outweighs the performance benefits of

doing so. . _ _
Data Fusion Tenets also constrain multi-node data fu-

Tiered embedded networks built according to this princion functionality to be placed on masters. Such function-
ple we likewise callfenets To our knowledge, the Tenetajity can conceivably be generic, such as a generic track-
principle has not been explored in the literature befoligg or beamforming service. Many existing multi-node
The rest of this section examines its assumptions and ifission algorithms are clustered: the algorithm first needs
plications. to determine which motes have relevant data, then dynam-
ically elect a fusion node (a cluster head), and finally route
Tiered Networks Most existing and planned deploy-data to that node. The Tenet principle does not require us
ments, including the James Reserve habitat monitoritagrethink this algorithm structure. Rather, we suggest tha
network, the Great Duck Island network, and the Extremeasters form natural fusion points; since Tenets will usu-
Scaling network, consist of two tiers of nodes, motes aafly be engineered for small network diameter, a master is
masters. Masters have significantly higher communidékely to be found within a few hops of each mote. Hap-
tion capacity than motese(g., an 802.11x radio), andpily, the resulting implementations will not require dy-
can be engineered to have significant sources of enengynic leader election or node discovery mechanisms at
(e.g.,a large solar panel and/or heavy-duty rechargealie mote layer.
batteries). This leads to twlundamentaladvantages The tradeoffis, of course, reduced efficiency, since sen-
for tiered networks over similarly-sized flat networks a$or data needs to be routed from motes to the nearest mas-
motes. First, the more powerful radios of the masters c&n. There are several ways to mitigate this loss of effi-
improve the overall capacity of the network. Second,céency. First, Tenet motes can implemeneric, local
hierarchical network can be relatively easily engineersdnsor data processing, such as compression, transforma-
to constrain the network diameter; with wireless link log®n, or thresholding; these operations can significamy r
rates in the 5-30% range (or higher) [22], a large diametkrce transfer sizes. (As we discuss below, Tenet motes
mote network will have a vanishingly small likelihood oflways forward data verbatim: no mote will alter data
packet delivery. produced elsewhere.) Second, no mote will be far from
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Figure 1: A tiered embedded network
Figure 2: Vibration modes of a beam

a master, since many deployments will be engineered to Tenet, as long as there is (possibly multi-hop)

have bounded network diameters for fairly fundamental physical-layer connectivity between them. Fur-

reasons. Finally, the existence of masters can enable more thermore, any mote in a Tenet can communicate
aggressive management of mote energy resources: appli- with at least one master in that Tenet, unless no
cations can adaptively adjust thresholds to limit the num- master is reachable.

ber of motes responding to an event; and, the system G rinci .
: : . is principle helps enforce high network robustness and
adjust duty-cycling rates for motes not currently active.

a relatively simple programming model. For example,

) ) ) _imagine that a mote A is connected one-hop to a master
Discussion Our arguments borrow heavily from the it 1\t could be connected to a different master, M2, via
erature on Internet architecture, and the Tenet itsel€shaf, e hops, The addressability principle requires that, if
some similarities with the Internet's end-to-end princy gies. M2 will learn about and be able to address A. and
ple [15]. Both principles discuss the placement of funGiee versa. The requirement to support master-to-master
tionality within the network, and in both cases the rgsmmunication allows, but does not require, the construc-
tionale for the principle lies in the tradeoff between thg,, of gistributed applications on the masters. Address-
performance advantages obtained by deeply embeddipgiry requires much less of motes, however; a mote must
appl_lcat|on-s.pec:|f|c functionality and the cost anq Oz able to communicate witht least onemaster (assum-
plexity of doing so. However, the end-to-end prinCiplg,; the network is not partitioned), not all masters, and
is slightly stronger than the Tenet, since it is based 0yfyte-to-mote connectivity is not required. This is by de-
fundamental argument that is somewhat independentspf, and greatly simplifies mote implementations. We ex-

technological trends, rather than a technological assung-Ct Tenet motes to communicate with masters, not with
tion that seems likely to hold true for the foreseeable fiuz ., other.

ture. But although a revolutionary advancement in batterythea form of this communication is determined by the
technology or energy harvesting could call the Tenet in{@ g design principle.
guestion, systems built today according to the predomi-

nant Application-Specific principle will certainly be less ~ Asymmetric Task Communication.  Any
robust than Tenets. and all communication from a master to a mote

takes the form of a task. Any and all communi-
cation from a mote is a response to a task; motes

2.3 Design PrlnC|pIeS cannot initiate tasks themselves.

re, a “task” is a request to perform some activity, per-
ps based on local sensor values; tasks and responses
Gk semantically disjoint. This principle restates theefen
}inciple in concrete form, stating that Tenet motes com-
nicate passively and masters actively. It disallows,
L(zr example, coordinated distributed triggering withie th
mote tier. Consider the case where a cloud of motes sends
a message to a base station only when an aggregate sen-
Addressability.  Any master in a Tenet can sor value passes some threshold. This requires examining
communicate with any mote or master in that more than local sensor values, and requires motes to task

space for sensor network architectures, but is not its
an architecture. This paper presents not just the Te
but a coherent sensor network architecture built aroun
This architecture is based on the Tenet itself and the f
additionaldesign principleslescribed here.

The first principle pertains to the network-layer topo
ogy of a Tenet.

The Tenet architectural principle constrains the desiw&
fi



each other. Essentially, motes may only be tasked by msgftware interfaces and modularization for mote-class de-
ters to collect data from specified sensors, or to actuatees.
attached devices such as cameras or structural exciters. The fourth, and final, principle simply states the yard-
Within these bounds, however, there is consideralsiicks by which we will measure success.
flexibility, which we plan to explore as future work. For
example, tasks might request immediate, periodic, or ran- Robustness and Manageability. Robustness
domized data collection; results might be sent back un- and manageability are primary design goals.
compressed, sampled, aggregated (as an average, say), _ ) _ _ _
or transformed (using an FFT, say); and communicati§ifPust networking mechanisms, which permit applica-
might be contingent on some sensor threshold. This g&RD operation even in the face of extensive failures and
eral definition of a task will allow applications to protnexpected failure modes, are particularly important for
gram the network to be more energy-efficient. As tHE_e challenging enwronments in which sensor ne_tworks
technology evolves, and improvements in battery capdll be deployed. This goal has long been recognized as
ity will permit more processing and memory resources fgndamental for networked systems; the specialized com-
be added to motes, applications will be able to |evera$m|cat|on pattern in Tenets impose a different set C?f. ro-
these resources. This capability will allow increased ndStness challenges than those faced by more traditional
work lifetimes or (equivalently) will allow applicationst N€tworks, but also provide a structure that may facilitate
extract more “work” from the network for a given |ife_better_ solutions. Manageablllty |mpl|es, for egamplei_tha
time. The necessary requirement is that any multi-not@®!s in the task library must provide usgful insight into
or tasking functionality must be implemented on mastefttwork problems—such as why a particular sensor or
Thus, the Tenet architecture does not contradict the n€s@uP of sensors is not responding, or why node energy
for in-network processing that prior sensor networks ri2sources have been depleted far faster than one would
search has generally assumed. Rather, it precisely gtave expected—and allow automated response to such
scribes what kind of in-network processing can be pé}r_oblems. Ensuring manageability is another classic prob-
formed where in a Tenet. lem in networking for which there exists a large literature
Practical Tenets will, of course, support managemettd Well-known issues in wired networks. By elevating
operations on the motes, such as determining the statu8@f robustness and manageability into high-level design
a task or of the mote itself, altering parameters of sensgfls—above even performance—we hope to make sig-
and actuators, and reprogramming the motes themseliécant progress on these vital issues, which are some of
The communication-is-tasking principle simply stateg thi'® major roadblocks to large-scale deployments today.
these operations must be modelled as tasks. Furthermore,
in some cases, a sensor or exciter may be directly con- ) ) )
nected to a master; we model this as a master with a logi- IMmplementing Applications
cally connected mote.
The third principle further defines what tasks may rd-he Tenet architecture will enable us to implement dif-

quest of a mote. ferent applications without changing the mote tier, with
. . o _ application-specific code and data processing residing on
Task Library. Motes provide a limited library the masters. We illustrate this by sketching how two qual-

of generic functionality, such as timers, sensors, jtatively different applications would be implemented in a
simple thresholds, data compression, and FFT Tenet.

transforms. Each task activates a simple subset
of this functionality.

3.1 Triggered Imaging for Habitat Monitor-
The task library is similar in intent to a processor or vir- ing

tual machine [10, 11] instruction set, except that we ex-

pect the task library instruction set will not be Turing€onsider an in-situ habitat monitoring sensor network
complete: infinite loops, for example, will not be exequipped with various types of sensors. In particular, as-
pressible. (This limitation simplifies the construction adume that some sensor nodes are equipped with cameras.
robust mote software—for example, there’s no need Given the relatively high energy cost of imaging, it is de-
worry about runaway scripts.) A task library that simukirable totrigger one or more cameras in response to in-
taneously simplifies mote programming, simplifies magrmation gleaned from other sensing modalities. When
ter and application programming, and provides maximuim trigger a camera, and which set of cameras to trigger,
efficiency is a key piece of the Tenet architecture. Lucls an application-specific operation that might depend on
ily, we expect to gain considerable leverage from concutata from a number of sensors (whose identities may not
rent work on the SNA architecture [1], which focuses doe knowna priori), or may be a more complex function



that might depend on the history of previously sensed v&@:2 Structural Damage Detection and Lo-
ues. calization

. An_lmplementatlon of this applllcatlon—spec.lﬂc funC_Structural health monitoring, or SHM, aims to develop
tionality on the motes would require the following step

First, when one of the motes locally detects the possib?c.h nologies and Fechnlques that automatically detect,_ lo
alize, and classify damage in large structures (ships,

needto trigger a camera.g. because a temperature rea ridges, aircraft and buildings) [4]. We envision an SHM

ing has exceeded a threshold), it needs to discover other L
..« System consisting of hundreds of sensors and several tens
motes that have also detected these events. Then, it fuges_ . : L
Of exciters (actuators). This system would periodically

these individual event detections in an application-djeci erform a set of tests on the structure to determine its

manner to decide whether a camera needs to be triggeP d. . . . I
. . . . . s?ructural integrity, and locate possible damage inside th
Finally, it needs to dynamically discover the locations §

: : . Structure. A typical set of tests would involve induc-
cameras, and determine which ones to trigger. ; L7t . . :
ing forced vibrations at different points and analyzing the

These steps are difficult to implement on the motes. Imtructure’s distributed responses.

plementing dynamic discovery and data fusion on energy-The structural response of a structure is often repre-
and computation-constrained devices can be a challengghted as the composition of several modes. A mode is
In particular, in this application, the collection of moteg standing wave pattern (Figure 2) induced on a struc-
thatis logically related to a cameriag(, is within the cam- ture and is characterized by a modal frequency (one of
era’s field of view) can be different from the network’she resonant frequencies of the structure), a mode shape
physical and topological relationships, and the relatiofthe spatial amplitude distribution of the structural abr
ship will change over time as obstructions move in an@n at that resonant frequency), and an attenuation (how
out of the space between cameras and the sensing maigs.the energy of the standing wave decays). Damage in
and as changes in connectivity result in network topologystructure typically alters one or more of the modes of
changes. a structure. Mode detectability depends on sensing and

In a Tenet, this application would be implemented gé:tuation locations within the structure. For example, in
follows. Each master runs application-specific code. c&ll9ure 2, a sensor placed at locatirwill never detect
lectively, the masters task all (or a subset, as necessiany]'99€Mz, Ma, and so on, whil& is a good place to detect
the motes to report back when their temperature readifi§@deMi. Actuation atE will generate a dominant mode
exceed a threshold. Each mote conveys this reading bkWhile it will not generate modéf,. A simultaneous
to its nearest master; the masters (perhaps with some&guationin opposite directions at locatiosandG will

ordination) fuse this data, determine which camera(s)4gn€rate mod#fs. A real structure typically has several
trigger, and task those cameras. different modes of very complex 3-dimensional shapes.

. L i ) Existing SHM techniques rely on collecting all the
This implementation is fairly flexible. Given the cOMg,cqral response data resulting from a set of actua-

p_utationgl _and memory resources of th? masters, the fidns and performing a modal analysis on them. Modal
sion decision can be made more sophisticated.(by  naiysis applies signal processing operations such as
using historical information, or by incorporating inforegurier transforms (FFT), singular value decomposition
mation from other modalities that detect obstructions) %VD) computation of ARMA parameters, computing
simply re-programming the application on the masters. fyi,_correlations, and so forth. Such modal analysis can
sophisticated triggering algorithm can avoid false pogjgtect theexistenceof structural damage by, for exam-
tives. Furthermore, the_appllcanon can dynamlcally tu’b‘?e, measuring changes in the frequency of one or more
the sensor thregholds (if necessary) by simply re-tasking qos |t can also detect thecation of the damage

the motes. This can be used to trade-off accuracy {Qf measuring changes in mode shape. Sophisticated in-
overhead as necessary. Finally, the application can @i ork modal analysis is simply out of reach of today’s
namically choose to add new sensing modalities by tagste technology. As motes evolve, they may become
ing more sensors. In this application, a different sensipg, capable of performing complex computations, but

modality might be used to detect obstructions to a cCamgfa itriculties in successfully distributing modal andy's
view, for example. will remain.

The Tenet implementation might lose some energy ef-A Tenet is a more natural architecture for this class
ficiency, since masters must be informed of temperatwkhigh-data rate applications. Application specific code
readings as well as triggered images. However, thisas the masters would implement the structural tests by
by no means assured, since the inter-mote protocols ttaasking sensors and exciters. In a typical test, one or
would be required to support camera location and so fortiore masters would coordinate and task motes as follows:
might be more expensive over time. command one or more exciters to actuate the structure at



one or more locations at a certain time; collect the strud4] J. Caffrey, R. Govindan, E. Johnson, B. Krishna-
tural response at a specified frequency (say 100 Hz) for
a specified duration (say 1-2 seconds); then transmit the
data back to a master. The masters would then to check
whether the structure is damaged, possibly via collabora-
tion. In the absence of damage, they would command the
motes to sleep until the next scheduled test.
With improvements in mote technology, some of the

modal analysis, specifically the generic signal processin[&]

steps, can be implemented at the motes. For example, a

master can task a mote to compute the ARMA coefficients
of the sensed data, instead of sending back time series.
This will involve a relatively simple change to applica-
tion code running on the master tier, while still avoiding

involving the motes in complex coordination.

4

(6]

Conclusion

The two applications discussed above are qualitatively
different in that they have different computational requir

ments, different sensing modalities and sensor data ratg®] Wendi

and different time-scales of operation. Yet, we argue that
bothcan be implemented by usindentical software for

the mote tier, and largely common infrastructure for the
master tier. The goal of developing the Tenet architec-
ture is an ambitious one. We envision sensor networks
that are truly easy to design, program, deploy, and man-
age. Tenet mote-class systems will implement a fixed li-
brary of functionality, enabling mostly-hardware imple-[8] J. Hui and D. Culler. The Dynamic Behavior of
mentation and further reducing cost and size, and allow-
ing true application-level sharing of mote infrastructure
The software tools we develop will make it easy to im-
plement interesting multi-master applications. Tenet rep
resents a large step towards our community’s shared e%ﬁ
goal—ubiquitously deployable sensor networking.
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