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ABSTRACT OF THE DISSERTATION

Limited Feedback Design for Multiuser Networks

By

Xiaoyi Liu

Doctor of Philosophy in Electrical and Computer Engineering

University of California, Irvine, 2017

Professor Hamid Jafarkhani, Chair

In this dissertation, the potential of limited feedback in multiuser/multinode networks is

explored, and our goal is to design efficient and practical quantizers to mitigate the perfor-

mance loss brought by limited feedback. For the multiple amplify-and-forward relay network,

we propose variable-length quantizers (VLQs) with random infinite-cardinality codebooks in

contrast to the fixed-length quantizers (FLQs) with finite-cardinality codebooks that cannot

attain the full-channel-state-information (full-CSI) performance. We validate through both

theoretical proofs and numerical simulations that the proposed VLQs can achieve the full-

CSI outage probabilities with finite average feedback rates. We also apply the idea of VLQ

to the multicast network, and show that the global VLQ can achieve the minimum full-CSI

outage probability with a low average feedback rate. For the two-user interference network

where interferences are treated as noise, we introduce the idea of cooperative quantization

to allow multiple rounds of feedback communication in the form of conferencing between

receivers. For both time-sharing and concurrent transmission strategies, the proposed co-

operative quantizers are able to achieve the full-CSI network outage probability of sum-rate

and the full-CSI network outage probability of minimum rate, respectively, with only finite

average feedback rates. For non-orthogonal multiple access (NOMA) which is recognized

as a key technique for 5G, we propose efficient quantizers using variable-length encoding,

and prove that in the typical application with two receivers, the losses in the minimum rate

xii



and outage probability decay at least exponentially with the minimum feedback rate. In

addition, a sufficient condition for the quantizers to achieve the maximum diversity order

is provided. For NOMA with K receivers where K > 2, the minimum rate maximization

problem is solved within an accuracy of ε in time complexity of O
(
K log 1

ε

)
.
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Chapter 1

Introduction

The limited feedback design for multiuser networks is different in nature from that for the

well-studied point-to-point system. As seen from Fig. 1.1, only one channel exists between

the transmitter and receiver in the point-to-point system. From the view of the receiver,

the local channel state information (CSI) is equivalent to the global one. Therefore, after

the receiver obtains the perfect CSI through training sequences sent from the transmitter,

it can then send the quantized feedback information to the transmitter. With the feedback

information in hand, the transmitter can perform a lot of operations, i.e., power allocation,

rate adaptation, to improve the overall transmission performance. Therefore, the limited

feedback design in the point-to-point system can be treated as a scalar or vector quantization

problem. There have been a plenty of literatures in the studies of limited feedback for the

point-to-point systems, i.e., [1, 2, 3, 4].

Figure 1.1: Limited feedback in point-to-point wireless systems.
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Figure 1.2: Limited feedback in multiuser networks.

Contrarily, as seen from the network with multiple receivers in Fig. 1.2, each receiver only

has access to its own local CSI due to geographical separations. There is no such node like “a

genie” that can acquire the perfect global CSI and make the decision as a center. Thus, each

receiver could only quantize a part of the entire global CSI, and the transmitters need to

make decision based on quantized versions of local CSI from receivers. In this scenario, how

to most efficiently utilize the distributed quantized feedback to decrease the performance

loss becomes a crucial problem for the mulituser networks [5, 6].

In the literatures, the most common approach of distributed quantization consists of two

phases: In Phase 1, each receiver quantizes its local CSI independently based on pre-defined

codebooks, and then sends a finite number of bits representing the quantized information to

other receivers and transmitters. In Phase 2, after decoding the feedback information from

all receivers, the transmitters apply the techniques such as beamforming or power control

by treating the quantized CSI as the exact unquantized CSI. The quantization loss incurred

in Phase 1 often causes more severe error propagation in Phase 2.

In this dissertation, we would like to consider the limited feedback design for multiuser

networks from a different perspective. Note that the traditional fixed-length quantizers

(VLQs) always bring in performance loss due to the finite size of the codebooks. Instead,

we allow the codebooks to have infinite number of codewords, and apply the idea of variable

2



length encoding to encode their representations. We assign the commonly-used codeword

with fewer number of bits, and assign the rare ones with more bits. In this way, the overall

average feedback rate can still be finite (or even small). The relaxation of the finite codebook

cardinality can greatly reduce or even eliminate the quantization loss of the local CSI, and

soften the situation of error propagation in Phase 2. We apply this idea to design practical

quantizers for different mulituser networks, and our main contributions are fourfold:

1) To get around the limitations of the traditional FLQs with a finite-cardinality code-

book, we propose variable-length quantizers (VLQs) with random infinite-cardinality

codebooks for the multiple amplify-and-forward (AF) relay networks subject to the

sum or individual power constraints, and prove that VLQs can achieve the same mini-

mum outage probability as the full-CSI case. For the first time, we provide a framework

for analyzing the performance of random codebooks using variable-length limited feed-

back. The derivations based on random codebooks in this chapter can be applied to

many other scenarios.

2) A VLQ is proposed for the multicast networks with two users, and the attained per-

formance is the same as that of a system with full CSI. Our work is an important

necessary first-step towards the goal of designing VLQs for multicast networks using

only local CSI. The availability of a global quantizer that achieves the full-CSI perfor-

mance opens the door for designing distributed quantizers. It can also be extended to

the multicast networks with more than two users.

3) A novel strategy of cooperative quantization is proposed for two-user interference chan-

nels where interference signals are treated as noise, which allow multiple rounds of

feedback communications in the form of conferencing between receivers. The full-CSI

network outage probabilities of sum-rate and minimum-rate are achieved with only

finite average feedback rates.

3



4) Efficient quantizers with variable-length encoding are proposed for the downlink non-

orthogonal multiple access (NOMA) networks. We also prove that in the typical ap-

plication with two receivers, the losses in the minimum rate and outage probability

decay at least exponentially with the minimum feedback rate. Additionally, we pro-

vide a sufficient condition for the quantizer to achieve the maximum diversity order.

For NOMA with K receivers where K > 2, the minimum rate maximization problem

is solved within an accuracy of ε in time complexity of O
(
K log 1

ε

)
.
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Chapter 2

Amplify-and-Forward Relay Networks

with Variable-Length Feedback

In this chapter, we study the channel quantization problem for amplify-and-forward (AF)

relay networks and our target is to design a quantizer to minimize the outage probability. It

is priorly known that any fixed-length quantizer with a finite-cardinality codebook cannot

attain the same minimum outage probability as the case where all nodes in the AF relay

networks have access to perfect channel state information (CSI). We propose variable-length

quantizers with random infinite-cardinality codebooks for the sum and individual power

constraints. We provide theoretical proofs and numerical simulations to validate that the

proposed quantizers can achieve the full-CSI outage probabilities with finite average feedback

rates.

5



2.1 Introduction

Cooperative diversity techniques have received significant attention since they can greatly

enhance the spectral efficiency and extend the network coverage [7, 8]. In a wireless relay

network, the destination node receives signals from the source node with the help of relay

nodes in the form of “distributed antennas”. Several cooperation strategies, such as amplify-

and-forward (AF), decode-and-forward, and compress-and-forward have been proposed in

the literature. Among these, AF is an attractive solution with very low complexity that

requires no decoding at relay nodes.

In the case of point-to-point wireless communication, the performance of the system depends

on the availability of channel state information (CSI) at the transmitter and the design of

the corresponding finite-rate feedback [1, 2, 4]. Similarly, the performance of wireless relay

networks depends on the availability of CSI at the relay nodes and the destination node

[9, 10, 11]. The destination node can acquire the entire CSI through training sequences

from the source node and relay nodes. Meanwhile, although each relay node can have the

knowledge of its own receiving channel via training sequences from the source node, it does

not have a direct access to the channel from itself to the destination node or the channels

of other relays. Thus, the relay nodes rely on the feedback information from the destination

node [12]. Perfect CSI at the relay nodes requires an “infinite” number of feedback bits from

the destination node, which is unrealistic due to the limitations of the feedback links. Hence,

in practice, it is desired to design efficient transmission schemes based on quantized CSI for

wireless relay networks.

There has been a lot of work on quantized channel feedback in wireless relay networks. In a

cooperative network with a single AF relay in [9], power control methods have been analyzed

to minimize the outage probability with limited feedback available at the transmitter. When

the cooperative network has multiple relays, it is shown in [11, 12] that using relay beam-

6



forming achieves the full-CSI performance. Relay beamforming based on quantized feedback

from the receiver can be implemented in a distributed manner without complex coordina-

tion between relays. With the index fed back from the receiver, each relay can select the

corresponding relay beamforming vector from the pre-defined codebook. Relay selection is

possible to achieve the maximum diversity. However, it incurs an inevitable performance

loss in terms of array gain compared to relay beamforming [13]. Therefore, we only consider

the channel quantizers using relay beamforming in this chapter. In a cooperative network

with multiple AF relays, the capacity loss and bit error probability with quantized feedback

have been studied in [10], when each relay node is subject to an individual power constraint.

Also, [11] has investigated the optimal beamforming vector for relay nodes in the full-CSI

scenario and the outage probability in the limited feedback scenario when the sum power

constraint is imposed on the relay nodes. Compared to the full-CSI scenario where all relay

nodes know the perfect CSI, the schemes in [10] and [11] always suffer from performance

loss.

All of these previous schemes have relied on fixed-length quantizers (FLQs), in which the

receiver feeds back the same number of bits for every channel state. In general, the re-

ceiver can send a different number of feedback bits for different channel states, resulting

in a variable-length quantizer (VLQ). Recently, a VLQ has been proposed to achieve the

full-CSI outage probability with a finite feedback rate for the non-cooperative setting of a

multiple-input single-output (MISO) system [3]. One can thus expect that a VLQ structure

will similarly offer high performance gains in cooperative networks. On the other hand, the

results of [3] for MISO systems are not directly applicable to the VLQ design problem in AF

relay networks due to the following reasons: (i) In such AF relay networks, the relay nodes

are geographically apart from each other, which, unlike the co-located transmit antennas

in a MISO system, prevents direct access to the CSI of others. (ii) The amplification of

both signal and noise from the first hop brings in a highly-nonlinear dependence on the relay

beamforming vector and the channel values to the instantaneous signal-to-noise ratio (SNR).
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However, in a MISO system, the SNR is simply given by the inner product of the beam-

forming and channel vectors. (iii) Both sum and individual power constraints are considered

for the AF relay networks. As shown in [12], the individual power constraint causes severe

non-convexity, which further hampers the limited feedback design for SNR optimization.

Therefore, the distributed nature of the AF relay networks and the highly complicated SNR

expressions result in great difficulties in the design and performance analysis of VLQs.

We overcome these difficulties by considering random quantizer codebooks instead of the

structured codebooks presented in [3]. We also provide a framework for analyzing the

performance of random codebooks using limited feedback in AF relay networks, and the

derivations can be applied to many other scenarios with AF relays. We first prove that the

outage probabilities of our proposed VLQs are the same as those of the full-CSI scenarios

in the sum and individual power constraints, respectively. Then, for the average feedback

rate of the proposed VLQ under the sum power constraint, we derive its upper bound to

show it is finite. For the average feedback rate of the proposed VLQ under the individual

power constraint, we are unable to theoretically prove it is finite due to the complicated SNR

expression. Instead, we perform numerical simulations to verify it is finite and small.

Notations: Bold-face letters refer to vectors or matrices. For a vector or matrix xxx, xxx> repre-

sents its transpose, xxx† represents its conjugate transpose, ||xxx|| is the l2-norm, and [xxx]i denotes

its i-th element. The sets of complex, real, and natural numbers are denoted by C, R, and N,

respectively. The probability and expectation are represented by Pr {·} and E [·], respectively.

We use the notation CN (aaa, bbb) to stand for a circularly-symmetric complex Gaussian random

vector with mean of aaa and variance of bbb. Similarly, N (aaa, bbb) is for a real Gaussian random

vector. For any x ∈ R, bxc is the largest integer that is less than or equal to x and dxe is

the smallest integer that is larger than or equal to x. For any x ∈ C, x∗ is the conjugate,

Real(x) is the real part, Imag(x) is the imaginary part, |x| =
√

[Real(x)]2 + [Imag(x)]2 is the

absolute value and arg(x) = arctan
(

Imag(x)
Real(x)

)
is the argument. For a logical statement ST,
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we let 111 {ST} = 1 when ST is true, and 111 {ST} = 0 otherwise. The column vector formed

by stacking two column vectors xxx1 and xxx2 together is denoted as [xxx1;xxx2]. Finally, rand()

returns a single uniformly distributed random number in the interval (0, 1].

2.2 System Model and Problem Formulation

Figure 2.1: System block diagram of amplify-and-forward relay newtorks.

In the AF relay network depicted in Fig. 2.1, a source node S transmits to a destination

node D with the aid of N AF relay nodes R1, . . . , RN , where N ≥ 2. Each node is equipped

with only a single antenna. Assume that there is no direct link between S and D. Denote the

channels from S to Rn and Rn to D by fn ∼ CN
(
0, σ2

fn

)
and gn ∼ CN

(
0, σ2

gn

)
, respectively.

Without loss of generality, we assume σ2
g1
≤ σ2

g2
≤ . . . ≤ σ2

gN
. The entire channel state is

represented by HHH = [f1, . . . , fN , g1, . . . , gN ]> ∈ C2N×1. We assume a quasi-static channel

model, in which the channels vary independently from one block to another, while remain

constant within each block.
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In Phase I, the received signal at the n-th relay node Rn is

yRn =
√
PSfnx+ vRn ,

where x is the information bearing symbol sent by S with E
[
|x|2
]

= 1 for each channel state

(the expectation is over all transmitted symbols), and PS is the average transmit power at

S.1 The background noise vRn for n = 1, . . . , N is independent and modeled as CN(0, 1).

In Phase II, each relay node normalizes and retransmits its received signal yRn . The normal-

ized signal to be re-transmitted with unit power at Rn is

xRn =
yRn√

Ex,vRn
[
|yRn|

2] =

√
PSfnx+ vRn√
PS |fn|2 + 1

.

Thereafter, Rn sends
√
PRnw

∗
nxRn , where PRn is the maximum transmit power at Rn and

PRn |wn|
2 is the actual-consumed transmit power. Without loss of generality, PS = PRn = P

is assumed. Results for other values of PS and PRn can be obtained similarly. The received

signal at the destination node D is

yD =
N∑
n=1

gn
√
Pw∗nxRn + vD =

N∑
n=1

Pw∗nfngnx√
P |fn|2 + 1

+
N∑
n=1

√
Pw∗ngnvRn√
P |fn|2 + 1

+ vD

=
√
P

N∑
n=1

w∗n
fngn√
|fn|2 + 1

P

x+ ṽD, (2.1)

where ṽD ,
∑N

n=1
w∗ngnvRn√
|fn|2+ 1

P

+ vD and vD ∼ CN(0, 1) is the background noise at D. Given fn

and gn, ṽD is distributed as ṽD ∼ CN
(

0, 1 +
∑N

n=1 |wn|
2 |gn|2

|fn|2+ 1
P

)
. From (2.1), the signal-to-

1In the remainder of this chapter, we refer to P as the transmit power instead of the average power over
all transmitted symbols for conciseness.
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noise ratio (SNR) at D is given by

Γ (www,HHH) , P

∣∣∣∣∑N
n=1 w

∗
n

fngn√
|fn|2+ 1

P

∣∣∣∣2
1 +

∑N
n=1 |wn|

2 |gn|2

|fn|2+ 1
P

, (2.2)

where www = [w1, . . . , wN ]> is the relay beamforming vector.

2.2.1 Sum Power Constraint

Consider the sum power constraint for which the sum of the transmit power of all relay nodes

is limited by P , i.e., wn should satisfy
∑N

n=1 |wn|
2 = 1, or ||www||2 = 1 equivalently. The SNR

expression of D in (2.2) can be reexpressed as

Γ (www,HHH) = P
www†hhhhhh†www

www† (III +DDD)www
, (2.3)

where hhh =

[
f1g1√
|f1|2+ 1

P

, . . . , fNgN√
|fN |2+ 1

P

]>
, III is the N × N identity matrix and DDD is an N × N

diagonal matrix with the n-th diagonal element being |gn|2

|fn|2+ 1
P

.

Consider outage probability as the performance measure throughout this chapter. For a

target data rate τ , outage occurs if 1
2

log2 (1 + Γ (www,HHH)) < τ , or equivalently, Γ (www,HHH) <

22τ − 1 = α. In the rest of this chapter, we refer to α as the outage threshold.

In the full-CSI scenario where all nodes are aware of a perfect knowledge of HHH, the opti-

mal beamforming vector www?SUM that maximizes Γ (www,HHH) is www?SUM = (III+DDD)−1hhh

||(III+DDD)−1hhh|| [11], and the

maximum SNR is

Γ (www?SUM,HHH) = P

N∑
n=1

|fn|2 |gn|2

|fn|2 + |gn|2 + 1
P︸ ︷︷ ︸

=Γn

. (2.4)

11



The minimum outage probability is then given as

Out (FullSUM) , Pr {Γ (www?SUM,HHH) < α} = Pr

{
N∑
n=1

Γn <
α

P

}
= EHHH111

{
N∑
n=1

Γn <
α

P

}
.

(2.5)

In the limited-feedback scenario, assume the n-th relay node Rn only knows |fn| and the

destination node D knows HHH [10, 11].2 Define WSUM ,
{
www : www ∈ CN×1, ||www|| = 1

}
. With

an arbitrary quantizer QSUM : C2N×1 → WSUM, D maps HHH to some beamforming vector

QSUM (HHH) ∈ WSUM, then, feeds the index of QSUM (HHH) back to the relay nodes. The index of

QSUM (HHH) is decoded at each relay node and QSUM (HHH) is recovered as the beamforming vector.

The resulting SNR is Γ (QSUM (HHH) ,HHH), and the corresponding outage probability is

Out (QSUM) , Pr {Γ (QSUM (HHH) ,HHH) < α} .

A closed-form expression for the outage probability is only known for one relay, given in [8,

(5)] (by letting γ = α, γ̄1 = σ2
f1
, γ̄2 = σ2

g1
,m1 = m2 = 1) as:

1− 2e
−
(

1

σ2
f1

+ 1

σ2
g1

)
α

P
√
σ2
f1
σ2
g1

√
α (α + 1)K1

(
2

P

√
α(α + 1)

σ2
f1
σ2
g1

)
, (2.6)

where Kv(z) is the modified bessel function of the second kind [14, (3.471.9)].

2.2.2 Individual Power Constraint

Alternatively, we assume a maximum transmit power constraint P is imposed on each relay

node. With the relay beamforming vector µµµ = [µ1, . . . , µN ]> (we use µµµ to distinguish it from

the notation www used for the sum power constraint), the power consumed at the n-th relay
2One possible procedure of revealing the knowledge of HHH to the destination node D can be found in [10].
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node Rn is |µn|P , thus, µµµ will be subject to |µn| ≤ 1 for n = 1, . . . , N . The optimal solution

µµµ?IND = [µ?1, . . . , µ
?
N ]> that maximizes Γ (µµµ,HHH) in (2.2) is given in [12, Theorem 1] as

µn =

 1, n = τ1, . . . , τi0 ,

λi0φn, n = τi0+1, . . . , τN ,
(2.7)

where φn = |fn|
|gn|

√
|fn|2 + 1

P
for n = 1, . . . , N and φN+1 = 0; (τ1, . . . , τN , τN+1) is an ordering

of (1, . . . , N + 1) satisfying φτ1 ≥ φτ2 ≥ · · · ≥ φτN ≥ φτN+1
and τN+1 = N + 1; λi =

1+
∑i
m=1

|gτm |2

|fτm |2+ 1
P∑i

m=1
|fτmgτm |√
|fτm |2+ 1

P

; i0 is the smallest i such that λi < φ−1
τi+1

. Thus, the minimum outage

probability is

Out (FullIND) , Pr {Γ (µµµ?IND,HHH) < α} . (2.8)

Define UIND ,
{
µµµ : µµµ ∈ CN×1, |µn| ≤ 1, n = 1, . . . , N

}
. The relay beamforming vector se-

lected by the quantizer QIND : C2N×1 → UIND is QIND (HHH), then, the achieved SNR is

Γ (QIND (HHH) ,HHH) and the outage probability is Out (QIND) , Pr {Γ (QIND (HHH) ,HHH) < α}.

In the subsequent sections, we will propose two VLQs respectively for the sum and individual

power constraints, and show that the full-CSI outage probabilities Out (FullSUM) in (2.5) and

Out (FullIND) in (2.8) can be achieved with finite average feedback rates.

2.3 Variable-Length Limited Feedback for the Sum Power

Constraint

In this section, we first describe the proposed VLQ for the relay networks subject to the sum

power constraint. Afterwards, we show the proposed VLQ can achieve the full-CSI outage
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probaiblity Out (FullSUM) in (2.5) with a finite average feedback rate both theoretically and

numerically.

2.3.1 Proposed VLQ

For any given HHH, we propose a VLQ using the random codebook {wwwi}N, where wwwi ∈ WSUM

is independent and identically distributed with a uniform distribution on WSUM for i ∈ N

[15]. The random codebook provides a performance benchmark since if certain average

performance is attained, one deterministic codebook can be found to surpass this average

performance. Given {wwwi}N, the proposed VLQ is represented by

VLQSUM , {wwwi,Si, bi} , (2.9)

where Si denotes the channel partition region of wwwi for i ∈ N, wwwi is the adopted relay

beamforming vector when HHH ∈ Si, and bi is the binary feedback string representing the

index of wwwi.

Different from the channel partition regions in FLQs which consist of channel states that

achieve the best performance with the centroid codeword, the channel partition regions in

VLQSUM are set as

Si ,

{HHH : Γ (www0,HHH) ≥ α} ∪
⋂
i∈N {HHH : Γ (wwwi,HHH) < α} , i = 0,

{HHH : Γ (wwwi,HHH) ≥ α} ∩
⋂i−1
k=0 {HHH : Γ (wwwk,HHH) < α} , i ∈ N− {0}.

(2.10)

For i ∈ N, {HHH : Γ (wwwi,HHH) ≥ α} is the set of channels that are in non-outage when wwwi is

the beamforming vector; {HHH : Γ (wwwi,HHH) < α} is its complementary set. For any HHH with

Γ (www?SUM,HHH) < α, all beamforming vectors lead to outage, then, VLQSUM naively chooses

14



www0 as the beamforming vector; for any HHH with Γ (www?SUM,HHH) ≥ α, VLQSUM examines each

beamforming vector in {wwwi}N sequentially until it finds some wwwi satisfying Γ (wwwi,HHH) ≥ α. In

terms of outage probability, the contribution of such wwwi is identical to that of the optimal

beamforming vector www?SUM.

Variable-length coding is applied to encode the indices of wwwi for i ∈ N. Concretely, we

let b0 , {0}, b1 , {1}, b2 , {00}, b3 , {01} and so on for all binary strings in the set

{0, 1, 00, 01, 10, 11, . . .}.3 The length of bi is blog2(i+ 2)c.

Based on the random codebook {wwwi}N, the outage probability and average feedback rate of

the proposed quantizer VLQSUM are

Out (VLQSUM) , E{wwwi}NPr {Γ (wwwi,HHH) < α, ∀i ∈ N}

= EHHHE{wwwi}N111 {Γ (wwwi,HHH) < α, ∀i ∈ N} , (2.11)

FR (VLQSUM) ,
∞∑
i=0

blog2(i+ 2)c × Pr {HHH ∈ Si}

=
∞∑
i=0

blog2(i+ 2)c × EHHHE{wwwi}N111 {HHH ∈ Si} . (2.12)

2.3.2 Outage Optimality

Theorem 2.1 states that the outage probability of our proposed quantizer VLQSUM is the

same as the full-CSI outage probability in (2.5). The proof of the theorem can be found in

Appendix A.1.
3The proposed VLQ in (2.9) can be extended to the case of prefix-free codes. In other words, there

is a prefix-free code for every quantizer designed in this chapter. Suppose {wwwi}N is a fixed-structured
infinite-cardinality codebook whose performance is no worse than that of random codebooks. Therefore,
it can achieve the full-CSI outage probability for the relay newtork. Let the codeword length of wwwi be
li , d2 log2(i+1)+1e for i ∈ N [16, Example 1]. It is straightforward to show that

∑
i∈N 2−li ≤ 1. According

to the Kraft’s inequality, this code is prefix-free. Moreover, since li = d2 log2(i+ 1) + 1e ≤ 2 log2(i+ 1) + 2,
the average feedback rate of this code is also finite following the same derivations in the proof of Theorem
2.2.
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Theorem 2.1. For any P > 0, we have

Out (VLQSUM) = Out (FullSUM) . (2.13)

In the following, we provide an intuitive explanation of the result in Theorem 2.1. For a

given HHH with Γ (www?SUM,HHH) > α, to achieve the same non-outage performance as the optimal

beamforming vector www?SUM, one should use a unit-normal vector www ∈ WSUM that is “close”

enough to www?SUM such that Γ (www,HHH) ≥ α. We show that there exists a non-zero probability

region in the unit sphere where all the unit-normal vectors result in non-outage. However, to

“closely” represent www?SUM for any such HHH, we need infinitely many beamforming vectors in the

codebook {wwwi}N to capture at least one in that non-outage region. Obviously, a FLQ with a

finite feedback rate will not succeed. Whereas our VLQ proposed in (2.9) includes infinitely

many beamforming vectors to achieve the full-CSI outage probability while perserves a finite

average feedback rate.

2.3.3 Average Feedback Rate

Theorem 2.2 provides an upper bound on the average feedback rate of VLQSUM, the proof of

which is presented in Appendix A.2.

Theorem 2.2. For any P > 0, we have

FR (VLQSUM) ≤ C0 + C1e
− α

P×σ2
gN

[
1

P
+

1

PN

] [
1 +

(α
P

)N]
, (2.14)

where C0, C1 > 0 are constants that are independent of α and P .

Since e
− α

P×σ2
gN

[
1
P

+ 1
PN

] [
1 +

(
α
P

)N] in (2.14) is bounded for any outage threshold α > 0

and any transmit power P > 0, the average feedback rate of VLQSUM is finite. As shown in

16



the numerical simulations, the average feedback rate can actually be very small.

2.3.4 Numerical Simulations

In this section, we provide numerical simulations of the outage probability and the average

feedback rate of VLQSUM. We let α = 1, and
(
σ2
f1
, σ2

f2

)
= (1, 0.8),

(
σ2
g1
, σ2

g2

)
= (0.7, 0.9) for

two relays;
(
σ2
f1
, σ2

f2
, σ2

f3

)
= (1, 0.8, 0.6),

(
σ2
g1
, σ2

g2
, σ2

g3

)
= (0.5, 0.7, 0.9) for three relays; and(

σ2
f1
, σ2

f2
, σ2

f3
, σ2

f4

)
= (1, 0.8, 0.6, 0.4),

(
σ2
g1
, σ2

g2
, σ2

g3
, σ2

g4

)
= (0.3, 0.5, 0.7, 0.9) for four relays.

Other values of α and channel variances will show similar simulation results. For each value

of the transmit power P , a sufficiently large number of channel realizations are generated such

that at least 1, 000 outage events can be observed. For each channel state realization with

non-outage in the full-CSI case, a random relay beamforming vector www ∈ WSUM is generated

repeatedly until a vector that results in non-outage is found. With such simulation settings,

the average feedback rate is computed as the average number of feedback bits, and the

simulated outage probability is the number of outage incidents divided by the number of

all channel state realizations. No endless iteration has occurred when www is generated in any

channel state realization.
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Figure 2.2: Simulated average feedback rates of VLQSUM (dBm is 10log(P/1mW)).
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Figure 2.3: Simulated outage probabilities of VLQSUM and FLQSUM (dBm is 10log(P/1mW)).

In Fig. 2.2, when N = 2, 3 or 4, the simulated average feedback rate is no larger than

3 bits per channel state for any P . In Fig. 5.7, we compare the outage probabilities

of VLQSUM and the FLQ in [11] denoted by FLQSUM.4 Given HHH and the random code-

book {wwwi}i=0,...,2B−1 where wwwi ∈ WSUM, FLQSUM chooses the relay beamforming vector as

FLQSUM (HHH) , argmaxwww∈{wwwi}i=0,...,2B−1
Γ (www,HHH), thus, the feedback rate of FLQSUM is B bits

per channel state. We let B = 2, 3, 3 for N = 2, 3, 4, respectively. These values of B are

close to (but still larger than) the average feedback rates of VLQSUM with the same relay

network configurations in Fig. 2.2. Therefore, VLQSUM shows great improvement in outage

probability compared to FLQSUM.
4Theorem 2.1 has shown VLQSUM achieves the full-CSI outage probability in (2.5). Hence, the simulated

outage probability of VLQSUM in Fig. 5.7 is also the simulated full-CSI outage probability.
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2.4 Variable-Length Limited Feedback for the Individual

Power Constraint

In this section, we propose a VLQ design for the relay network subject to the individual

power constraint and prove it can attain the optimal outage probability in (2.8). Due to the

intractable theoretical analysis on the average feedback rate of the proposed VLQ, numerical

simulations are presented to show it is finite.

2.4.1 Proposed VLQ

For any given HHH, the relay beamforming vector µµµi = [µi,1, . . . , µi,N ]> ∈ UIND in the random

codebook {µµµi}N is constructed by

µi,n = |µi,n| ej arg(µi,n), |µi,n| = rand(), arg(µi,n) = 2π × rand(). (2.15)

The proposed VLQ for the individual power constraint is represented by

VLQIND , {µµµi,Pi, di} , (2.16)

where µµµi is the assigned relay beamforming vector when HHH falls in the channel partition

region Pi, and di is the binary representation for the index of µµµi. Similar to (2.10), the

channel partition region Pi is given by

Pi ,

{HHH : Γ (µµµ0,HHH) ≥ α} ∪
⋂
i∈N {HHH : Γ (µµµi,HHH) < α} , i = 0,

{HHH : Γ (µµµi,HHH) ≥ α} ∩
⋂i−1
k=0 {HHH : Γ (µµµk,HHH) < α} , i ∈ N− {0}.

(2.17)
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The design for di can also be inherited from that for bi in VLQSUM, thus, the length of di is

blog2(i+ 2)c. The key difference between VLQIND and VLQSUM lies in the construction of the

beamforming vectors in the random codebook.

With {µµµi}N, the outage probability and average feedback rate of VLQIND are

Out (VLQIND) , E{µµµi}NPr {Γ (µµµi,HHH) < α, ∀i ∈ N}

= EHHHE{µµµi}N [111 {Γ (µµµi,HHH) < α, ∀i ∈ N}] , (2.18)

FR (VLQIND) ,
∞∑
i=0

blog2(i+ 2)c × Pr {HHH ∈ Pi}

=
∞∑
i=0

blog2(i+ 2)c × EHHHE{µµµi}N [111 {HHH ∈ Pi}] . (2.19)

2.4.2 Outage Optimality and Average Feedback Rate

The following theorem shows that in the relay network with the individual power constraint,

our proposed VLQ achieves the full-CSI outage probability in (2.8). The proof of the theorem

is provided in Appendix A.3.

Theorem 2.3. For any P > 0, we have

Out (VLQIND) = Out (FullIND) . (2.20)

Due to the highly complicated expression of µµµ?IND in (2.7) which hinders from further tractable

analysis, we are unable to provide a closed-form upper bound on the average feedback rate

FR (VLQIND) to theoretically prove its finity. However, we can still perform numerical sim-

ulations to verify this, i.e., Fig. 2.4 shows the average feedback rate will be finite under

different simulation parameters and network configurations.5

5We use the same parameters for channel variances and α = 1 here as in Section 2.3.4.
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In Fig. 2.5, we also compare the outage probabilities of VLQIND and the FLQ in [10, Section

V] denoted by FLQIND. The feedback rates of FLQIND are chosen as B = 2, 3, 4 bits per

channel state for N = 2, 3, 4, respectively. Although the average feedback rate of VLQIND

is smaller than that of FLQIND with the same network configuration, VLQIND has obtained

much smaller outage probability compared to FLQIND.
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Figure 2.4: Simulated average feedback rates of VLQIND (dBm is 10log(P/1mW)).
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Figure 2.5: Simulated outage probabilities of VLQIND and FLQIND (dBm is 10log(P/1mW)).
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2.5 Conclusions

In this chapter, we have proposed VLQs for the AF relay networks respectively subject to

the sum and individual power constraints, and showed the proposed VLQs can achieve the

full-CSI outage probabilities with finite average feedback rates. In the future, we intend to

work on the VLQ design for the multi-user relay networks with the sum or individual power

constraint, and the goal is still to approach the full-CSI outage probability with a finite

average feedback rate.
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Chapter 3

Multicast Networks with

Variable-Length Limited Feedback

We investigate the channel quantization problem for two-user multicast networks where the

transmitter is equipped with multiple antennas and either receiver is equipped with only a

single antenna. Our goal is to design a global quantizer to minimize the outage probability.

It is known that any fixed-length quantizer with a finite-cardinality codebook cannot obtain

the same minimum outage probability as the case where all nodes in the network know

perfect channel state information (CSI). To achieve the minimum outage probability, we

propose a variable-length global quantizer that knows perfect CSI and sends quantized CSI

to the transmitter and receivers. With a random infinite-cardinality codebook, we prove

that the proposed quantizer is able to achieve the minimum outage probability with a low

average feedback rate. We also extend the proposed quantizer to the multicast networks

with more than two users. Numerical simulations validate our theoretical analysis.
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3.1 Introduction

It is known that using more than one antenna at the transmitters can greatly improve the per-

formance of communication systems. However, the performance depends on the availability

of channel state information (CSI) at the transmitters and receivers [1, 4, 10]. Receivers can

obtain CSI through training sequences; however, the transmitters must rely on the feedback

information from receivers to do so. Additionally, perfect CSI at the transmitters requires

an “infinite” number of feedback bits, which is unrealistic due to the limitations of feedback

links. Therefore, it is more practical to employ quantized CSI to design efficient transmission

schemes for wireless networks.

There has been a lot of work on channel quantization in point-to-point multiple antenna

systems. An overview of research on limited feedback can be found in [17]. In multiple-

input single-output (MISO) systems, a fixed-length quantizer (FLQ) is proposed in [1] to

maximize the capacity by applying the beamforming vector at the transmitter. In FLQs, the

number of feedback bits per channel state is a fixed positive integer. Compared to the case

that all the nodes know CSI perfectly, fixed-length quantization always suffers from some

performance loss. On the other hand, [3] proposes a variable-length quantizer (VLQ) to

achieve the full-CSI outage probability with a low average feedback rate. VLQs allow binary

codewords of different lengths to represent different channel states. It has been shown in [3]

that variable-length quantization does not suffer from performance loss in MISO systems.

In this chapter, we study the channel quantization problem in multicast networks with two

receivers. We use transmit beamforming and consider the outage probability gap between

the proposed quantizer and the full-CSI case. For a FLQ, the standard encoding rule is to

choose the codeword “closest” to the channel state. For any finite-cardinality codebook, the

outage probability of a FLQ is strictly worse than that of the full-CSI case [3]. To achieve

the full-CSI outage probability with a finite average feedback rate, we propose a VLQ with
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a codebook of infinite cardinality. We incorporate the idea of variable-length coding and

expect that in such a VLQ, the codeword covering a larger partition of channel space can be

represented by a fewer number of bits. In this way, the average feedback rate can be made

finite.

Based on the above analysis, we propose a VLQ in multicast networks that has access to full

CSI and sends quantized CSI to the transmitter and receivers via error-free and delay-free

feedback links. We consider a random codebook with infinite cardinality that is tractable

for analysis [18]. Also, if a random codebook can provide a certain level of performance,

then one codebook that will surpass this performance can be found. We first prove that

the outage probability for the VLQ is the same as that of the full-CSI case. Afterwards,

through a derived upper bound on the average feedback rate, we will show that: (i) the

average feedback rate is finite and small in the entire range of transmit power; (ii) the

average feedback rate will converge to zero when the transmit power approaches infinity or

zero. Moreover, we extend the proposed VLQ to the multicast networks with more than two

users. In addition to theoretical analysis, numerical simulations are presented to verify the

effectiveness of the proposed VLQ.

Our contributions in this chapter are threefold:

1. A novel VLQ is proposed for the multicast networks with two users. It can be extended

to the multicast networks with more than two users. The performance of the proposed

quantizer is the same as that of a system with full CSI.

2. For the first time, we provide a framework for analyzing the performance of random

codebooks using variable-length limited feedback. The derivations based on random

codebooks in this chapter can be applied to many other scenarios.

3. Our work is an important necessary first-step towards the goal of designing VLQs

for multicast networks using only local CSI. The availability of a global quantizer
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that achieves the full-CSI performance, as shown in this chapter, opens the door for

designing distributed quantizers.

Notations: For a vector or matrix, ᵀ represents its transpose and † represents its conjugate

transpose. C denotes the set of complex numbers and Cm×n denotes the set of complex

vectors or matrices. CN (a, b) represents a circulary-symmetric complex Gaussian random

variable (r.v.) with mean a and covariance b. E [·] denotes the expectation and Prob {·}

denotes the probability. N is the set consisting of all natural numbers. For any real number

x, bxc is the largest integer that is less than or equal to x. 1ST = 1 when the logical statement

ST is true, and 0 otherwise. Finally, fX(·) is the probability density function (PDF) for r.v.

X.

3.2 System Model

transmitter

receiver 1

receiver 2

genie

Figure 3.1: System block diagram (solid and dash lines represent signal transmission and
feedback links, respectively. The “genie” stands for a global channel quantizer Q).

Consider the multicast network in Fig. 3.1, where a transmitter with t antennas (t ≥ 2) is

sending common information to two singe-antenna receivers. The channel vector from the

transmitter to receiver m is denoted by hhhm = [hm1 · · ·hmt]ᵀ ∈ Ct×1, where hmn ' CN(0, 1)

for m = 1, 2, n = 1, . . . , t. Let χm = ||hhhm||2 for m = 1, 2. Then the entire channel state is
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represented by HHH = [hhh1 hhh2] ∈ Ct×2. We assume hhhm is perfectly estimated at receiver m and

consider a quasi-static block fading channel model in which the channel realizations vary

independently from one block to another while remain constant within each block [4].

At the transmitter, xxx ∈ X , {xxx : xxx ∈ Ct×1, ||xxx||2 = 1} is employed as the beamforming

vector and a scalar symbol s ∈ C is sent through t antennas. The received signal at receiver

m is

ym =
√
Pxxx†hhhms+ gm,

where P denotes the transmit power and gm ' CN(0, 1) is the additive white Gaussian noise

term. We assume E [|s|2] = 1. For the multicast network, the maximum achievable rate is

log2(1 +P minm=1,2 |xxx†hhhm|2) [19].1 Let γ (xxx,HHH) = minm=1,2

∣∣xxx†hhhm∣∣2, then for the target data

transmission rate ρ, an outage event will occur if log2 (1 + Pγ (xxx,HHH)) < ρ, or equivalently,

if γ (xxx,HHH) < 2ρ−1
P

. Without loss of generality, we assume ρ = 1 throughout this chapter.

Thus, 2ρ−1
P

= 1
P
. Results for other values of ρ can be obtained similarly.

The full-CSI case where perfect CSI is known by all nodes in the multicast network is studied

in [19], and the optimal beamforming vector is computed as Full (HHH) = argmaxxxx∈X γ (xxx,HHH).

2 Then the full-CSI outage probability is

Out(Full) = Prob
{
γ (Full (HHH) ,HHH) <

1

P

}
= EHHH111γ(Full(HHH),HHH)< 1

P
. (3.1)

1In this chapter, we only consider the channel quantization problem for transmit beamforming. Although
the precoding matrix can have higher rank than the beamforming vector, it can be inferred from [19, Theorem
1] and [19, Theorem 2] that optimal beamforming vector actually achieves the same maximum achievable
rate as the optimal precoding matrix in multicast networks with two users. This also holds in the three-user
case [20].

2For any HHH, Full (HHH) exists because γ (xxx,HHH) is a continuous function on xxx and X is a bounded and
closed set. There might exist more than one unit-normal vector that can achieve maximum value of γ (xxx,HHH)
and Full (HHH) can be any one of them.
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In contrast to the full-CSI case where the perfect CSI needs to be fed back to all nodes, we

consider a global quantizer denoted by Q which only requires perfect CSI to be available

at a “genie” in the multicast network. As depicted in Fig. 3.1, the “genie” first gathers

hhh1 and hhh2 from receivers 1 and 2 via error-free and delay-free feedback links. Then it

quantizes HHH = [hhh1 hhh2] and sends limited feedback information Q (HHH) to both receivers and

the transmitter. The ”genie” does not have to be a specific node outside the network and it

can be either receiver or the transmitter. For example, if receiver 1 plays the role of “genie”,

it only needs to collect hhh2 from receiver 2.

For an arbitrary global quantizer Q, the distortion with respect to the outage probability is

defined as Dist = Out (Q)−Out (Full). Since Out (Full) is invariant for fixed P , minimizing

Dist is equivalent to designing a quantizer to minimize Out (Q). In the subsequent sections,

we are going to propose a VLQ and show that even if perfect CSI is no longer available at

all nodes, the full-CSI outage probability or zero distortion can still be achieved.

3.3 Channel Quantization and Encoding Rule

In the multicast network, we consider a global VLQ associated with a random codebook

{xxxi}i∈N where xxxi ∈ X is independent and identically distributed with a uniform distribution

on X for i ∈ N [15]. The random codebook is generated each time the channel state changes

and revealed to all nodes in the network. It provides a performance benchmark since if a

random codebook can achieve certain performance, one deterministic codebook can be found

to surpass this performance. For any realization of {xxxi}i∈N, the proposed VLQ is represented

by

QVLQ = {xxxi,Ri, bi} , (3.2)
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where Ri denotes the partition channel region of xxxi for i ∈ N. In other words, xxxi is used as

the transmit beamforming vector when HHH ∈ Ri. Also, bi is the feedback binary string that

represents the index xxxi. We shall later specify bi explicitly for every i ∈ N.

Let us now specify the partition regions Ri. In this context, our main observation is that for

a given H, it is not necessary to always choose the best codeword xxx? that maximizes γ (xxx,HHH)

among xxx ∈ {xxxi}i∈N. Any codeword xxx that enables γ (xxx,HHH) ≥ 1
P

can be applied. Hence,

different from channel-partition regions of FLQs which consist of channel states that achieve

the best performance with the “centroid” codeword, R0 in QVLQ is set as

R0 =

{
HHH : γ (xxx0,HHH) ≥ 1

P

}
∪
⋂
i∈N

{
HHH : γ (xxxi,HHH) <

1

P

}
, (3.3)

and Ri for i ∈ N− {0} is set as

Ri =

{
HHH : γ (xxxi,HHH) ≥ 1

P

}
∩

i−1⋂
k=0

{
HHH : γ (xxxk,HHH) <

1

P

}
. (3.4)

For any xxx ∈ X ,
{
HHH : γ (xxx,HHH) < 1

P

}
includes all channel states for which an outage incident

will happen if xxx is employed as the beamforming vector, and
{
HHH : γ (xxx,HHH) ≥ 1

P

}
is the

complement set. Thus R0 is the union set of channel states for which using any codeword in

the codebook as the transmit beamforming vector cannot prevent outage and channel states

for which using xxx0 will not result in outage.3 For any i ∈ N − {0}, Ri consists of channel

states for which using xxxi can prevent outage while using xxx0, . . . ,xxxi−1 cannot. It can be

easily inferred that {Ri} is a collection of disjoint sets and ∪i∈NRi is equal to the entire

channel space.

We apply variable-length coding to encode xxxi for i ∈ N. To be specific, we set b0 = ε, which
3It will be shown in Appendix B.1 that R0 is equal to the expectation of{

HHH : γ (xxx0,HHH) ≥ 1
P

}⋃{
HHH : γ (Full (HHH) ,HHH) < 1

P

}
with regard to the random codebook {xxxi}i∈N with

probability one. Therefore, QVLQ can determine whether HHH belongs to this region or not based on the
expression of the optimal beamforming vector given by [19, Theorem 2], rather than checking all codewords
in {xxxi}i∈N.
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is an empty codeword, 4 b1 = {0}, b2 = {1}, b3 = {00}, b4 = {01} and sequentially so on

for all codewords in the set {ε, 0, 1, 00, 01, 10, 11, . . .}. The length of bi is blog2(i+ 1)c.

With perfect CSI and any realization of {xxxi}i∈N, QVLQ first determines the partition channel

region Ri in which the current channel state HHH falls according to (3.3) and (3.4). Then the

corresponding codeword xxxi is chosen and blog2(i + 1)c bits are fed back to notify the index

of xxxi.5 After decoding the feedback information, xxxi is employed by the transmitter as the

beamforming vector. Therefore, the average feedback rate of QVLQ is

R (QVLQ) =
∞∑
i=1

blog2(i+ 1)cProb {HHH ∈ Ri} =
∞∑
i=1

blog2(i+ 1)cEHHHE{xxxi}i∈N111HHH∈Ri . (3.5)

The outage probability is given by

Out(QVLQ) = E{xxxi}i∈NProb
{
γ (xxxi,HHH) <

1

P
,∀i ∈ N

}
= EHHHE{xxxi}i∈N111γ(xxxi,HHH)< 1

P
,∀i∈N.

(3.6)

3.4 Outage Optimality

In this section, we show that the proposed VLQ in (3.2) will achieve the full-CSI outage

probability.

Intuitively, to attain the full-CSI outage probability means for any HHH where strict non-

outage achieved by the optimal beamforming vector Full (HHH) (i.e., γ (Full (HHH) ,HHH) > 1
P
),

the proposed VLQ should return a unit-normal vector xxx that is “close” enough to Full (HHH)

so that xxx also succeeds in γ (xxx,HHH) > 1
P
.6 For suchHHH, there exists a certain region in the unit

4An empty codeword is used here for illustration. Adding 1 bit to each codeword to avoid an empty
codeword only increases the average feedback rate by 1 bit per channel realization, thereby not impacting
the result of the average feedback rate being finite.

5We reemphasize that {xxxi}i∈N refers to the infinite-cardinality codebook while xxxi represents any beam-
forming vector selected from {xxxi}i∈N.

6We will show the channel state HHH satisfying γ (Full (HHH) ,HHH) = 1
P has probability zero.
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sphere of beamforming vectors with non-zero probability, where all the unit-normal vectors

also result in strict non-outage. In order to “closely” represent Full (HHH) for any HHH ∈ Ct×2,

we need infinitely many codewords in the codebook for the proposed VLQ, so that these

infinite vectors ensure at least one efficient vector in that region will eventually be chosen to

make HHH non-outage. This also tells why a FLQ with a finite feedback rate cannot achieve

the full-CSI outage probability.

The following theorem says the outage probability of the proposed VLQ is equal to that of

the full-CSI case, the proof of which is given in Appendix B.1.

Theorem 3.1. For any P > 0, we have

Out(QVLQ) = Out(Full). (3.7)

3.5 Average Feedback Rate

In Section 3.4, we have shown the infinite codebook cardinality is the key to achieve the

full-CSI outage probability. In this section, we will show that when variable-length design

in Section 3.3 is applied to encode these infinite codewords, a finite average feedback rate is

attainable.

Define

H0 =
{
HHH : HHH ∈ Ct×2, χ1 ≥ 1

P
, χ2 ≥ 1

P

}
,

H1 =
{
HHH : HHH ∈ H0, γ (Full (HHH) ,HHH) < 1

P

}
,

H2 =
{
HHH : HHH ∈ H0, γ (Full (HHH) ,HHH) = 1

P

}
,

H3 =
{
HHH : HHH ∈ H0, γ (Full (HHH) ,HHH) > 1

P

}
.
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As defined in Section 3.2, χm = ||hhhm||2 for m = 1, 2. Based on the encoding rules in (3.3),

(3.4) and the random codebook {xxxi}i∈N, the feedback rate in (3.5) can be rewritten as

R (QVLQ) =
3∑
l=1

∫
HHH∈Hl

ΦfHHH(HHH)dHHH, (3.8)

where

Φ =
∞∑
i=1

pi(1− p)blog2(i+ 1)c, p = Prob
{
γ(xxxi,HHH) <

1

P

}
.

From the proof of Theorem 3.1 in Appendix B.1, it is directly obtained that p = 1 and Φ = 0

for any HHH ∈ H1 ∪ H2. Hence,
∫
HHH∈H1

ΦfHHH(HHH)dHHH =
∫
HHH∈H2

ΦfHHH(HHH)dHHH = 0. Then R (QVLQ)

in (3.8) is equivalent to

R (QVLQ) =

∫
HHH∈H3

ΦfHHH(HHH)dHHH. (3.9)

The following lemma exhibits an upper bound on Φ, the proof of which is presented in

Appendix B.2.

Lemma 3.1. For any 0 ≤ p < 1, we have

Φ ≤ p(1− p) +

(
6

log 2
+ 2

)
p2 +

2

log 2
p2 log

1

1− p
. (3.10)

Substituting (3.10) into (3.9), it follows that

R (QVLQ) ≤ I1 + I2 + I3, (3.11)
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where

I1 = C1

∫
HHH∈H3

p(1− p)fHHH(HHH)dHHH,

I2 = C2

∫
HHH∈H3

p2fHHH(HHH)dHHH,

I3 = C3

∫
HHH∈H3

p2

(
log

1

1− p

)
fHHH(HHH)dHHH,

and C1 = 1, C2 = 6
log 2

+ 2, C3 = 2
log 2

. To further proceed, we also need useful bounds on p.

For an upper bound on p, using [5, Lemma 2] and [21], we obtain

p ≤
2∑

m=1

Prob
{∣∣∣xxx†ihhhm∣∣∣2 < 1

P

}
=

2∑
m=1

[
1−

(
1− 1

Pχm

)t−1
]
,

where the last equality arises from Prob
{∣∣∣xxx†ihhhm∣∣∣2 < x

}
= 1 −

(
1− x

χm

)t−1

[? ]. Since

(1 − a)b ≥ 1 − ab for 0 < a < 1 and b ≥ 1,
(

1− 1
Pχm

)t−1

≥ 1 − t−1
Pχm

. Therefore, p is

upper-bounded by

p ≤ t− 1

P

2∑
m=1

1

χm
. (3.12)

Another upper bound on p obtained from Lemma B.4 in Appendices B.1 and B.4 is given as

p ≤ 1− (1− Π)t−1, (3.13)

where

Π = 1− min
m=1,2


∣∣∣[Full (HHH)]†hhhm

∣∣∣2 − 1
P

χm


2

.
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In addition, a lower bound on p (or equivalently, the upper bound on 1− p) is given by

1− p ≤ Prob
{∣∣∣xxx†ihhh1

∣∣∣2 ≥ 1

P

}
=

(
1− 1

Pχ1

)t−1

. (3.14)

With bounds on p in (3.12), (3.13), (3.14) and based on (3.11), we deduce an upper bound

on R (QVLQ) and present it in the following theorem, the detailed proof of which is shown in

Appendix B.3.

Theorem 3.2. For any P > 0, we have

R (QVLQ) ≤ C0e
− 1
P

[
1

P
+

1

P 2t
+

log (1 + P )

P

]
, (3.15)

where C0 > 0 is a constant that is independent of P .

Remark 1: We mainly focus on showing how the number of average feedback bits for QVLQ

changes with P . Therefore, it is beyond the scope of this chapter to find the tightest bound,

i.e., the smallest value for C0.

Remark 2: From (3.15), it can be seen that in the medium and high regions for P , the

derived upper bound on average feedback rate is dominated by e−
1
P

[
1
P

+ log(1+P )
P

]
; in the

low region for P , it is dominated by e−
1
P

P 2t . Moreover, the upper bound will approach zero

when P → ∞ and P → 0. The average feedback rate also behaves like this. This can be

intuitively interpreted as follows: when P → ∞, any vector in the codebook will not cause

an outage event, while when P → 0, any vector will result in outage. According to the

encoding rule of QVLQ, only empty codewords will be fed back in both situations. Thus the

average feedback rate approaches zero.
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3.6 Numerical Simulations

In this section, we perform numerical simulations to verify the theoretical results for the

outage probability and the average feedback rate.

Simulation Procedure:
1: Initialization: Given t, P . Set Out = 0, R = 0, Loop = 0;
2: while Out < 1000
3: Index = 0;
4: Loop = Loop + 1;
5: Generate a realization of HHH;
6: if γ (Full (HHH) ,HHH) < 1

P

7: Out = Out + 1;
8: else
9: Randomly generate xxx ∈ X ;
10: while γ (xxx,HHH) < 1

P

11: Randomly generate yyy ∈ X ;
12: xxx = yyy;
13: Index = Index + 1;
14: end
15: end
16: R = R + blog2(1 + Index)c;
17: end
18: return R = R

Loop
, Out = Out

Loop
.

In the pseudo-code, a sufficiently large number of channel realizations will be generated in

order to observe 1000 outage events for each t and P . Moreover, Out stands for the simulated

outage probability, R refers to the simulated average feedback rate and Loop records the

number of channel realizations. For each channel realization, whether the full-CSI case

could prevent outage will be checked in line 6. If not, an outage event is declared in line 7;

otherwise, in lines 9 to 14, a random unit-normal vector will be generated repeatedly until

one that allows the current channel realization to prevent outage is found, and the index of

the selected codeword is Index. Together with line 16, the simulated feedback rate is the

average number of feedback bits calculated in line 18, where the simulated outage probability

is computed as 1000 divided by the number of all channel realizations. In all the simulations,
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no endless iteration has been detected, which is equivalent to say that as long as the channel

state realization is able to avoid outage in the full-CSI case, a randomly-generated codeword

that also prevents outage will eventually be found.
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Figure 3.2: Simulated average feedback rates when t = 2, 3, 4 (t is the number of transmit
antennas).

Fig. 3.2 shows the simulated average feedback rates for t = 2, 3, 4. The horizontal axis

represents P in decibels. It can be observed that: (i) all the average feedback rates will

decrease towards zero when P increases towards infinity or decreases to zero; (ii) the average

feedback rate is finite and small for any P ; (iii) the average feedback rates for t = 2, 3, 4

coincide in the high-P region. These observations correspond to the upper bound derived in

Theorem 3.2.7

In Figs. 3.3(a) and 3.3(b), we compare the outage probabilities of QVLQ and a traditional

FLQ denoted by QFLQ. For any given HHH, QFLQ employs B bits to quantize HHH based on the

random codebook
{
xxxi, i = 0, . . . , 2B − 1

}
according to

QFLQ (HHH) = argmax
xxx∈{xxxi,i=0,...,2B−1}

γ (xxx,HHH) .

7For (iii), the upper bound in Theorem 3.2 shows the average feedback rate is dominated by
e−

1
P

[
1
P + log(1+P )

P

]
in the high-P region, which is independent of t.
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Figure 3.3: Simulated outage probabilities of QVLQ and QFLQ when t = 2, 3, 4 (t is the
number of transmit antennas).

Then the outage probability is Out (QFLQ) = E{xxxi,i=0,...,2B−1}Prob
{
γ (QFLQ (HHH) ,HHH) < 1

P

}
,

and the average feedback rate is R (QFLQ) = B. It is observed from Fig. 3.2 that R (QVLQ) is

no larger than 0.8, 2 or 3 bits per channel state when t = 2, 3 or 4, respectively. Thus in Fig.

3.3(a), we choose the number of feedback bits assigned to QFLQ to be B = 4, 6 and 8 when

t = 2, 3, 4, respectively. Curves in Fig. 3.3(a) demonstrate that QVLQ outperforms QFLQ

even when the latter one has a much larger feedback rate. In Fig. 3.3(b), we let B = 1, 2, 3

for t = 2, 3, 4, which are close to (but still larger than) R (QVLQ). It can be seen that the

outage probabilities of QFLQ are much worse than those of QVLQ. Therefore, it is revealed

from Figs. 3.3(a) and 3.3(b) that QVLQ is superior to QFLQ.

3.7 Generalization to Multicast Networks with More than

Two Users

The quantizer proposed for multicast networks with two users can be applied to the multicast

networks with more than two users after slight modifications. We still name it QVLQ for
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Figure 3.4: Simulated outage probabilities and average feedback rates when M = 3, 4 and
t = 2, 3 (M is the number of receivers and t is the number of transmit antennas).

simplicity. Denote the number of receivers by M . When M ≥ 3, hhhm = [hm1 · · ·hmt]ᵀ

stands for the channel vector from the transmitter to receiver m with hmn ' CN(0, 1) for

m = 1, . . . ,M and n = 1, . . . , t. Then HHH = [hhh1 · · ·hhhM ] ∈ Ct×M represents the entire channel

state. Let γ (xxx,HHH) = minm=1,...,M

∣∣xxx†hhhm∣∣2 for any xxx ∈ X . With such modifications, we

can apply the proposed quantizer QVLQ in (3.2) with encoding rules in (3.3), (3.4) to the

multicast networks with more than two users.

For the two-user case, we have rigorously proved QVLQ could achieve the optimal outage

probability with a finite average feedback rate, and the proofs rely on the closed-form ex-

pression of Full (HHH) given in [19]. But when the multicast network has more than two users,

there is no optimal solution for Full (HHH) in the literature. Thus, we cannot apply the same

method to prove QVLQ could achieve the optimal outage probability with a finite average

feedback rate in the general case with an arbitrary number of users.

Nevertheless, our proposed quantizer QVLQ is still effective in the multicast networks with

more than two users. The “closest” solution we have found for Full (HHH) is in [22], which uses

approximation but generates optimal solutions in many scenarios. In Fig. 3.4, we simulate

the outage probabilities and average feedback rates according to the simulation procedure in
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Section VI when the numbers of users are M = 3, 4 and the numbers of transmit antennas

are t = 2, 3, respectively. We use the solution in [22] as the base for the simulation procedure,

thus its outage probability is treated as the full-CSI performance. We believe that if the

exactly optimal solution for Full (HHH) is found, our proposed quantizer will also yield the

optimal outage probability. Fig. 3.4 shows that QVLQ could attain the full-CSI outage

probability using finite average feedback rates when there are more than two users.

3.8 Conclusions and Future Work

In this chapter, we have proved that in the two-user multicast network, the proposed VLQ

can achieve the full-CSI outage probability with a low average feedback rate. We have also

extended the proposed VLQ to the multicast networks with more than two users. In the

future, we intend to work on a distributed quantizer for the multicast network by localizing

the proposed VLQ. In this scenario, each receiver only feedbacks its local channel information

and no node can acquire the full CSI. We aim to approach or even achieve the full-CSI outage

probability at the cost of a finite average feedback rate.
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Chapter 4

Cooperative Quantization for Two-User

Interference Channels

In this chapter, we introduce cooperative quantizers for two-user interference channels where

interference signals are treated as noise. Compared with the conventional quantizers where

each receiver quantizes its own channel independently, the proposed cooperative quantizers

allow multiple rounds of feedback communication in the form of conferencing between re-

ceivers. For both time-sharing and concurrent transmission strategies, we propose different

cooperative quantizers to achieve the full-channel-state-information (full-CSI) network out-

age probability of sum-rate and the full-CSI network outage probability of minimum rate,

respectively. Our proposed quantizers only require finite average feedback rates, while the

conventional quantizers require infinite rate to achieve the full-CSI performance. For the

minimum rate, we also design cooperative quantizers for a joint time-sharing and concurrent

transmission strategy that can approach the previously-established optimal network outage

probability with a negligible gap. Numerical simulations confirm our cooperative quantizers

based on conferencing outperform the conventional quantizers.
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4.1 Introduction

Channel quantization in a network with multiple receivers is fundamentally different from

that in a point-to-point system. In a point-to-point system, the receiver can acquire the entire

channel state information (CSI) and send the corresponding quantized feedback information

to the transmitter [1, 2, 3, 4]. On the other hand, in a network with multiple receivers, each

receiver only has access to its own local CSI due to different geographical locations of the

different receivers. Each receiver can thus, quantize only a part of the entire global CSI,

which results in a distributed quantization problem [5, 6].

In the existing work on distributed quantization for networks with multiple receivers [6, 23?

], each receiver first quantizes its local CSI independently, then, sends a finite number of bits

representing quantized information through feedback links to other terminals. After decoding

the feedback information from all receivers, each terminal reconstructs the quantized version

of the global CSI. Finally, transmission techniques such as beamforming or power control are

adopted by treating the global quantized CSI as the exact unquantized CSI. For example,

throughput maximization for interference networks based on separate quantized feedback

information from receivers is analyzed in [23]. In [6], MMSE-based beamformers are designed

for the K-user MIMO interference channels with independent quantized information from

each receiver. In [24], after receivers feed back the quantized CSI of both the desired and

interfering channels, beamforming vectors are designed in order to maximize the sum-rate.

In [25], the technique of inter-cell interference nulling is applied to cellular networks based

on quantized feedback channels to reduce outage and improve data rates. The design of

distributed quantizers for beamforming in relay-interference networks has been studied in

[5]. The performance of these quantizers heavily depends on the number of feedback bits

assigned to each receiver for quantization, and always suffers loss when compared with the

full-CSI performance.
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Another related work is the splitting algorithm for relay selection proposed in [26], in which

there is only one receiver in the system model with a one-dimensional source to be quantized.

The splitting algorithm performs the quantization through rounds of bit exchanges. However,

the splitting algorithm cannot be directly applied to solving the distributed quantization

problem in a network with multiple receivers, which usually involves higher-dimensional

sources to be quantized.

In this chapter, we propose a novel distributed quantization strategy with multiple rounds of

feedback communication in the form of conferencing between receivers. We assume (i) each

transmitter has the quantized instantaneous CSI provided by feedback from the receivers

through the feedback links between itself and receivers; (ii) receivers are co-located. Thus,

each receiver could have the quantized feedback information from others through inter-

receiver feedback links. This network model with co-located receivers and inter-receiver

feedback links is a valid model for many different scenarios. One example is a cellular

network with two neighboring cells and one mobile user at each cell. If the two mobile users

are at the cell edges and are geographically close enough, the feedback links between these

mobile users (receivers) could be utilized. Another example is that of two Wi-Fi access points

coexisting in the same room with different target wireless devices. Since the wireless devices

are clearly co-located, one can similarly make use of the feedback links between them for a

better performance.1

To illustrate the idea of conferencing, we consider the distributed quantization problem for

two-user interference channels with the transmission strategies of time-sharing and concur-

rent transmission. In time-sharing, only one transmitter can be active at any time within
1We would however also like to emphasize that our quantizer designs are applicable to networking models

where inter-receiver feedback links are not available. In fact, after each receiver broadcasts its quantized local
CSI, we can schedule one transmitter to broadcast those feedback bits back to the receivers. In this manner,
each receiver can have access to the feedback information from the other receiver. This only incurs at most
a doubling of the feedback bits relative to the scenario where inter-receiver feedback links are available. In
other words, for every rate-R distributed quantizer that allows inter-receiver conferencing, we can synthesize
a rate-2R distributed quantizer that achieves the same performance as the rate-R quantizer and does not
need any inter-receiver communication.
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the transmission block, thus, no interference exists. On the contrary, in concurrent transmis-

sion, two transmitters are allowed to send signals concurrently during the entire transmission

block. We consider the treatment of interference as noise, since (i) it allows low complexity

transceivers (which is most desired in cellular communications, ad hoc and sensor networks

[27, 28]), and (ii) it incurs very little performance loss compared to the information-theoretic

outer bounds in [29] that require cooperation among the transmitters and/or multi-user de-

coding at the receivers. We propose cooperative quantizers that achieve the full-CSI network

outage probabilities of sum-rate or the full-CSI network outage probabilities of minimum

rate in both time-sharing and concurrent transmission strategies with only finite number of

feedback bits. To approach the full-CSI network outage probability of minimum rate, we

further propose a joint strategy that combines the quantizers proposed for time-sharing and

concurrent transmission. Through numerical simulations, we verify the superiority of our

quantizers by comparing them with the conventional ones.

Notations: Bold-face letters refer to vectors or matrices. We use > to denote the matrix

transpose. The sets of complex, real, and natural numbers are represented by C, R, and N,

respectively. Pr {·} and E [·] represent the probability and expectation, respectively. The

sets of complex n×1 vectors and complex m×n matrices are denoted by Cn×1 and Cm×n, re-

spectively. We use the notation CN(a) to represent a circularly-symmetric complex Gaussian

random variable (r.v.) with 0 mean and variance a/2 per complex dimension. For a r.v. X,

fX(·) is its probability density function (pdf). For sets A and B, A−B = {x : x ∈ A, x /∈ B},

and A is the complement of A. For any x ∈ R, bxc is the largest integer that is less than or

equal to x, and dxe is the smallest integer that is larger than or equal to x. For any x ∈ C,

Real(x) is the real part of x. For any logical statement ST, we let 111(ST) = 1 when ST is

true, and 111(ST) = 0 otherwise. Finally, for b1, . . . , bN ∈ {0, 1} where N ∈ N − {0}, the real

number [0.b1 · · · bN ]2 is the base-2 representation of
∑N

n=1 bn2−n.
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Figure 4.1: The two-user interference channel with limited feedback. The thick solid lines,
the thin solid lines, and the dashed lines represent the desired signals, interference signals,
and the feedback links, respectively.

4.2 Preliminaries

4.2.1 System model

Consider the interference channel in Fig. 4.1, where transmitters S1 and S2 send independent

signals to receivers D1 and D2 concurrently. All terminals are equipped with only a single

antenna. The channel gain from Sk to Dl is denoted by hkl, for k, l = 1, 2. We assume

that h11, h22 ' CN(1) and h12, h21 ' CN(η) for some 0 ≤ η ≤ 1. The role of the parameter

η is to model different interference signal strengths.2 The local CSI at Receiver k is hhhk =[
|h1k|2 , |h2k|2

]> ∈ R2×1, and HHH = [hhh1,hhh2] ∈ R2×2 represents the global CSI. We assume that

the additive noises at the receivers are distributed as CN(1) and they are independent of HHH.

We assume a quasi-static block fading channel in which the channel states vary independently

from one block to another and remain constant within each block. Either receiver is assumed

to perfectly estimate its local CSI and send the associated quantized local CSI to the other

receiver and the transmitters in a broadcast manner via error-free and delay-free feedback

links [4, 30]. More particularly, in Fig. 4.1, the feedback bits from Receiver 1 will be received
2For a simpler exposition, we assume throughout the chapter that both h12 and h21 have the same

variance η. Our results can easily be generalized to the scenario where the channels h12 and h21 have
different variances.
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by the two transmitters via the feedback links between Receiver 1 and transmitters, and by

the other receiver via the inter-receiver feedback link, as will the feedback bits from Receiver

2.

4.2.2 Transmission strategies

In this chapter, we consider two transmission strategies, namely time-sharing and concurrent

transmission. Time-sharing means either transmitter only occupies a proportion of the

block to transmit while remains silent in the rest, thus, no interference exists. concurrent

transmission refers to the scenario where both transmitters send signals within the entire

block, thereby causing interference to each other. Unless otherwise specified, we assume

interference signals are dealt with as additive noises throughout this chapter [27, 28].

Let sk ' CN(Pk) denote the information bearing symbol sent by Transmitter k with the

per-transmitter power constraint E
[
|sk|2

]
= Pk ≤ P for each channel state, where the

expectation is over all transmitted symbols. In other words, the average energy of the

symbols of either transmitter is always constrained by P . In time-sharing, let tk ∈ [0, 1] be

the percentage of time within the entire block in which only Sk is active, with the constraint

t1 + t2 = 1. It is optimal for transmitters to use full power under the condition of no

interference, i.e., Pk = P for k = 1, 2. Therefore, for a given HHH, the data rate at Receiver k

is

RTS,k(tk) , tk log2

(
1 + P |hkk|2

)
. (4.1)

In concurrent transmission, let Pk = pkP , where pk ∈ [0, 1]. For k, l = 1, 2 and k 6= l, the

data rate at Receiver k is

RCT,k(p1, p2) , log2

(
1 +

pkP |hkk|2

plP |hlk|2 + 1

)
= log2

(
1 +

pk |hkk|2

pl |hlk|2 + 1
P

)
. (4.2)
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We will also consider a joint time-sharing and concurrent transmission strategy, the details

of which will be discussed later on.

4.2.3 Network Outage Probability

We consider the network outage probability, i.e., the fraction of channel states at which

the network rate measure falls below a target data rate ρ, as our performance measure.

Such a performance metric is well-suited for applications where a given constant data

rate needs to be sustained for every channel state [25, 31]. Two kinds of rate measures

will be considered, namely sum-rate and minimum rate. Specifically, in time-sharing, the

network outage probability of sum-rate and the network outage probability of minimum

rate are defined as Pr
{∑2

k=1 RTS,k(tk) < ρ
}
and Pr {min {RTS,1(t1),RTS,2(t2)} < ρ}, respec-

tively; in concurrent transmission, the network outage probability of sum-rate and the net-

work outage probability of minimum rate are defined as Pr
{∑2

k=1 RCT,k(p1, p2) < ρ
}

and

Pr {min {RCT,1(p1, p2),RCT,2(p1, p2)} < ρ}, respectively. For illustrative simplicity and with-

out loss of generality, we assume the sum-rate outage threshold to be ρ = 2 bits per channel

state and the minimum-rate outage threshold (for either receiver) to be ρ = 1. Results for

other values of ρ can be obtained likewise.

Our goal is to design efficient quantizers that can achieve the full-CSI network outage prob-

abilities in terms of sum-rate or minimum rate for both time-sharing and concurrent trans-

mission strategies.
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4.3 Cooperative Quantization for Network Outage Prob-

ability of Sum-Rate

We first study quantizers for concurrent transmission. In this scenario, the sum-rate is given

by

SRCT (p1, p2) ,
2∑

k=1

RCT,k(p1, p2).

Therefore, we defined the corresponding network outage probability as

OUTSR,CT , Pr {SRCT (p1, p2) < 2} .

It is proved in [32] that when interference signals are treated as noise, the maximum sum-rate

is

max {SRCT (1, 0) , SRCT (0, 1) , SRCT (1, 1)} .

Therefore, the full-CSI network outage probability is

OUTopt
SR,CT = Pr {max {SRCT (1, 0) , SRCT (0, 1) , SRCT (1, 1)} < 2} .

In the following, we design a cooperative quantizer, namely CQSR,CT, that can achieve

OUTopt
SR,CT exactly with only 1 feedback bit per receiver. The quantizer CQSR,CT consists of

two local encoders and a unique decoder. For k = 1, 2, the k-th encoder ENCSR,CT,k : R2×1 →

{0, 1} is located at Receiver k, which will map hhhk to 0 or 1 according to ENCSR,CT,k (hhhk) = 0

or 1. Then, Receiver k will feed back the binary codeword “1” if ENCSR,CT,k (hhhk) = 1, and

otherwise, it will feed back “0”. Afterwards, the decoder DECSR,CT that is shared by all
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Yes

No

A set CQSR,CT (HHH) = (0, 1)
B set CQSR,CT (HHH) = (1, 1)
C set CQSR,CT (HHH) = (1, 0)
D set CQSR,CT (HHH) = (1, 0) or (0, 1)

Figure 4.2: The flow chart of CQSR,CT.

terminals will decode the two feedback bits and recover the values of ENCSR,CT,k (hhhk) for

k = 1, 2. The flow chart of CQSR,CT is shown in Fig. 4.2.

Theorem 4.1. The quantizer CQSR,CT achieves the full-CSI network outage probability

using only one bit of feedback per receiver for every channel state.

Proof. Note that the quantizer CQSR,CT operates using only one bit of feedback per re-

ceiver per channel state, for a total of two bits per channel state. Moreover, with CQSR,CT,

an outage event will occur only when SRCT(p1, p2) < 2 for any (p1, p2) ∈ {(1, 0) , (0, 1),

(1, 1)}, or equivalently, when both receivers feed “0” back and the determined power pair

CQSR,CT (HHH) = (1, 1) still leads to outage. Therefore, the outage probability with the quan-

tizer CQSR,CT is the same as the minimum possible outage probability OUTopt
SR,CT.

The design of CQSR,CT utilizes the fact that checking whether (p1, p2) = (1, 0) or (0, 1) causes

outage only requires the knowledge of local CSI at either receiver. We let Receiver k send
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one bit to indicate whether RCT,k(pk = 1, pl = 0) = log2

(
1 + P |hkk|2

)
≥ 2, thus, two bits

from the two receivers provide adequate information for choosing the right pair (p1, p2) to

attain the best performance.

We now proceed to time-sharing. In this case, the network outage probability for sum-rate

is

OUTSR,TS , Pr

{
SRTS (t1, t2) ,

2∑
k=1

RTS,k(tk) < 2

}
.

Under the constraint t1 + t2 = 1, the maximum sum-rate is

max {SRTS (1, 0) , SRTS (0, 1)} .

Therefore, the full-CSI network outage probability is

OUTopt
SR,TS = Pr {SRTS (1, 0) < 2, SRTS (0, 1) < 2} .

Noticing that SRTS (1, 0) = SRCT (1, 0) and SRTS (0, 1) = SRCT (0, 1) from (4.1) and (4.2),

then, applying the same idea as in the construction of CQSR,CT, we can design a coopera-

tive quantizer for time-sharing that also achieves OUTopt
SR,TS with only one bit of feedback

per receiver (the details are omitted). On the other hand, SRTS(1, 0) = SRCT(1, 0) and

SRTS(0, 1) = SRCT(0, 1) implies OUTopt
SR,CT ≤ OUTopt

SR,TS. Hence, we only need to consider

concurrent transmission when we wish to minimize the network outage probability of the

sum-rate.
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4.4 Cooperative Quantization for Network Outage Prob-

ability of Minimum Rate

In this section, we design cooperative quantizers that minimize the outage probability of

minimum rate. We first study the minimum possible network outage probabilities with

time-sharing and concurrent transmission, respectively.

Given a possibly channel-dependent time-sharing pair (t1, t2), the network outage probability

of minimum rate can be expressed as

OUTMR,TS , Pr
{
MRTS(t1, t2) , min {RTS,1(t1),RTS,2(t2)} < 1

}
.

Likewise, for concurrent transmission, given (p1, p2), the network outage probability can be

expressed as

OUTMR,CT , Pr
{
MRCT(p1, p2) , min{RCT,1(p1, p2),RCT,2(p1, p2)} < 1

}
.

In the following two propositions, whose proofs are provided in Appendix C.1, we respectively

determine the optimal time-sharing and concurrent transmission pairs that minimize the

network outage probability of minimum rate.

Proposition 4.1. Let (t?1, t
?
2) = argmax(t1,t2) MRTS(t1, t2). We have

(t?1, t
?
2) =(

log2

(
1 + P |h22|2

)
log2

(
1 + P |h11|2

)
+ log2

(
1 + P |h22|2

) , log2

(
1 + P |h11|2

)
log2

(
1 + P |h11|2

)
+ log2

(
1 + P |h22|2

)) .
(4.3)

Proposition 4.2. Let (p?1, p
?
2) = argmax(p1,p2) MRCT(p1, p2). If |h11|2

|h21|2+ 1
P

> |h22|2

|h12|2+ 1
P

, we
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have

(p?1, p
?
2) =


√

4P 2|h12|2|h21|2|h22|2+4P |h22|2|h12|2

|h11|2
+ 1− 1

2P |h12|2
, 1

 , (4.4)

and otherwise, if |h11|2

|h21|2+ 1
P

≤ |h22|2

|h12|2+ 1
P

, we have

(p?1, p
?
2) =

1,

√
4P 2|h11|2|h12|2|h21|2+4P |h11|2|h21|2

|h22|2
+ 1− 1

2P |h21|2

 . (4.5)

In particular, the full-CSI network outage probabilities of minimum rate for time-sharing

and concurrent transmission are given by

OUTopt
MR,TS = Pr {MRTS(t?1, t

?
2) < 1} ,OUTopt

MR,CT = Pr {MRCT(p?1, p
?
2) < 1} .

We now propose two cooperative quantizers, namely CQMR,TS and CQMR,CT, that can respec-

tively achieve the optimal outage probabilities OUTopt
MR,TS and OUTopt

MR,CT with finite average

feedback rates per receiver.

4.4.1 Time-Sharing

For a given HHH, the minimum time percentage for Receiver k to prevent outage is given by

tk,min = 1

log2(1+P |hkk|2)
, which can be calculated locally by Receiver k. Denote by CQMR,TS (HHH)

the time-sharing pair (t1, t2) chosen by CQMR,TS.
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Figure 4.3: The flow chart of CQMR,TS.

The proposed quantizer CQMR,TS consists of two local encoders with the k-th encoder

ENCMR,TS,k : R2×1 → {0, 1} located at Receiver k and a unique decoder DECMR,TS function-
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ing at all terminals. We add the superscript “l” to indicate their operations at Round l for

l ∈ N. At round l, Receiver k will feed back “1” if ENC l
MR,TS,k (hhhk) = 1, and otherwise, it

will feed back “0”. The decoder DEC l
MR,TS decodes the two feedback bits and recovers the

values of ENC l
MR,TS,k (hhhk) for k = 1, 2. Two variables, namely tub

k,min, t
lb
k,min, will be stored

and dynamically updated at all terminals; tub,l
k,min, t

lb,l
k,min will represent the values of tub

k,min, t
lb
k,min

after Round l. The flow chart of CQMR,TS is presented in Fig. 4.3.

Remark 1: To provide some intuitions on the structure of CQMR,TS, note that the outage

condition MRTS (t?1, t
?
2) < 1 is the same as t1,min + t2,min > 1 since t1,min + t2,min = 1

MRTS(t?1,t?2)
.

Equivalently, CQMR,TS needs to determine whether t1,min + t2,min > 1. To accomplish this,

Receiver k quantizes tk,min in a successively refinable way with increasing l. The variables

tub
k,min, t

lb
k,min serve as the upper and lower bounds on tk,min, which are updated based on the

two bits fed back by the two receivers in each round. This inter-receiver conferencing process

will end if the two feedback bits in some round satisfy the ending criterion shown in Fig.

4.3. When the ending criterion has been satisfied, the updated tub
k,min, t

lb
k,min will be adequate

to make a judgement of whether t1,min + t2,min > 1 holds.

Let OUT
(
CQMR,TS

)
and FR

(
CQMR,TS

)
be the network outage probability and average feed-

back rate of CQMR,TS, respectively. The following theorem, whose proof can be found in

Appendix C.2, shows that whenever the optimal time shairing pair (t?1, t
?
2) in Proposition 4.1

can avoid outage, the quantized time-sharing pair chosen by CQMR,TS will also avoid outage

with probability one and with a finite average feedback rate.

Theorem 4.2.

(a) Let CQMR,TS (HHH) =
(
t̂1, t̂2

)
. Then, we have 0 < t̂1, t̂2 < 1 and t̂1 + t̂2 = 1.

(b) For any P > 0, we have

OUT
(
CQMR,TS

)
= OUTopt

MR,TS, (4.6)
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FR
(
CQMR,TS

)
≤ 2 + 2e−

1
P

(
1 +

C0

P

)
, (4.7)

where C0 is a bounded positive constant that is independent of P .3

Theorem 4.2.(a) states the feasibility of CQMR,TS (HHH) as a time-sharing pair; Theorem 4.2.(b)

shows the zero-distortion can actually be achieved in network outage probability by a finite

average feedback rate. Therefore, there is no need for infinite feedback bits per channel state

as the existing methods suggest. This surprising result comes from conferencing between

receivers in our design.

Moreover, notice that when P → ∞, FR
(
CQMR,TS

)
→ 4. This is because the probability

that tk,min <
1
2
converges to 1 for large P . Hence, after two rounds (which require a total of 4

bits of feedback), with probability 1, the pair
(

1
2
, 1

2

)
will be chosen as the time-sharing pair.

Similarly, when P → 0, the probability that tk,min > 1 will converge to 1. Therefore, after

Round 0 (with 2 bits of feedback), conferencing will end because the outage is inevitable

almost surely.

Furthermore, if a maximum number of conferencing rounds is imposed on CQMR,TS (i.e.,

conferencing ends either when the ending criterion in Fig. 4.3 is satisfied or the maximum

number of conferencing rounds L ≥ 2 is reached), we have the following upper bounds on

OUT
(
CQMR,TS

)
and FR

(
CQMR,TS

)
. We omit their proofs here since they are similar to that

of Theorem 4.2.

Corollary 4.1. When a maximum number of conferencing rounds L ≥ 2 is imposed on
3Since we focus on showing the average feedback rate is finite for any P , it is beyond the scope of our

paper to derive the tightest bound, i.e., the smallest value for C0. Also, it is worth mentioning that the
feedback rate here can be interpreted as the time cost of conferencing. Feeding one bit back by either receiver
consumes one time unit, thus, the time cost of conferencing is equivalent to the total number of feedback
bits from both receivers.
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CQMR,TS, for any P > 0, we have

OUT
(
CQMR,TS

)
≤ OUTopt

MR,TS + C0,1
e−

1
P

2L−2P
, (4.8)

FR
(
CQMR,TS

)
≤ 2 + 2e−

1
P

(
1 + C0,2

1

P
+ C0,3

L

2L−2P

)
, (4.9)

where C0,1, C0,2 and C0,3 are bounded positive constants independent of P .

When P →∞ in (4.8), OUT
(
CQMR,TS

)
→ OUTopt

MR,TS. This arises from the fact that when

P → ∞, the data rate at either receiver will be infinitely large for any chosen time-sharing

pair, thus, outage is eliminated almost surely.

4.4.2 Concurrent transmission

We have shown in the proof of Proposition 4.2 in Appendix C.1 that for any power pair

(p1, p2) with 0 < p1, p2 < 1, the minimum rate can be further increased by scaling p1 and p2

simultaneously till either p1 or p2 reaches 1. Therefore, an optimal choice of (p1, p2) should

at least satisfy p1 = 1 or p2 = 1, as shown in Proposition 4.2.

For k, l = 1, 2 and k 6= l, if we let pk = 1, the maximum allowed power at Transmitter l that

will not cause outage to Receiver k, and the minimum required power at Transmitter l so as

to avoid outage at Receiver l can be calculated at Receivers k and l, respectively, as

RCT,k(pk = 1, pl) = log2

(
1 + |hkk|2

pl|hlk|2+ 1
P

)
≥ 1 =⇒ pl ≤ pl,max =

|hkk|2− 1
P

|hlk|2
,

RCT,l(pk = 1, pl) = log2

(
1 + pl|hll|2

|hkl|2+ 1
P

)
≥ 1 =⇒ pl ≥ pl,min =

|hkl|2+ 1
P

|hll|2
.

(4.10)

Thus, when Transmitter k consumes full power, the first task of CQMR,CT is to determine
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whether pl,min ≤ pl ≤ pl,max holds for some pl ∈ [0, 1]. Equivalently, CQMR,CT should make

sure whether pl,min ≤ 1 and pl,min ≤ pl,max are simultaneously satisfied. If so, the second task

of CQMR,CT is to find a value between pl,max and pl,min for pl. Whereas if CQMR,CT declares

outage under pk = 1, the other scenario where pl = 1 should be attempted subsequently.

The quantization procedure of CQMR,CT is thus composed of two stages. Stage 0 will address

the scenario where p1 = 1 to decide whether p2,min ≤ p2 ≤ p2,max holds for some p2 ∈ [0, 1],

and find such a p2 if it exists. Similarly, conditioned on p2 = 1, Stage 1 will determine

whether p1,min ≤ p1 ≤ p1,max holds for some p1 ∈ [0, 1] and find such a p1 if it exists. In

addition, Stage 1 will be initiated only if Stage 0 cannot find an appropriate value of p2

that avoids outage. If both stages declare outage, an outage event will be unavoidable for

CQMR,CT.

More specifically, CQMR,CT comprises of two local encoders and a universal decoder. The k-

th encoder ENCMR,CT,k : R2×1 → {0, 1} is at Receiver k, and the universal decoder DECMR,CT

is at all terminals. We add the superscript “m, l” to represent their operations at Round

l in Stage m for m = 0, 1 and l ∈ N. For k = 1, 2, variables qubk and qlbk will be stored

and updated at all terminals, with qub,m,lk and qlb,m,lk being their instantaneous values after

Round l in Stage m. The flow chart of CQMR,CT is shown in Fig. 4.4. Since Stage 1 is

similar to Stage 0, the procedure of Stage 1 is omitted for conciseness. Also, it should

be noted that in Stage 1 where p2 = 1, if
(
ENC1,0

MR,CT,1 (hhh1) ,ENC1,0
MR,CT,2 (hhh2)

)
6= (1, 1), or

ENC1,l
MR,CT,1 (hhh1) = ENC1,l

MR,CT,2 (hhh2) = 1 for l ≥ 2, CQMR,CT ends and the power pair is

CQMR,CT (HHH) = (1, 1).

Remark 2: The core of CQMR,CT lies in the procedure of Round l in Stage 0 or 1 for

l ≥ 2. In Stage 0, when it comes to Round 2, we have 0 < p2,max < 1 and 0 < p2,min ≤

1. Instead of determing whether p2,min ≤ p2,max directly, CQMR,CT determines whether

(1−p2,max)+p2,min ≤ 1 holds, which can be done by treating 1−p2,max and p2,min in CQMR,CT

as t1,min and t2,min in CQMR,TS, respectively. The conferencing-based procedure of CQMR,TS
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is thus applied to CQMR,CT, where the variables qlb,m,l1 , qub,m,l1 and qlb,m,l2 , qub,m,l2 represent the

lower and upper bounds on 1 − p2,max and p2,min updated during the conferencing process,

respectively.

Let OUT
(
CQMR,CT

)
denote the network outage probability with CQMR,CT, and let FR

(
CQMR,CT

)
be the average feedback rate of CQMR,CT. The following theorem shows that CQMR,CT

achieves the optimal outage probability with full CSI and provides an upper bound on

FR
(
CQMR,CT

)
. The proof of this theorem is provided in Appendix C.3.

Theorem 4.3.

(a) Let CQMR,CT (HHH) = (p̂1, p̂2). Then, we have 0 ≤ p̂1, p̂2 ≤ 1.

(b) For any P > 0, we have

OUT
(
CQMR,CT

)
= OUTopt

MR,CT, (4.11)

FR
(
CQMR,CT

)
≤ 4 + 4e−

1
P (C1η + 1) , (4.12)

where C1 is a bounded positive constant that is independent of P .

We also consider the situation where the numbers of conferencing rounds in both stages of

CQMR,CT are limited by L ≥ 3. With this constraint, in Stage 0, if the ending criterion in

Fig. 4.4 is satisfied no later than Round L − 1, conferencing will end; if conferencing in

Stage 0 proceeds to Round L − 1 while the ending criterion has not been satisfied, Stage 1

will be initiated, then, conferencing ends either when the ending criterion for Stage 1 has

been met or conferencing reaches Round L− 1. The upper bounds on OUT
(
CQMR,CT

)
and

FR
(
CQMR,CT

)
for this case are given in Corollary 4.2. The proof of Corollary 4.2 is skipped

since it is similar to that of Theorem 4.3.

Corollary 4.2. When a maximum number of conferencing rounds L ≥ 3 is imposed on
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both stages in CQMR,CT, for any P > 0, we have

OUT
(
CQMR,CT

)
≤ OUTopt

MR,CT +
ηe−

1
P

2L−3
,

FR
(
CQMR,CT

)
≤ 4 + 4e−

1
P

(
1 + C1,0η + C1,1η

L

2L−4

)
,

where C1,0 and C1,1 are bounded positive constants independent of P .

4.4.3 A Joint Time-sharing and concurrent transmission Strategy

We recall from Section 4.3 that for the network outage probability of sum-rate, concurrent

transmission is always superior to time-sharing for any given channel state. On the other

hand, for the network outage probability of minimum rate, depending on P , either time-

sharing or concurrent transmission can be superior for different channel states. In this

section, we thus propose a simple joint time-sharing and concurrent transmission strategy

that can outperform either time-sharing or concurrent transmission alone.

Suppose for now that the transmitters and the receivers have full CSI. Then, for a given

channel state, as a first step, we can apply either time-sharing or concurrent transmission.

Only if this first step gives rise to an outage event, we apply the other strategy. It is

straightforward to show that such a joint strategy will result in a network outage probability

of

OUTjoint
MR = Pr {MRTS (t?1, t

?
2) < 1,MRCT (p?1, p

?
2) < 1} . (4.13)

At this stage, it is instructive to compare the outage performance OUTjoint
MR of our joint

strategy with the achievable outage probability with any scheme that treats interference as
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noise. In this context, under the assumption of treating interference signals as noise, the

rate region frontiers of two-user interference channels are provided in [27]. According to the

results of [27], for a given HHH, the maximum minimum rate of the interference channel can

be expressed as4

MRopt = max {MRTS (t?1, t
?
2) ,MRCT (p?1, p

?
2) ,MR1,MR2} , (4.14)

where the expressions of MR1 and MR2 are given at the top of the next page. Hence, the

full-CSI network outage probability for maximum minimum rate is

OUTMR,opt = Pr {MRTS (t?1, t
?
2) < 1,MRCT (p?1, p

?
2) < 1,MR1 < 1,MR2 < 1} . (4.15)

Comparing (4.13) with (4.15), it is clear that we potentially have OUTMR,opt < OUTjoint
MR .

However, through numerical simulations, we find that the difference between OUTMR,opt and

OUTjoint
MR is very small as the differentiating outage event (i.e. the event of MR1 < 1 and

MR2 < 1) is a very rare event. Define the percentage of optimality for our joint strategy as

Pr {HHH ∈ {HHH : 111 (MRTS (t?1, t
?
2) < 1,MRCT (p?1, p

?
2) < 1) = 111 (MRopt < 1)}} .

In Fig. 4.5, the simulated percentage of optimality shows for every P and η, in more than

99% of channel realizations, our joint strategy has the same outcome in terms of outage vs

non-outage as the best possible strategy that induces the maximum minimum rate MRopt in

(4.14). In other words, only a negligible gap exists between their network outage probabili-

ties.
4The maximum minimum rate is obtained by finding the rate pair (R1, R2) on the rate region frontier

that satisfies R1 = R2.
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Figure 4.5: Simulated percentage of optimality.

The highly complicated expressions for MRopt makes the design of a quantizer that can

achieve OUTMR,opt very challenging. However, OUTjoint
MR can be easily achieved in a dis-

tributed and quantized manner denoted by CQjoint
MR . We can first apply the proposed quan-

tizer CQMR,TS for time-sharing. In the second stage, CQMR,CT is applied only if CQMR,TS

cannot avoid outage.5 In the previous sections, we have shown that CQMR,TS and CQMR,CT

can achieve the full-CSI network outage probabilities with a finite average feedback rate for

the time-sharing and concurrent transmission strategies, respectively. Therefore, CQjoint
MR will

achieve OUTjoint
MR at the expense of only a finite average feedback rate. More precisely, the

average feedback rate of CQjoint
MR will be no larger than FR

(
CQMR,TS

)
+ FR

(
CQMR,CT

)
.

5For the procedure of CQMR,TS in Fig. 4.3, it will be shown later that each terminal will be able to decide
whether CQMR,TS fails (and thus potentially proceed to the concurrent transmission stages) based on the
two feedback bits at each round. For example, when CQMR,TS continues into Round l with l ≥ 1, once both
receivers feed back “1”, CQMR,TS will not be able to avoid an outage event with probability one. On the
other hand, if both receivers feed back “0”, CQMR,TS will avoid outage.
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4.5 Numerical Simulations

In this section, we present simulations to verify the theoretical results for CQMR,TS in time-

sharing and CQMR,CT in concurrent transmission. For each instance of P and η, a sufficiently

large number of channel realizations are generated so as to observe at least 104 outage events.

We will compare the performances of CQMR,TS and CQMR,CT with those of the following

schemes: (i) “Open-Loop 1”: either transmitter transmits with full power in half of the

transmission block and remains silent in the other half; (ii) “Open-Loop 2”: both transmitters

use full power in the entire transmission block; (iii) the conventional quantizer denoted by

CQconv
MR . In CQconv

MR , given the total number of feedback bits per channel state as Btot, Receiver

k spends Btot

4
bits to quantize |h1k|2 or |h2k|2 separately based on a scalar codebook generated

by the Lloyd Algorithm [33] with a cardinality of 2
Btot

4 [23]. Then, all terminals decode the

feedback bits to reconstruct the quantized HHH as ĤHH. The time-sharing and/or concurrent

transmission pairs are then calculated according to Propositions 4.1 and 4.2, respectively, by

treating ĤHH as HHH.

In Fig. 4.6(a), we show the network outage probabilities of minimum rate for CQMR,TS,

CQconv
MR , “Open-Loop 1” and MRopt in (4.14). We can observe that the network outage

probabilities of CQconv
MR and “Open-Loop 1” are much worse than that of CQMR,TS. Thus,

limited feedback is necessary, and the proposed quantizer based on conferencing is superior

to the conventional quantizer. In addition, the curves of CQMR,TS and MRopt almost coincide

in the medium and high-P regimes, which validates that time-sharing is more favorable when

P is moderate or large compared with concurrent transmission. In Fig. 4.6(b), we plot the

average feedback rate of CQMR,TS to show that it is finite and small in the entire interval of

P . In particular, when P →∞ or 0, we observe that the average feedback rate approaches

4 or 2, respectively, which matches our theoretical analysis in Theorem 4.2.

In Fig. 4.7(a), we show the network outage probabilities for minimum rate of CQMR,CT,
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CQconv
MR and “Open-Loop 2”. For each η ∈ {0.1, 1}, the network outage probabilities of

CQMR,CT are much smaller than those of CQconv
MR and “Open-Loop 2”, which verifies that the

limited feedback is necessary and the conferencing-based quantizer outperforms the conven-

tional one. In Fig. 4.7(b), we show the average feedback rates of CQMR,CT, which are finite

and small for any P and η, as claimed by Theorem 4.3. For example, as P → 0, the feedback

rate converges to 4 bits as can also be inferred from the rate upper bound in Theorem 4.3.

Lastly, we simulate the network outage probability of CQjoint
MR in Fig. 4.8 and compare it with

those of the maximum minimum rateMRopt in (4.14), CQconv
MR based onMRopt, “Open-Loop 1”

and “Open-Loop 2”. Additionally, we plot the network outage probabilities of the outer and

inner bounds on the information-theoretic capacity region of two-user interference channels

given in [29]. It can be observed that the network outage probability of CQjoint
MR almost

coincides with OUTopt
MR and greatly exceeds those of the conventional quantizer CQconv

MR and

the two schemes with no feedback. Also, as mentioned before, the curve for CQjoint
MR is very

close to that of the outer bound in [29]. Comparing the performance of CQjoint
MR with that of

the inner bound, we observe an obvious enhancement. Although we only present the curves

for η = 0.1 here, we have observed that the results for other values of η all exhibit the same

behavior.

4.6 Conclusions

We have introduced conferencing-based cooperative quantizers for two-user interference chan-

nels where interference signals are treated as additive noise. We have proved that in time-

sharing or concurrent transmission, the proposed quantizers are able to achieve the full-CSI

network outage probability of sum-rate or the full-CSI network outage probability of min-

imum rate with finite average feedback rates. Furthermore, a joint strategy of these two

quantizers has been proposed to closely approach the network outage probability of maxi-
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mum minimum rate with only a negligible gap and finite average feedback rates. Extension

of these conferencing-based quantizers to the power-efficient or noisy feedback scenario will

be an interesting future research direction.
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1 ,
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2 ← q ub,0,l−1

2 , q lb,0,l
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2
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C set CQMR,CT (HHH) =
(

1,
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update q ub,0,l
1 ← q ub,0,l−1

1 , q lb,0,l
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1 +qlb,0,l−1
1
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2 ← q lb,0,l−1
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qub,0,l−1
2 +qlb,0,l−1

2

2

)
Figure 4.4: The flow chart of CQMR,CT (Stage 1 with p2 = 1 is similar to Stage 0 with p1 = 1,
thus omitted).
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Figure 4.6: Simulated network outage probabilities of minimum rate and average feedback
rate for time-sharing.
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Chapter 5

Downlink Non-Orthogonal Multiple

Access with Limited Feedback

In this chapter, we analyze downlink non-orthogonal multiple access (NOMA) networks with

limited feedback. Our goal is to derive appropriate transmission rates for rate adaptation

and minimize outage probability of minimum rate for the constant-rate data service, based

on distributed channel feedback information from receivers. We propose an efficient quan-

tizer with variable-length encoding that approaches the best performance of the case where

perfect channel state information is available everywhere. We prove that in the typical ap-

plication with two receivers, the losses in the minimum rate and outage probability decay

at least exponentially with the minimum feedback rate. We analyze the diversity gain and

provide a sufficient condition for the quantizer to achieve the maximum diversity order. For

NOMA with K receivers where K > 2, we solve the minimum rate maximization problem

within an accuracy of ε in time complexity of O
(
K log 1

ε

)
, then, we apply the previously

proposed quantizers for K = 2 to the case of K > 2. Numerical simulations are presented

to demonstrate the efficiency of our proposed quantizers and the accuracy of the analytical

results.
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5.1 Introduction

Non-orthogonal multiple access (NOMA) has received significant attention recently for its

superior spectral efficiency [34]. It is a promising candidate for mobile communication net-

works, and has been included in LTE Release 13 for the scenario of two-user downlink

transmission under the name of multi-user superposition transmission [35]. The key idea of

NOMA is to multiplex multiple users with superposition coding at different power levels, and

utilize successive interference cancellation (SIC) at receivers with better channel conditions

[36]. Specifically, for NOMA with two receivers, the messages to be sent are superposed

with different power allocation coefficients at the BS side. At the receivers’ side, the weaker

receiver decodes its intended message by treating the other’s as noise, while the stronger

receiver first decodes the message of the weaker receiver, and then decodes its own by re-

moving the other message from the received signal. In this way, the weaker receiver benefits

from larger power, and the stronger receiver is able to decode its own message with no inter-

ference. Hence, the overall performance of NOMA is enhanced, compared with traditional

orthogonal multiple access schemes. It is shown in [37] that the rate region of NOMA is the

same as the capacity region of Gaussian broadcast channels with two receivers, but with an

additional constraint that the stronger receiver is assigned less power than the weaker one.

There has been a lot of work on NOMA. In [34] and [37], the authors evaluated the benefits of

downlink NOMA from the system and information theoretic perspectives, respectively. The

performance of NOMA with randomly deployed users was investigated in [38]. A lot of effort

has been put into the power allocation design in NOMA. For example, the authors in [39] and

[40] analyzed the necessary conditions for NOMA with two users to beat the performance of

time-division-multiple-access (TDMA), and derived closed-form expressions for the expected

data rates and outage probabilities. In [41], power allocation based on proportional fairness

scheduling was investigated for downlink NOMA. Transmit power minimization subject to

rate constraints was discussed in [42]. A joint consideration of dynamic user clustering and
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power allocation was studied in [43].

However, all the mentioned papers have assumed a perfect knowledge of the distributed

channel state information (CSI) at the BS and all the geographically-distributed receivers,

which is difficult to realize in practice. Therefore, we consider the limited feedback scenario

wherein each receiver only has access to its own local CSI, from the BS to itself, and then

broadcasts its feedback information to the BS and other receivers [44]. Under such settings,

interesting problems arise, for example: How to design simple but efficient quantizers for

NOMA? What are the performance losses compared with the full-CSI case? A user-selection

scheme based on limited feedback was studied in [45]. In [46], the authors derived the outage

probability of NOMA based on one-bit feedback of channel quality from each receiver, and

performed power allocation to minimize the outage probability. Additionally, the problems

of transmit power minimization and user fairness maximization based on statistical CSI

subject to outage constraints were studied in [47]. In [48], the authors derived the outage

probability and sum rate with fixed power allocation by assuming imperfect and statistical

CSI. In [49], the authors solved the sum rate maximization problem for downlink NOMA

networks using a minorization-maximization algorithm in statistics. In [50], several antenna

selection schemes were proposed for the NOMA systems, and the user fairness was evaluated

using the Jain’s fairness index.

In this chapter, we focus on the limited feedback design for the typical scenario of downlink

NOMA, where a BS communicates with two receivers simultaneously [35]. Based on dis-

tributed feedback and in the interest of user fairness, we wish to have the minimum rate of

the receivers be as large as possible. Like [51], we also use the minimum achieved rate of all

receivers as the performance measure, but moreover, the main focus of our work is to design

efficient quantizers for downlink NOMA and analyze the achieved performance. With this

goal, to dynamically adjust the transmission rates for better channel utilization, we propose

a uniform quantizer which assigns each value to its left boundary point and employs variable-
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length encoding (VLE). Then, power allocation is calculated based on the channel feedback.

We calculate the transmission rates that can be supported by the current channel states,

and analyze the rate loss compared with the full-CSI scenario. The derived upper bound on

rate loss shows that it decreases at least exponentially with the minimum of the feedback

rates. The feedback rate in this chapter refers to the number of feedback bits each receiver

sends for each channel state. where the target data rate needs to be supported and outage

probability is the main concern, we conversely propose a uniform quantizer which quantizes

each value to its right boundary point.1 Through the developed upper bound, we show the

outage probability loss also decays at least exponentially with the minimum of feedback rate.

Additionally, we analyze the achieved diversity gain and provide a sufficient condition on the

proposed quantizer in order to achieve the full-CSI diversity order. For the general scenario

with K receivers, we solve the minimum rate maximization problem within an accuracy

of ε in time complexity of O
(
K log 1

ε

)
, and apply the previously proposed quantizers for

the two-user case here by treating the quantized channels as the perfect ones. We perform

Monte Carlo numerical simulations to verify the superiority of our proposed quantizers and

the accuracy of the theoretical analysis.

The primary goal of this chapter is to study the impacts of quantization on the performance of

NOMA, and provide meaningful insights for practical limited feedback design. To summarize,

the main contributions of this chapter are three-fold:

(1) We propose efficient quantizers to maximize the minimum rate in NOMA. The ideas of

our proposed quantizers and VLE as well as the designs for rate adaptation and outage

probability based on distributed feedback can be generalized to many other scenarios,

e.g., NOMA with other performance measures, the more general interference channels,

and so on.
1For example, in some real-time multimedia service applications, the minimum data rate needs to be

supported as often as possible, such that the chance of service outage can be greatly reduced.
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(2) Our theoretical analysis serves as a general framework to analyze the performances of

such quantizers in NOMA and other scenarios. For instance, it can be easily applied to

study the performances of other power allocation schemes in NOMA based on limited

feedback, i.e., [39, 40].

(3) We solve the minimum rate maximization problem for any number of receivers with

linear time complexity.

Notations: The sets of real and natural numbers are represented by R and N , respectively.

For any x ∈ R , bxc is the largest integer that is less than or equal to x, and dxe is the

smallest integer that is larger than or equal to x. Pr{·} and E[·] represent the probability

and expectation, respectively. For a random variable (r.v.) X, fX(·) is its probability density

function (p.d.f.). CN(µ, λ) represents a circularly symmetric complex Gaussian r.v. with

mean µ and variance λ. For a logical statement ST, we let 111ST = 1 when ST is true, and

111ST = 0 otherwise. Finally, the expression X ∼Y Z means 0 < limY→∞
X
Z
<∞.

5.2 Problem Formulation

5.2.1 System Model

Consider the downlink transmission in Fig. 5.1, where a BS is to transmit a superposition

of two symbols to two receivers over the same resource block. Both BS and receivers are

equipped with only a single antenna. According to the multiuser superposition transmission

scheme [35], the transmitted signal is formed as

x =
√
P1s1 +

√
P2s2,
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BS

Receiver 1

Receiver 2

Figure 5.1: Downlink NOMA networks. The solid and dashed lines represent the signal and
feedback links, respectively.

where si is the information bearing symbol for Receiver i with E [si] = 0 and E
[
|si|2

]
= 1

for each channel state (the expectation is over all transmitted symbols); Pi is the average

transmit power associated with si. Let P = P1 +P2 be the total transmit power, and α = P1

P

be the power allocation coefficient, then, P1 = αP and P2 = (1− α)P with 0 ≤ α ≤ 1.

Denote by hi ∼ CN(0, λi) the channel coefficient from the BS to Receiver i. Without loss of

generality, assume λ1 ≥ λ2. The received signals at Receivers 1 and 2 are respectively given

by

y1 = h1

√
P1s1 + h1

√
P2s2 + n1, y2 = h2

√
P1s1 + h2

√
P2s2 + n2,

where ni ∼ CN(0, 1) represents the background noise. Let Hi = |hi|2, then, the p.d.f. of

Hi is fHi(x) = e
− x
λi

λi
for x > 0.2 We assume a quasi-static channel model, in which the

channels vary independently from one block to another, while remaining constant within

each block. Either receiver is assumed to perfectly estimate its local CSI (i.e., Hi), and send

the associated quantized local CSI to the other receiver and the BS in a broadcast manner

via error-free and delay-free feedback links [4, 30]. In some scenario where the two receivers

are far away from each other such that they cannot “talk” directly, the BS can play the role
2The results in this chapter can be trivially generalized to other distributions of H1 and H2.
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of relaying, i.e., forwarding the feedback information received from one receiver to the other.

With SIC, the stronger receiver with better channel condition (i.e., larger Hi) first decodes

the message for the weaker receiver, and then decodes its own after removing the message of

the weaker one from its received signal; the weaker receiver with poorer channel condition

directly decodes its own message by treating the message of the stronger one as noise [41, 52].

Specifically, when H1 ≥ H2, the rate for Receiver 2 (i.e., the weaker one) to decode s2 by

treating s1 as noise is

r2(α) = log2

(
1 +

PH2(1− α)

αH2P + 1

)
,

which is not larger than the rate for Receiver 1 to decode s2, given as

r1→2 = log2

(
1 +

PH1(1− α)

αH1P + 1

)
.

If s2 is transmitted at the rate of r2(α), Receiver 1 can decode s2 successfully with an

arbitrarily small probability of error [53]. Afterwards, Receiver 1 can remove h1

√
P2s2 from

y1, and achieve a data rate for s1 as

r1(α) = log2 (1 + αPH1) .

On the other hand, when H1 < H2, Receiver 2 first decodes s1, removes h2

√
P1s1 from y2,

and then decodes s2, while Receiver 1 decodes s1 directly by treating s2 as noise.

5.2.2 Maximum Minimum Rate

Our goal is to maximize the minimum of r1(α) and r2(α) to ensure fairness between receivers

[44, 54]. When perfect CSI is available at the BS and receivers, the optimal power allocation
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coefficient α? can be found by solving the optimization problem rmax = max
0≤α≤1

min{r1(α), r2(α)},

the solution of which is given in the following theorem.

Theorem 5.1. When H1 ≥ H2, the solution of max
0≤α≤1

min{r1(α), r2(α)} is given by

α? =
2H2√

(H1 +H2)2 + 4H1H2
2P + (H1 +H2)

. (5.1)

Proof. Notice that with α increasing from 0 to 1, r1(α) increases from 0 to log2 (1 + PH1)

and r2(α) decreases from log2 (1 + PH2) to 0. Since log2 (1 + PH1) ≥ log2 (1 + PH2), the

maximum minimum rate is reached when r1(α?) = r2(α?), from which α? in (5.1) is derived.

The expression of α? when H1 < H2 can be obtained straightforwardly. It is found from

(5.1) that: (i) Both messages attain the same rate at optimality, i.e., r1 (α?) = r2 (α?) =

rmax. Moreover, it can be verified that the rate pair (r1 (α?) , r2 (α?)) is on the rate region

boundaries of both NOMA and Gaussian broadcast channels with two receivers [37]. (ii)

When P → 0, α? → H2

H1+H2
, in which case the power assigned to the stronger receiver is in

proportion to the channel quality of the weaker one; when P →∞, α? → 0, then, BS should

allocate almost all the power to the weaker one. 3 (iii) α? ≥ 1
2
. Generally, NOMA steers

more power towards the weaker receiver to balance their transmissions.

With perfect CSI, the decoding order is determined based on whether H1 ≥ H2 holds. The

maximum minimum rate is

rmax =


log2

(
1 + 2H1H2P√

(H1+H2)2+4H1H2
2P+(H1+H2)

)
, H1 ≥ H2,

log2

(
1 + 2H1H2P√

(H1+H2)2+4H2
1H2P+(H1+H2)

)
, H1 < H2,

(5.2)

3Note that r1(α?) = r2(α?) holds for any P . When P → ∞, α? → 0, and r1(α?) = r2(α?) =

log2

(
1 + 2PH1H2√

(H1+H2)2+4H1H2
2P+(H1+H2)

)
will approach infinity.
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and the outage probability of minimum rate is

outmin = Pr {rmax < rth} , (5.3)

where rth is the data rate at which the BS will transmit s1 and s2 for every channel state.

5.2.3 Limited Feedback

In the limited-feedback scenario, for an arbitrary quantizer q : R → R , Receiver i maps

Hi to q (Hi), and feeds the index of q (Hi) back to the BS and the other receiver, as shown

in Fig. 5.1. The index of q (Hi) is decoded and the value of q (Hi) is recovered. The

decoding order will be contingent on whether q (H1) ≥ q (H2). For instance, when q(H1) ≥

q(H2), Receiver 1 is considered “stronger”, while Receiver 2 is “weaker”. In this case, the

power allocation coefficient is computed based on (5.1) by treating q (Hi) as Hi, i.e., αq =

2q(H2)√
(q(H1)+q(H2))2+4q(H1)q2(H2)P+q(H1)+q(H2)

.

For rate adaptation, we shall design appropriate rates r1,q and r2,q for the messages s1 and s2

based on limited feedback from the two receivers, such that r1,q and r2,q can be supported and

NOMA can be performed. The corresponding rate loss will be rloss = rmax −min {r1,q, r2,q},

where rmax is given in (5.2).

For a constant-rate service, we care more about whether the current channels are strong

enough to support target data rate with the power allocation coefficient computed based on

limited feedback. The achieved outage probability is outq = Pr {rq < rth}, where

rq = min {r1 (αq) , r2 (αq)}

=

min
{

log2 (1 + P × αq ×H1) , log2

(
1 + PH2(1−αq)

PH2αq+1

)}
, q(H1) ≥ q(H2),

min
{

log2

(
1 + PH1(1−αq)

PH1αq+1

)
, log2 (1 + P × αq ×H2)

}
, q(H1) < q(H2),
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The outage probability loss is given as

outloss,q = outq − outmin, (5.4)

where outmin is given in (5.3). In the subsequent sections, we will propose efficient quantizers

and investigate the performance losses brought by limited feedback.

5.3 Limited Feedback for Minimum Rate

In this section, we first describe the proposed quantizer when the minimum rate is the

concern, then, we show the relationship between the rate loss and the feedback rates.

5.3.1 Proposed Quantizer

We consider a uniform quantizer qr : R → R , given by4

qr(x) =


⌊
x
∆

⌋
×∆, x ≤ T∆,

T∆, x > T∆,

where x can be any non-negative real number, and the bin size ∆ and the maximum number

of bins T ∈ N are adjustable parameters. As shown in Fig. 5.2, qr(x) quantizes x to the left

boundary of the interval where x is. For any x ∈ [n∆, (n + 1)∆) when 0 ≤ n ≤ T − 1, we

have qr(x) = n∆ and x−∆ ≤ qr(x) ≤ x; for any x ∈ [T∆,∞), qr(x) = T∆ and qr(x) ≤ x.
4In qr, “q” stands for quantizer, and the subscript “r” represents rate.
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Figure 5.2: A uniform quantizer for minimum rate.

5.3.2 Rate Adaptation and Loss

When qr (·) is employed, Receiver 2 is viewed as the “weak” receiver if qr (H1) ≥ qr (H2).

Then, according to (5.1), the power allocation coefficient αqr is calculated as

αqr =


2qr(H2)√

[qr(H1)+qr(H2)]2+4qr(H1)q2
r(H2)P+[qr(H1)+qr(H2)]

, qr (H1) > 0, qr (H2) > 0,

0, qr (H1) = 0 or qr (H2) = 0,

which satisfies log2 (1 + P × αqr × qr (H1)) = log2

(
1 + qr(H2)×(1−αqr )

αqr×qr(H2)+ 1
P

)
when αqr 6= 0. To

exploit the channels as much as possible, we let the BS send messages s1 and s2 at rates of

r1,qr = log2 (1 + P × αqr × qr (H1)) , r2,qr = log2

(
1 +

P × qr(H2) (1− αqr)
P × qr(H2)αqr + 1

)
. (5.5)

Lemma 5.1. When qr (H1) ≥ qr (H2), the rates r1,qr and r2,qr in (5.5) can be achieved.

Proof. Based on the channel coding theorem [53], if we can show the channel capacities for

s1 and s2 under the settings of NOMA are no smaller than r1,qr and r2,qr , the rates r1,qr and

r2,qr can be achieved with a probability of error that can be made arbitrarily small.

When qr (H1) = 0 or qr (H2) = 0, it is trivial to verify that r1,qr and r2,qr can be supported.

When qr (H1) ≥ qr (H2) > 0, the channel capacity for Receiver 2 by treating s1 as noise is

r2 = log2

(
1 + H2(1−αqr )

αqr×H2+ 1
P

)
≥ log2

(
1 + qr(H2)×(1−αqr )

αqr×qr(H2)+ 1
P

)
= r2,qr , since log2

(
1 + x(1−α)

xα+ 1
P

)
is an

increasing function of x and qr(H2) ≤ H2. At the side of Receiver 1, the channel capacity

of s2 with treating s1 as noise is r1→2 = log2

(
1 + H1(1−αqr )

αqr×H1+ 1
P

)
≥ log2

(
1 + qr(H1)×(1−αqr )

αqr×qr(H1)+ 1
P

)
≥
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log2

(
1 + qr(H2)×(1−αqr )

αqr×qr(H2)+ 1
P

)
= r2,qr , because H1 ≥ qr(H1) ≥ qr(H2). Hence, s2 can be decoded

at Receiver 1 with an arbitrarily small error and removed from y1. After that, the chan-

nel capacity of s1 is r1 = log2 (1 + P × αqr ×H1) ≥ log2 (1 + P × αqr × qr (H1)) = r1,qr .

Therefore, the rates r1,qr and r2,qr can be achieved for both s1 and s2.

To sum up, it is the key fact of qr(x) ≥ x that ensures the rates r1,qr and r2,qr in (5.5) can

be supported. When qr(H1) ≥ qr(H2), the rate loss is rloss = rmax −min{r1,qr , r2,qr}.

Lemma 5.2. The average rate loss of the quantizer qr(·) is upper-bounded by:

E [rloss] ≤ log2

(
1 + C0 × P ×max

{
e
−T∆
λ1 ,∆

})
, (5.6)

where C0 is a positive constant that is independent of P, T and ∆.

Proof. See Appendix D.1.

We mainly focus on showing how the average rate loss changes with the bin size ∆. It is

beyond the scope of this chapter to find the tightest bounds, i.e., the smallest value for C0.

A value for C0 which is derived from the proof in Appendix A is C0 = max
{

4 + λ1

λ2
, λ2

}
.

It is observed from (5.6) that when e
−T∆
λ1 > ∆, the maximum number of bins, T , can

degrade the rate. To eliminate this effect, we choose T such that e−
T∆
λ1 = ∆, which yields

T = λ1

∆
log 1

∆
.5 With an appropriate value for T , we can make the rate loss decrease at least

linearly with ∆.

Corollary 5.1. When T = λ1

∆
log 1

∆
, the average rate loss of the quantizer qr(·) is upper-

bounded by:

E [rloss] ≤ log2 (1 + C0 × P ×∆) ≤ C1 × P ×∆, (5.7)

5Approaching the performance in the full-CSI case generally requires a small value for ∆. We mainly
consider the case where ∆ ≤ 1 in this chapter.
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where C0 and C1 are positive constants that are independent of P and ∆.

5.3.3 Feedback Rate

Rather than the naive fixed-length encoding (FLE) for feedback information which requires

dlog2(T + 1)e bits per receiver per channel state, we consider the more efficient variable-

length encoding (VLE) [3, 30].6 An example of VLE that can be applied here is b0 =

{0}, b1 = {1}, b2 = {00}, b3 = {01} and so on, sequentially for all codewords in the set

{0, 1, 00, 01, 10, 11, . . .}, where bn is the binary string to be fed back when qr(x) = n∆. The

length of bn is blog2(n+ 2)c. The following theorem derives an upper bound on the rate loss

with respect to the feedback rate of Receiver i (denoted by Rr,VLE,i).

Theorem 5.2. When variable-length encoding is applied to the quantizer qr(·), the rate loss

decays at least exponentially as:

E [rloss] ≤ log2

(
1 + C2 × P × 2−min{Rr,VLE,1,Rr,VLE,2}

)
≤ C3 × P × 2−min{Rr,VLE,1,Rr,VLE,2}, (5.8)

where C2 and C3 are positive constants independent of P and Rr,VLE,i.

Proof. The feedback rate of Receiver i is derived as

Rr,VLE,i =
T−1∑
n=0

blog2(n+ 2)c
∫ (n+1)∆

n∆

fHi(Hi)dHi + blog2(T + 2)c
∫ ∞
T∆

fHi(Hi)dHi

≤
∞∑
n=0

blog2(n+ 2)c
∫ (n+1)∆

n∆

fHi(Hi)dHi ≤
∞∑
n=0

log2(n+ 2)︸ ︷︷ ︸
≤log2(n+1)+1

∫ (n+1)∆

n∆

e
−Hi
λi

λi
dHi

6For example, when ∆ = 0.01 and λ1 = 1, T = λ1

∆ log 1
∆ ≈ 460.5. When FLE is adopted, the feedback

rate per receiver will be dlog2(T + 1)e = 9 bits per channel state. As shown by the theoretical analysis and
numerical simulations later, VLE will cost far fewer bits.
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≤
∞∑
n=0

e
−n∆
λi

(
1− e−

∆
λi

)
× log2(n+ 1) +

∞∑
n=0

1×
∫ (n+1)∆

n∆

e
−Hi
λi

λi
dHi︸ ︷︷ ︸

=1

= 1 +
(

1− e−
∆
λi

) ∞∑
n=0

e
−n∆
λi × log2(n+ 1) ≤ 1 +

∆

λi

∞∑
n=0

e
−n∆
λi × log2(n+ 1).

With the help of [30, Eq.(22)]:
∑∞

n=1 e
−βn log(n) ≤ e−β

β

[
2 + log

(
1 + 1

β

)]
, by letting β =

e
− ∆
λi , we have

∞∑
n=0

e
−n∆
λi × log2(n+ 1) =

∞∑
n=1

e
−n∆
λi × log2(n+ 1)

=
e

∆
λi

log 2

∞∑
n=2

e
−n∆
λi × log(n)

≤ 1
∆
λi

[
2

log 2
+ log2

(
1 +

1
∆
λi

)]
.

Then, Rr,VLE,i is upper-bounded by7

Rr,VLE,i ≤
2

log 2
+ 1 + log2

(
1 +

1
∆
λi

)
, (5.9)

or equivalently (when Rr,VLE,i is sufficiently large),

∆ ≤ λi

2Rr,VLE,i−1− 2
log 2 − 1

≤ λi

2Rr,VLE,i−2− 2
log 2

= C4 × 2−Rr,VLE,i . (5.10)

Substituting (5.10) into (5.7) proves the theorem.

Therefore, we can see that appropriate values for T and the use of VLE enable the rate loss

to decrease at least exponentially with the feedback rate.
7Although it is intractable to derive a closed-form expression for Rr,VLE,i, the upper bound in (5.9)

provides a good estimate on how many feedback bits will be consumed.
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Figure 5.3: A uniform quantizer for outage probability.

5.4 Limited Feedback for Outage Probability

Outage probability is an important performance metric that evaluates the chance that the

channels are not strong enough to support the constant-rate data service [55]. An ideal

quantizer for outage probability should have at least the following properties: (i) The outage

probability loss should decrease toward zero when the feedback rate increases toward infinity.

(ii) The outage probability loss should approach zero whenever P → 0 or P → ∞. The

intuition of (ii) comes from the fact that when P is adequately small, the outage probabilities

of both the full-CSI case and the quantizer should be close to one; when P is significantly

large, both outage probabilities should be almost zero. Then, the outage probability losses

in both scenarios go to zero.

5.4.1 Proposed Quantizer

As portrayed in Fig. 5.3, the uniform quantizer proposed for outage probability is given by

qo(x) =


⌈
x
∆

⌉
×∆, x ≤ T∆,

(T + 1)∆, x > T∆.
(5.11)

The only difference between qo(·) and qr(·) lies in whether the left or right boundary of the

interval is used as the reconstruction point. The quantizer proposed for rate adaptation

cannot be directly inherited because when the channel is very weak (i.e., Hi < ∆), it will
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be quantized as zero (i.e., qr(Hi) = 0), which will result in a zero-value power allocation

coefficient, i.e.,αqr = 0, and a minimum rate of zero, i.e., r1 (αqr) = 0 or r2 (αqr). In this

case, the transmission will surely encounter an outage. However, even a weak channel reserves

the possibility of non-outage, so long as the transmit power P is large enough. Therefore,

an appropriate quantizer for outage probability should not quantize any value to zero. The

quantizer in (5.11) fulfills this requirement.

5.4.2 Outage Probability Loss

Lemma 5.3. The outage probability loss of the quantizer qo(·) is upper-bounded by:

outloss,qo ≤ C5 × e−
C6
P × 1 +

√
P

P
×max

{
∆

1
2 ,∆

3
2 , e
−T∆
λ1

}
, (5.12)

where C5 and C6 are positive constants that are independent of P and ∆.

Proof. See Appendix D.2.

Different from the rate loss which increases linearly in terms of P , because of the term

e−
C6
P × 1+

√
P

P
, the upper bound on outloss,qo in (5.12) converges to zero either when P → 0

or P →∞.

To have good performance, we mainly focus on the quantizers with small granularities. When

∆ ≤ 1, we have ∆
3
2 ≤ ∆

1
2 , and the upper bound in (5.12) is restricted by max

{
e
−T∆
λ1 ,∆

1
2

}
.

For fixed ∆, the optimal choice for T should satisfy e−
T∆
λ1 = ∆

1
2 , given by T = λ1

2∆
log 1

∆
.

Corollary 5.2. When 0 < ∆ ≤ 1 and T = λ1

2∆
log 1

∆
, the average rate loss of the quantizer

qo(·) is upper-bounded by:

outloss,qo ≤ C5 × e−
C6
P × 1 +

√
P

P
×∆

1
2 , (5.13)
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where C5 and C6 are positive constants independent of P and ∆.

5.4.3 Feedback Rate

The same VLQ for rate adaptation can be applied to qo(·) for a better utilization of the feed-

back resource. From (5.9) and (5.10), we obtain Ro,VLE,i ≤ 2
log 2

+1+log2

(
1 + 1

∆
λi

)
and ∆ ≤

C4×2−Ro,VLE,i . Thus, ∆
1
2 ≤

√
C4 × 2−Ro,VLE,i = C7×2−

Ro,VLE,i
2 ≤ C7×2−

min{Ro,VLE,1,Ro,VLE,2}
2 .

The following theorem states the relationship between the outage probability loss of qo(·)

and the feedback rates.

Theorem 5.3. When variable-length encoding is applied to the quantizer qo(·), the rate loss

decays at least exponentially as:

outloss,qo ≤ C8 × e−
C6
P × 1 +

√
P

P
× 2−

min{Ro,VLE,1,Ro,VLE,2}
2 , (5.14)

where C6 and C8 are positive constants independent of P and Ro,VLE,i.

5.4.4 Diversity Order

With an outage probability out, the achieved diversity order is given as d = limP→∞
log out
logP

[55,

Section 2.3]. The following lemma shows the achievable diversity order of qo(·) and a sufficient

condition to achieve the maximum diversity order in the full-CSI scenario.

Lemma 5.4. (1) With qo(·) and fixed ∆, the diversity orders of 1
2
and 1 are achievable

for Receivers 1 and 2, respectively.

(2) A sufficient condition for both receivers to achieve the maximum diversity order of 1

is ∆ ∼P P−
1
3 .
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Proof. See Appendix D.3.

In the full-CSI case, both receivers can achieve the same diversity order of 1 as in the case

when no interference exists. In the limited feedback case, it can be found from the proofs

in Appendices D.2 and D.3 that the cause of this insufficient diversity order for Receiver

1 comes from the marginal region when 0 < H1, H2 ≤ ∆. Therefore, an adequately small

∆ that scales at least in proportion to P−
1
3 in the high-P region is desired to diminish the

probability that Hi falls into that region so as to obtain the maximum diversity gain.

5.5 Extension to More than Two Receivers

5.5.1 Full-CSI Performance

In this section, we consider NOMA with more than two downlink receivers. Assuming perfect

CSI universally available and H1 ≥ H2 ≥ · · · ≥ HK , the maximum minimum rate can be

obtained by solving the optimization problem:

rmax = max
ααα=[α1,...,αK ]

min
k=1,...,K

rk(ααα), subject to 0 ≤ αk ≤ 1,
K∑
k=1

αk = 1, (5.15)

where K is the number of receivers, and rk(ααα) = log2

(
1 + αk∑k−1

i=1 αi+
1

PHk

)
is the achieved

rate for Receiver k under superposition coding and SIC. To the best of our knowledge, no

closed-form solution for rmax is available in the literature. We present the following lemma

that helps solving the above optimization problem numerically.

Lemma 5.5. There exists ααα? = [α?1, α
?
2, . . . , α

?
K ], such that all receivers achieve the same

rate at optimality, i.e., rmax = r1 (ααα?) = r2 (ααα?) = · · · = rK (ααα?).
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The proof of Lemma 5.5 is given in Appendix D.4. Since

rmax = rk (ααα?) = log2

(
1 +

α?k∑k−1
i=1 α

?
i + 1

PHk

)

for k = 1, . . . , K, we have α?k = (2rmax − 1)×
(∑k−1

i=1 α
?
i + 1

PHk

)
, which leads to8

α?k = (2rmax − 1)

[
1

PHk

+ (2rmax − 1)
k−1∑
i=1

2(k−1−i)rmax

PHi

]
. (5.16)

To find α?k, we need to solve for rmax first. Summing both sides from k = 1, . . . , K and after

trivial calculations, we obtain

K∑
k=1

α?k = 1 = (2rmax − 1)
K∑
i=1

2(K−i)rmax

PHi︸ ︷︷ ︸
=$(rmax)

. (5.17)

In other words, rmax satisfies $ (rmax) = 1.9

Let rub = log2 (1 + mink=1,...,K PHk) = log2(1 +PHK). Since $ (x) is an increasing function

of x as well as $(0) < 1 and $(rub) ≥ 1, we could use the bisection method to find the

root of $(x) = 1 in the interval (0, rub]. The calculation of $ (x) costs O(K), thus, the time

complexity of finding rmax within an accuracy of ε is O
(
K log 1

ε

)
.

5.5.2 Limited Feedback

Under limited feedback, the previously proposed quantizers qr (·) and qo (·) in Figs. 5.2 and

5.3 can still be applied here for rate adaptation and outage probability, respectively. The

maximum minimum rate can be calculated using the bisection method by treating qr (Hk)

8Note that [51] also derives (5.16), but using the tools of convex optimization.
9 Note that [56] has solved a different optimization problem, i.e. maximizing the sum rate subject to a

minimum rate constraint, which satisfies
∑K
k=1 α

?
k = 1 but results in different α?ks.
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or qo (Hk) as Hk, and the corresponding power allocation coefficients can be computed.

Although it is non-trivial to derive upper bounds on the losses in rate or outage probability

for K > 2 theoretically, numerical simulations in the next section show that the relationships

between the performance loss and the feedback rate are similar to the case of K = 2.

5.6 Numerical Simulations and Discussions

In this section, we perform numerical simulations to validate the effectiveness of our proposed

quantizers for rate adaptation and outage probability. In all subsequent simulations for K

receivers, we use the channel variances in Table 5.1.

Table 5.1: Channel variances for numerical simulations.

K = 2 λ1 = 1, λ2 = 0.5

K > 2 λk = 1
k
, k = 1, . . . , K

Results for other values of channel variances will exhibit similar observations. For outage

probability, sufficiently large number of channel realizations are generated to observe at least

10000 outage events.

In Fig. 5.4, we simulated the minimum rates of the full-CSI case, qr(·) and the TDMA

scheme (where each receiver occupies half of the time to transmit). We observe that the

proposed quantizer with NOMA outperforms the TDMA scheme when ∆ = 0.01 and 0.05.

The rate loss between the full-CSI case and qr(·) with ∆ = 0.01 is almost negligible. The

corresponding values for T = λ1

∆
log 1

∆
and the feedback rates for both receivers (bits/per

channel state) are listed in Table 5.2. Compared with FLE which costs dlog2(T + 1)e bits

per receiver per channel state, VLE can save almost half of the feedback bits.

In Fig. 5.5, we plot the rate losses of qr(·) for different values of ∆ and the feedback rates
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Figure 5.4: Simulated minimum rates of NOMA for K = 2.
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Table 5.2: Feedback rate for either receiver.

∆ T dlog2(T + 1)e Receiver 1 Receiver 2
0.01 461 9 5.3 4.6
0.05 60 6 3.6 2.7
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Figure 5.6: Simulated outage probabilities of NOMA for K = 2.

Rr,VLE,1 and Rr,VLE,2. It shows that the rate loss of qr(·) decreases at least linearly with

respect to ∆ and exponentially with min {Rr,VLE,1, Rr,VLE,2}, which validates the accuracy of

our derived upper bounds in (5.7) and (5.8). In addition, Fig. 5.5(a) shows that ∆ needs to

be less than 0.15 such that qr(·) can obtain a higher rate compared with the TDMA scheme.

In Fig. 5.6, we compare the outage probabilities of the full-CSI case, qo(·) under various

values of ∆ and the TDMA scheme. It can be seen that: (i) The curve for qo(·) with

∆ = 0.01 almost coincides with that of the full-CSI case. (ii) When P is large, qo(·) with

∆ = 0.2 suffers from an insufficient diversity gain in the high-P region. According to our

analysis in Lemma 4, ∆ = 0.2 is large enough not to scale with P−
1
3 .10 (iii) Although the

maximum diversity order is achieved when ∆ = P−
1
3 , much less array gain is obtained in

10The value 0.01 for ∆ will also exhibit an insufficient diversity order as long as P is large enough, although
we might not be able to observe this in the region of P ≤ 30 dB in Fig. 5.6.
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Figure 5.7: Simulated feedback rates versus P for K = 2.

the lower and medium-P regions (where ∆ is large). Alternatively, ∆ = min
{

0.2, P−
1
3

}
will reserve both benefits of the maximum diversity order brought by P−

1
3 and the higher

array gain of ∆ = 0.2.11 The comparison of feedback rates for VLE and FLE (which requires

dlog2(T + 2)e =
⌈
log2

(
λ1

2∆
log 1

∆
+ 2
)⌉

bits per channel state) under different values of ∆ and

P is shown in Fig. 5.7, which verifies the superiority of VLE. It can be seen that the feedback

rates for ∆ = min
{

0.2, P−
1
3

}
stay flat in the low and medium-P regions (since 0.2 ≤ P−

1
3 ).

When P−
1
3 ≤ 0.2 where P ≥ 20.9 dB, the feedback rates start to increase as ∆ gets smaller.

In Fig. 5.8(a), the outage probability loss decays at least linearly with respect to ∆; in Fig.

5.8(b), the outage probability loss approaches zero whenever P → 0 or P →∞; in Fig. 5.9,

the outage probability loss decays at least exponentially with
min{R0,VLE,1,R0,VLE,2}

2
. All these

observations validate our theoretical analysis.

In Figs. 5.10 and 5.11, we simulated the rate and outage probability losses for more than two

receivers. For Receiver k, the channel variance is set to be λk = 1
k
, the maximum number

11We also observe a similar effect of ∆ on the achieved minimum rates, but we mainly elaborate it on
outage probability.
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of bins T for qr(·) and qo(·) is T = λk
∆

log 1
∆
, and the accuracy used by the bisection method

is ε = 10−4. We simply treat the result of bisection method based on perfect CSI as the

“full-CSI” performance. Compared with Figs. 5.5, 5.8 and 5.9 for K = 2, Figs. 5.10 and

5.11 exhibit very similar relationships between the losses and ∆ or the feedback rates.

5.7 Conclusions and Future Work

We have introduced efficient quantizers for rate adaptation and outage probability of mini-

mum rate in NOMA with two receivers. We have proved that the losses in rate and outage

probability both decrease at least exponentially with the minimum of the feedback rates.

Furthermore, we generalized the proposed quantizers to NOMA with any number of re-

ceivers. The performance of NOMA with noisy quantized feedback and the user scheduling

under limited feedback will be interesting future research directions.
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Chapter 6

Conclusions and Future Work

In this dissertation, we have applied the idea of variable length encoding and designed efficient

distributed quantizers for different kinds of multiuser networks. Compared with traditional

FLQs, our proposed VLQs have obtained much less or even zero performance losses with

only finite average feedback rates.

For the future work, we would like to extend the proposed VLQs to other wireless networks.

For example, the millimeter wave (MmWave) transmission is a promising technology for

future cellular systems and has drawn a lot of attention recently [57]. MmWave cellular

systems, operating in the 10-300GHz band, brings in more available spectrum and supports

multiple gigabit-per-second data rates. However, due to sparse scattering, the characteristics

of the MmWave channel are essentially different from those of the wireless channels we have

studied, i.e., Rayleigh fading. For a point-to-point MmWave system, the channel matrix can

be written as [58]

HHH =

√
NTNR

L

L∑
l=1

αlαααR (θl)ααα
†
T (φl) ,

where NT and NR are the numbers of antennas at the transmitter and receiver, respectively;
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L is the number of scatters; αl is the complex gain of the l-th path; θl and φl are the l-th

path’s angles of arrival and departure; αααT (φl) and αααR (θl) are the antenna array response

vectors of the transmitter and receiver, respectively. If uniform linear arrays are assumed,

αααT (φ) is defined as:

αααT (φ) =
1

NT

[
1, ej

2π
λ
d sin(φ), . . . , ej(NT−1) 2π

λ
d sin(φ)

]>
,

where λ is the signal wavelength, and d is the distance between antenna elements. The array

response vectors at the receiver, αααR (θ), can be defined in a similar fashion.

It can be seen that the MmWave channel matrix assumes a complicated composition involving

the path-loss coefficients, angles of arrivals/departures and the array form. Therefore, the

limited feedback scheme needs to be re-designed to accommodate the MmWave channel.
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Appendices

A Supplementary Proofs for Chapter 2

A.1 Proof of Theorem 2.1

Proof. We need the following lemmas to prove Theorem 2.1.

Lemma A.1. Given HHH ∈ C2N×1 with Γ (www?SUM,HHH) > α, let

Π ,
Γ (www?SUM,HHH)− α

2
√
NP

(∑N
n=1 |gn|

)2 (
1 +

∑N
n=1

|gn|2

|fn|2+ 1
P

) . (A.1)

Then, for any www ∈ WSUM with ||www −www?SUM|| ≤ Π, we have Γ (www,HHH) ≥ α.

Proof. We first find an upper bound on Γ (www?SUM,HHH)−Γ (www,HHH) for anywww ∈ WSUM. Based on the

bound, given HHH with Γ (www?SUM,HHH) > α, we find conditions on www that guarantee Γ (www,HHH) ≥ α.

In order to bound Γ (www?SUM,HHH)−Γ (www,HHH), we successively alter each component of www?SUM until

we reach www, while keeping track of the SNR variation at each step of the alteration [10,

Appendix B]. Thus, Γ (HHH) , Γ (www?SUM,HHH)− Γ (www,HHH) is decomposed as

Γ (HHH) =
N∑
k=1

Γk (HHH) =
N∑
k=1

[
Γ
(
www(k−1),HHH

)
− Γ

(
www(k),HHH

)]
, (A.2)
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where www(0) , www?SUM, www(k) ,
[
[www]1 , . . . , [www]k , [www

?
SUM]k+1 , . . . , [www

?
SUM]N

]> and www(N) , www. Let

f̃n ,
1

|fn|2 + 1
P

,

Ak ,
N∑
n=1

[
www(k−1)

]∗
n
fngn

√
f̃n,

Bk , 1 +
N∑
n=1

∣∣[www(k−1)
]
n

∣∣2 |gn|2f̃n,
Âk ,

N∑
n=1

[
www(k)

]∗
n
fngn

√
f̃n = Ak − ([www?SUM]

∗
k − [www]∗k) fkgk

√
f̃k,

B̂k , 1 +
N∑
n=1

∣∣[www(k)
]
n

∣∣2 |gn|2f̃n = Bk −
(
|[www?SUM]k|

2 − |[www]k|
2) |gk|2f̃k.

According to (2.2), we have

Γk (HHH) = P |Ak|
2

Bk
− P |Âk|

2

B̂k
= P |Ak|

2

Bk
− P

∣∣∣Ak−([www?SUM]
∗
k−[www]∗k)fkgk

√
f̃k

∣∣∣2
B̂k

.

An upper bound on Γk (HHH) can then be derived as

Γk (HHH) = P |Ak|
2

Bk
− P |Ak|

2

B̂k
− P

∣∣∣([www?SUM]
∗
k−[www]∗k)fkgk

√
f̃k

∣∣∣2
B̂k︸ ︷︷ ︸
≥0

+2P
Re
{
A∗k([www?SUM]

∗
k−[www]∗k)fkgk

√
f̃k

}
B̂k

≤ P
|Ak|2(B̂k−Bk)

BkB̂k
+ 2P

|Ak|·|[www?SUM]k−[www]k|·|fk|·|gk|
√
f̃k

B̂k

= P
−|Ak|2

(
|[www?SUM]k|

2
−|[www]k|2

)
|gk|2f̃k

BkB̂k
+ 2P

|Ak|·|[www?SUM]k−[www]k|·|fk|·|gk|
√
f̃k

B̂k

≤ P
|Ak|2

∣∣∣|[www?SUM]k|2−|[www]k|2
∣∣∣·|gk|2f̃k

BkB̂k
+ 2P

|Ak|·|[www?SUM]k−[www]k|·|fk|·|gk|
√
f̃k

B̂k

≤ P |Ak|2 |[www?SUM]k − [www]k| · |[www
?
SUM]k + [www]k| · |gk|

2f̃k

+ 2P |Ak| · |[www?SUM]k − [www]k| · |fk| · |gk|
√
f̃k,

≤ 2P |Ak|2 |[www?SUM]k − [www]k| · |gk|
2f̃k + 2P |Ak| · |[www?SUM]k − [www]k| · |fk| · |gk|

√
f̃k.

(A.3)

For the second last inequality, we have used the bounds
∣∣|c1|2 − |c2|2

∣∣ ≤ |c1 − c2|×|c1 + c2| for
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c1, c2 ∈ C, and Bk, B̂k ≥ 1. Also, (A.3) follows since |[www?SUM]k + [www]k| ≤ |[www?SUM]k| + |[www]k| ≤ 2.

Now, using the fact that |fk|
√
f̃k ≤ 1, we can find an upper bound on the term |Ak| in (A.3)

as

|Ak| ≤
N∑
n=1

∣∣[www(k−1)
]
n

∣∣× |fn| |gn|√f̃n ≤
N∑
n=1

|fn| |gn|
√
f̃n ≤

N∑
n=1

|gn| .

Substituting to (A.3), we obtain

Γk (HHH) ≤ 2P
(∑N

n=1
|gn|
)2

|[www?SUM]k − [www]k| × |gk|
2f̃k

+ 2P
(∑N

n=1
|gn|
)
× |[www?SUM]k − [www]k| × |gk|

≤ 2P
(∑N

n=1
|gn|
)2

|[www?SUM]k − [www]k| ×
∑N

n=1
|gn|2f̃n

+ 2P
(∑N

n=1
|gn|
)
× |[www?SUM]k − [www]k| ×

(∑N

n=1
|gn|
)

= 2P
(∑N

n=1
|gn|
)2

|[www?SUM]k − [www]k|

(
1 +

N∑
n=1

|gn|2

|fn|2 + 1
P

)
.

Applying the final inequality to (A.2), we have

Γ (HHH) ≤ 2P

(
N∑
n=1

|gn|

)2(
1 +

N∑
n=1

|gn|2

|fn|2 + 1
P

)
N∑
k=1

|[www?SUM]k − [www]k|

≤ 2P

(
N∑
n=1

|gn|

)2(
1 +

N∑
n=1

|gn|2

|fn|2 + 1
P

)√√√√N
N∑
k=1

|[www?SUM]k − [www]k|
2

= 2
√
NP

(
N∑
n=1

|gn|

)2(
1 +

N∑
n=1

|gn|2

|fn|2 + 1
P

)
︸ ︷︷ ︸

,Ξ

× ||www?SUM −www|| . (A.4)

Now, given Γ (www?SUM,HHH)− α > 0, let Π , Γ(www?SUM,HHH)−α
Ξ

. Then, if ||www?SUM −www|| ≤ Π, we have

Γ (www,HHH) = Γ (www?SUM,HHH)− Γ (HHH) ≥ Γ (www?SUM,HHH)− Ξ× ||www?SUM −www||

≥ Γ (www?SUM,HHH)− Ξ× Π = α.
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as desired. To complete the proof, let us verify that 0 < Π < 1. Since Γ (www?SUM,HHH)−α > 0 and

Ξ > 0, we have Π > 0. Moreover, since Γ (www?SUM,HHH) = P
∑N

n=1
|fn|2|gn|2

|fn|2+|gn|2+ 1
P

< P
∑N

n=1 |gn|
2 <

P
(∑N

n=1 |gn|
)2

, we have Π <
Γ(www?SUM,HHH)

Ξ
< 1

2
√
N

(
1+
∑N
n=1

|gn|2

|fn|2+ 1
P

) < 1.

Lemma A.2. Let WR ,
{
wwwR : wwwR ∈ R2N×1, ||wwwR|| = 1

}
. For a fixed uuu ∈ WR, a real number

0 ≤ t ≤ 1, and a random real vector vvv which is uniformly distributed on the real unit sphere

WR, we have

Pr
{
uuu>vvv ≥ t

}
=

1

2
I1−t2

(
2N − 1

2
,
1

2

)
,

where Iz(a, b) = 1
β(a,b)

∫ z
0
xa−1(1−x)b−1dx is the regularized incomplete beta function, β(a, b) =∫ 1

0
xa−1(1− x)b−1dx is the beta function [14].

Proof. Similar to [21, Eqs.(23)-(24)], we have Pr
{
uuu>vvv ≥ t

}
=

S2N,t,cap
S2N

, where S2N,t,cap is

the surface area of the spherical cap formed by the intersection of the subspace uuu>vvv ≥ t

and the real unit hyper-sphere WR. From [59], we obtain S2N = 2πN

(N−1)!
and S2N,t,cap =

πN

(N−1)!
I1−t2

(
2N−1

2
, 1

2

)
. Then, Lemma A.2 is obtained by dividing S2N,t,cap by S2N .

We are now ready to prove the theorem. Since a full-CSI system provides the minimum

possible outage probability, the inequality

Out (FullSUM) ≤ Out (VLQSUM) (A.5)

holds. It is thus sufficient to prove the reverse inequality Out (VLQSUM) ≤ Out (FullSUM). For

this purpose, we need the following definitions. Let

H1 ,
{
HHH ∈ C2N×1 : Γ (www?SUM,HHH) < α

}
, (A.6)

H2 ,
{
HHH ∈ C2N×1 : Γ (www?SUM,HHH) = α

}
, (A.7)

H3 ,
{
HHH ∈ C2N×1 : Γ (www?SUM,HHH) > α

}
. (A.8)
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According to (2.5), we have Out (FullSUM) = Pr {HHH ∈ H1}. Also, let

H ,
{
HHH ∈ C2N×1 : Γ (wwwi,HHH) < α, ∀i ∈ N

}
, (A.9)

Note that we have omitted the dependency of H on the realization of the random codebook

{wwwi}N for brevity. Using the definition in (2.11), we have

Out (VLQSUM) = EHHHE{wwwi}N111 {HHH ∈ H} (A.10)

= EHHHE{wwwi}N
(
111 {HHH ∈ H ∩H1}+ 111 {HHH ∈ H ∩H2}+ 111 {HHH ∈ H ∩H3}

)
(A.11)

≤ EHHHE{wwwi}N
(
111 {HHH ∈ H1}+ 111 {HHH ∈ H2}+ 111 {HHH ∈ H ∩H3}

)
(A.12)

= Pr {HHH ∈ H1}+ Pr {HHH ∈ H2}+ EHHHE{wwwi}N111 {HHH ∈ H ∩H3} (A.13)

= Out (FullSUM) + Pr {Γ(www?SUM,HHH) = α}+ EHHHE{wwwi}N111 {HHH ∈ H ∩H3}

(A.14)

= Out (FullSUM) + EHHHE{wwwi}N111 {HHH ∈ H ∩H3} , (A.15)

where (A.11) follows since H1,H2,H3 are disjoint sets that cover C2N×1, (A.12) follows as

111{H ∈ A ∩B} ≤ 111{H ∈ A} for any A,B ⊂ C2N×1, and (A.13) follows since

EHHHE{wwwi}N111 {HHH ∈ A} = E{wwwi}NEHHH111 {HHH ∈ A} = E{wwwi}NPr {HHH ∈ A} = Pr {HHH ∈ A} ,

for every A ⊂ C2N×1. Equality in (A.14) is by the definitions of H1 and H2. Finally,

(A.15) follows since Γ(www?SUM,HHH) is a continuous random variable, and the probability that a

continuous random variable assumes a specific real value is zero.

In light of (A.5) and (A.15), in order to conclude the proof of the theorem, we need to

prove that the equality EHHHE{wwwi}N111 {HHH ∈ H ∩H3} = 0 holds. In fact, we shall prove the

stronger statement that E{wwwi}N111 {HHH ∈ H} = 0 for every HHH ∈ H3. Assume, for the sake of
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contradiction, that there exists H̃HH ∈ H3, such that E{wwwi}N111
{
H̃HH ∈ H

}
= ε > 0. We have

E{wwwi}N111
{
H̃HH ∈ H

}
= Pr

{
Γ
(
wwwi, H̃HH

)
< α, ∀i ∈ N

}
≤ Pr

{
Γ
(
wwwi, H̃HH

)
< α, 0 ≤ i ≤ K − 1

}
=
[
Pr
{

Γ
(
wwwi, H̃HH

)
< α

}]K
,

(A.16)

where K ≥ 1 is an arbitrary natural number. For the equality in (A.16), note that

wwwi, i ∈ N are mutually independent and Γ(·, ·) is a deterministic function. Therefore,

Γ
(
www0, H̃HH

)
, . . . ,Γ

(
wwwK−1, H̃HH

)
are mutually independent given H̃HH, which proves the equal-

ity in (A.16).

Now, using Lemma A.1, for any given H̃HH, we obtain

Pr
{

Γ
(
wwwi, H̃HH

)
≥ α

}
≥ Pr {||www −www?SUM|| ≤ Π} = Pr

{
Real

{
www†www?SUM

}
≥ 1− Π2

2

}
.

(A.17)

Note that Real
{
www†www?SUM

}
= [Real {www} ; Imag {www}]> [Real {www?SUM} ; Imag {www?SUM}]. Since www is

uniformly distributed on WSUM, the random vector [Real {www} ; Imag {www}] ∈ R2N×1 is uni-

formly distributed on the unit real sphere WR (For a proof, note that www is equal in dis-

tribution to wwwR+j∗wwwI√
||wwwR||2+||wwwI||2

, where wwwR,wwwI ∈ N
(
000N×1,

1
2
IIIN×N

)
are independent[21]. Thus,

[Real {www} ; Imag {www}] = [wwwR;wwwI]√
||wwwR||2+||wwwI||2

is uniformly distributed on WR.). Applying Lemma

A.2 to (A.17), we have

Pr
{

Γ
(
wwwi, H̃HH

)
< α

}
≤ 1− Pr

{
Real

{
www†www?SUM

}
≥ 1− Π2

2

}
= 1− 1

2
I
1−
(

1−Π2

2

)2

(
2N − 1

2
,
1

2

)

= 1−
∫ 1−

(
1−Π2

2

)2

0 x
2N−3

2

≥1︷ ︸︸ ︷
(1− x)−

1
2 dx

2× β
(

2N−1
2
, 1

2

)
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≤ 1−
∫ 1−

(
1−Π2

2

)2

0 x
2N−3

2 dx

2× β
(

2N−1
2
, 1

2

)
= 1−

(
1−
(

1−Π2

2

)2
)2N−1

2

(2N−1)×β
(

2N−1
2

,
1
2

) , Φ < 1. (A.18)

Letting K , dlogΦ εe+1 in (A.16), we have E{wwwi}N111
{
H̃HH ∈ H

}
≤ ΦK = ΦdlogΦ εe+1 < ΦlogΦ ε =

ε, which contradicts the assumption that E{wwwi}N111
{
H̃HH ∈ H

}
= ε. Thus, E{wwwi}N111 {HHH ∈ H} = 0

for any HHH ∈ H3, and this concludes the proof.

A.2 Proof of Theorem 2.2

Proof. We need the following lemma to prove Theorem 2.2.

Lemma A.3. Let Γn , |fn|2|gn|2

|fn|2+|gn|2+ 1
P

. Then, for N ≥ 2, the probability density function

(PDF) of Γ(www?,HHH)
P

=
∑N

n=1 Γn is upper-bounded by

f∑N
n=1 Γn

(x) ≤

e
− x

σ2
gN DN

[
xN−1 +

1

PN−1
+

1

PN
+ 111 {N ≥ 3} ×

N−2∑
m=1

(
xm

PN−m−1
+

xm

PN−m

)]
, (A.19)

where DN > 0 is a constant that is independent of P .

Proof. According to [8, (5)], the cumulative distribution function (CDF) of Γn is Pr {Γn < x} =

1− e

− x
σ2
gn

− x
σ2
fn

σ2
gn

∫∞
0
e
− y

σ2
gn
−
x2+ x

P
y×σ2

fn dy. By taking the derivative, the PDF of Γn is therefore

fΓn(x) = e
− x

σ2
gn
− x

σ2
fn

1
σ2
gn

+ 1
σ2
fn

σ2
gn

∫ ∞
0

e
− y

σ2
gn
−
x2+ x

P
y×σ2

fn dy

+
e
− x

σ2
gn
− x

σ2
fn

σ2
gnσ

2
fn

(
2x+

1

P

)∫ ∞
0

1

y
e
− y

σ2
gn
−
x2+ x

P
y×σ2

fn dy (A.20)
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= 2e
− x

σ2
gn
− x

σ2
fn

1
σ2
gn

+ 1
σ2
fn

σ2
gn

√
σ2
gn

(
x2 + x

P

)
σ2
fn

K1

(
2

√
x2 + x

P

σ2
gnσ

2
fn

)

+ 2
e
− x

σ2
gn
− x

σ2
fn

σ2
gnσ

2
fn

(
2x+

1

P

)
K0

(
2

√
x2 + x

P

σ2
gnσ

2
fn

)
(A.21)

≤ C2 × e
− x

σ2
gN

(√
x2 +

x

P
K1

(
2

√
x2 + x

P

σ2
gnσ

2
fn

)
+

(
x+

1

P

)
K0

(
2

√
x2 + x

P

σ2
gnσ

2
fn

))
,

(A.22)

≤ C3 × e
− x

σ2
gN

1 +

(
x+

1

P

)
K0

 2x√
σ2
gnσ

2
fn

 , (A.23)

where C2 and C3 are constants that only depends on σ2
fn

and σ2
gn . Moreover, (A.21) follows

since
∫∞

0
xv−1e−

β
x
−γxdx = 2

(
β
γ

) v
2
Kv

(
2
√
βγ
)
[14, (3.471.9)], (A.22) follows since e

− x

σ2
fn ≤ 1

and e
− x

σ2
gn ≤ e

− x

σ2
gN due to σ2

g1
≤ σ2

g2
≤ . . . ≤ σ2

gN
in the assumption, and (A.23) follows from

since K1 (x) ≤ 1
x
[10, (25)] and K0(·) is a decreasing function [14, (3.471.9)].

We now proceed by induction. For N = 2, the PDF of Γ1 + Γ2 is the convolution of fΓ1(x)

and fΓ2(x). With the bounds on fΓ1(x) and fΓ2(x) in (A.23), the upper bound on fΓ1+Γ2(x)

is given by

fΓ1+Γ2(x) =

∫ x

0

fΓ1(r)fΓ2(x− r)dr

≤
∫ x

0

C3e
− r

σ2
gN

1 +

(
r +

1

P

)
K0

 2r√
σ2
gnσ

2
fn


× C3e

− x−r
σ2
gN

1 +

(
x− r +

1

P

)
K0

 2x− 2r√
σ2
gnσ

2
fn

 dr.

Using
∫∞

0
K0(ax)dx = π

2a
,
∫∞

0
K2

0(ax)dx = π2

4a
for a > 0 [14, (6.511.12)-(6.511.13)], K0(x) ≤

107



2
x
for x > 0 [10, (27)] and after some calculations, we can obtain

fΓ1+Γ2(x) ≤ C4

xe− x

σ2
gN +

e
− x

σ2
gN

P
+
e
− x

σ2
gN

P 2

 ,

for some constant C4 that depends only on the channel variances. In the inductive step,

by substituting the upper bound on fΓk+1
(x) in (A.23) and the upper bound on f∑k

i=1 Γi
(x)

in (A.19) when N = k into f∑k+1
i=1 Γi

(x) =
∫ x

0
f∑k

i=1 Γi
(r)fΓk+1

(x − r)dr, we obtain an upper

bound on f∑k+1
i=1 Γi

(x) as

f∑k+1
i=1 Γi

(x)

≤
∫ x

0

e
− r

σ2
gN Dk

 rk−1︸︷︷︸
≤xk−1

+111 {k ≥ 3}︸ ︷︷ ︸
≤111{k+1≥3}

×
k−2∑
m=1


≤xm︷︸︸︷
rm

P k−m−1
+

≤xm︷︸︸︷
rm

P k−m

+

(
1

P k−1
+

1

P k

)
× C3 × e

− x−r
σ2
gN

1 +

x− r︸ ︷︷ ︸
≤x

+
1

P

K0

 2x− 2r√
σ2
gk+1

σ2
fk+1


≤ e

− x

σ2
gN C5

[
xk−1 + 111 {k + 1 ≥ 3} ×

k−2∑
m=1

(
xm

P k−m−1
+

xm

P k−m

)
+

(
1

P k−1
+

1

P k

)]

×
∫ x

0

[
1 +

(
x+

1

P

)
K0

(
2x− 2r√
σg2

k+1
σf2

k+1

)]
dr

= e
− x

σ2
gN C5

[
xk−1 + 111 {k + 1 ≥ 3} ×

k−2∑
m=1

(
xm

P k−m−1
+

xm

P k−m

)
+

(
1

P k−1
+

1

P k

)]

×
[
x+ C6

(
x+

1

P

)]
,

where C5 and C6 are constants depending only on the channel variances, and the last equality

follows since
∫∞

0
K0(ax)dx = π

2a
for a > 0. After trivial mathematical manipulations, we can

obtain the upper bound on f∑k+1
i=1 Γi

(x) in (A.19) where N = k + 1. By induction, Lemma

A.3 stands for any N ≥ 2.
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We are now ready to prove the theorem. First, we recall from (2.12) that

FR (VLQSUM) =
∞∑
i=0

blog2(i+ 2)c × EHHHE{wwwi}N111 {HHH ∈ Si} , (A.24)

where, as defined in (2.10),

Si ,

{HHH : Γ (www0,HHH) ≥ α} ∪
⋂
i∈N {HHH : Γ (wwwi,HHH) < α} , i = 0,

{HHH : Γ (wwwi,HHH) ≥ α} ∩
⋂i−1
k=0 {HHH : Γ (wwwk,HHH) < α} , i ∈ N− {0}.

(A.25)

Let p , Ewww1 {Γ (www,HHH) < α}, where www is uniformly distributed on the complex unit sphere

WSUM. We have omitted the dependency of p on the channel state HHH for brevity. For

i ≥ 1, we have E{wwwi}N111 {HHH ∈ Si} = pi(1− p) if Γ (www?SUM,HHH) ≥ α, and E{wwwi}N111 {HHH ∈ Si} = 0 if

Γ (www?SUM,HHH) < α. Also, since

blog2(i+ 2)c ≤ log2(i+ 2) ≤ log2(2i+ 2) = 1 + log2(i+ 1),

the quantity FR (VLQSUM) can be upper-bounded by

FR (VLQSUM) ≤
∞∑
i=0

EHHHE{wwwi}N [111 {HHH ∈ Si}] +
∞∑
i=0

log2(i+ 1)× EHHHE{wwwi}N [111 {HHH ∈ Si}]

= 1 +
∞∑
i=1

log2(i+ 1)× EHHHE{wwwi}N [111 {HHH ∈ Si}]

= 1 +

∫
Ĥ

[
∞∑
i=1

pi(1− p) log2(i+ 1)

]
fHHH (HHH) dHHH, (A.26)

where Ĥ ,
{
HHH ∈ C2N×1 : Γ (www?SUM,HHH) ≥ α

}
. For the sum inside the square brackets, we have

∞∑
i=1

pi(1−p) log2(i+1) ≤ p(1−p) +

(
6

log 2
+ 2

)
p2 +

2

log 2
p2 log

1

1− p

≤ C7 + C8 log
1

1− p
, (A.27)
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where C7 , 6
log 2

+ 3, C8 , 2
log 2

, and the first inequality follows from [30, Lemma 1]. Thus,

FR (VLQSUM) ≤ 1 +

∫
Ĥ

(
C7 + C8 log

1

1− p

)
fHHH (HHH) dHHH (A.28)

= 1 + C7

∫
Ĥ
fHHH (HHH) dHHH︸ ︷︷ ︸
≤1

+C8

∫
Ĥ

log
1

1− p
fHHH (HHH) dHHH

≤ C9 + C8

∫
Ĥ

log
1

1− p
fHHH (HHH) dHHH︸ ︷︷ ︸

,I

, (A.29)

where C9 , 1 + C7. We now find an upper bound on the integral I in the final inequality.

First, according to (A.18) in the proof of Theorem 2.1 in Appendix A.1, we have

p ≤ 1−

(
1−

(
1− Π2

2

)2
) 2N−1

2

(2N − 1)β
(

2N−1
2
, 1

2

) , (A.30)

where Π is as defined in (A.1). Substituting to (A.29), we obtain

I ≤
∫
Ĥ

log

(
(2N − 1)β

(
2N − 1

2
,
1

2

))
fHHH (HHH) dHHH

+
2N − 1

2

∫
Ĥ

log
1

1−
(
1− Π2

2

)2fHHH (HHH) dHHH. (A.31)

As shown in [60], we have β
(

2N−1
2
, 1

2

)
≤ 4

2N−1
+ 1. Moreover, since 1−

(
1− Π2

2

)2

≥ Π2

2
and∫

Ĥ fHHH (HHH) dHHH ≤ 1, the integral I can be further bounded by

I ≤ log(2N + 3) +
2N − 1

2

∫
Ĥ

=log 2+2 log 1
Π︷ ︸︸ ︷

log
2

Π2
fHHH (HHH) dHHH

≤ C10 + C11

∫
Ĥ

(
log

1

Π

)
fHHH (HHH) dHHH, (A.32)

where C10 , log(2N + 3) + (2N − 1) log 2
2

and C11 , 2N − 1. Now, using the inequalities(∑N
n=1 |gn|

)2

≤ N
(∑N

n=1 |gn|
2
)
≤ N exp

(∑N
n=1 |gn|

2
)

and
∑N

n=1
|gn|2

|fn|2+ 1
P

≤
∑N

n=1
|gn|2

|fn|2
≤
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N maxn
|gn|2

|fn|2
on (A.1), we obtain

Π ≥ Γ (www?SUM,HHH)− α

2N
3
2P exp

(∑N
n=1 |gn|

2
)(

1 +N maxn
|gn|2

|fn|2

) . (A.33)

Substituting to (A.32) and then using the inequality
∫
Ĥ fHHH (HHH) dHHH ≤ 1 one more time, we

obtain

I ≤ C12 + C11

∫
Ĥ

(
N∑
n=1

|gn|2
)
fHHH (HHH) dHHH︸ ︷︷ ︸

=I1

+C11

∫
Ĥ

log

(
1 +N max

n

|gn|2

|fn|2

)
fHHH (HHH) dHHH︸ ︷︷ ︸

=I2

+ C11

∫
Ĥ

log
P

Γ (www?SUM,HHH)− α
fHHH (HHH) dHHH︸ ︷︷ ︸

=I3

, (A.34)

where C12 , C10 + C11 log
(

2N
3
2

)
. We now find upper bounds on Ik for k = 1, . . . , 3. For

I1, we have

I1 ≤
N∑
n=1

∫ ∞
0

xf|gn|2 (x) dx =
N∑
n=1

∫ ∞
0

x

σ2
gn

e
− x

σ2
gn dx =

N∑
n=1

σ2
gn = C13. (A.35)

Regarding I2, first note that the CDF of |gn|
2

|fn|2
is Pr

{
|gn|2

|fn|2
< x

}
= x

x+σ2
gn
/σ2
fn

. The CDF of

Υ = maxn
|gn|2

|fn|2
is thus Pr {Υ < x} =

∏N
n=1

x
x+σ2

gn
/σ2
fn

. The PDF Υ is therefore

fΥ(x) =
N∑
n=1

σ2
gn/σ

2
fn(

x+ σ2
gn/σ

2
fn

)2

N∏
n1=1,n1 6=n

x

x+ σ2
gn1
/σ2

fn1︸ ︷︷ ︸
≤1

≤
N∑
n=1

σ2
gn/σ

2
fn(

x+ σ2
gn/σ

2
fn

)2 ≤

(
N∑
n=1

σ2
gn

σ2
fn

)
1(

x+ min
n=1,...,N

σ2
gn

σ2
fn

)2 .
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We can then obtain an upper bound on I2 as

I2 ≤
∫
HHH∈C2N×1

log (1 +NΥ) fHHH (HHH) dHHH

=

∫
0≤NΥ≤1

log (1 +NΥ)︸ ︷︷ ︸
≤log 2

fΥ (Υ) dΥ +

∫
NΥ>1

log (1 +NΥ)︸ ︷︷ ︸
≤log(2NΥ)=log(2N)+log Υ

fΥ (Υ) dΥ

≤ log 2 + log(2N) +
N∑
n=1

σ2
gn

σ2
fn

∫ ∞
1
N

log Υ(
Υ + min

n=1,...,N
σ2
gn/σ

2
fn

)2 dΥ = C14, (A.36)

where C14 , log 2 + log(2N) +
∑N

n=1 σ
2
gn/σ

2
fn

(
logN

1
N

+minNn=1 σ
2
gn
/σ2
fn

+
log(N minNn=1 σ

2
gn/σ

2
fn

+1)
minNn=1 σ

2
gn
/σ2
fn

)
.

Applying Lemma A.3 to (A.34), we can find an upper bound on I3 as

I3 =

∫ ∞
α
P

(
log

1

x− α
P

)
f∑N

n=1 Γn
(x)dx =

∫ ∞
0

(
log

1

y

)
f∑N

i=1 Γi

(
y +

α

P

)
dy

≤ DNe
− α

P×σ2
gN

∫ ∞
0

e
− y

σ2
gN

(
log

1

y

)(
y +

α

P

)N−1

dx

+DNe
− α

P×σ2
gN

(
1

PN−1
+

1

PN

)∫ ∞
0

e
− y

σ2
gN

(
log

1

y

)
dy

+ 111 {N ≥ 3} ×DNe
− α

P×σ2
gN

N−2∑
m=1

(
1

PN−m−1
+

1

PN−m

)
×
∫ ∞

0

e
− y

σ2
gN

(
log

1

y

)(
y +

α

P

)m
dx. (A.37)

The integral
∫∞

0
e
− y

σ2
gN

(
log 1

y

)
dy in (A.37) is computed as

∫ ∞
0

e
− y

σ2
gN

(
log

1

y

)
dy

z=log 1
y

=

∫ ∞
−∞

e
− e−z

σ2
gN ze−zdz

≤
∫ ∞

0

e
− e−z

σ2
gN ze−zdz ≤

∫ ∞
0

ze−zdz = 1. (A.38)
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Similarly, the integral
∫∞

0
e
− y

σ2
gN

(
log 1

y

) (
y + α

P

)n
dy for n ≥ 1 is bounded by

∫ ∞
0

e
− y

σ2
gN

(
log

1

y

)(
y +

α

P

)n
dy ≤ 3× 2nn!×

(
1 + σ2n

gN

)
×
(

1 +
(α
P

)n)
. (A.39)

Applying (A.38) and (A.39) to (A.37), we obtain

I3 ≤ 3× 2N−1(N − 1)!×
(
1 + σ2(N−1)

gN

)
DNe

− α

P×σ2
gN

[
1 +

(α
P

)N−1
]

+DNe
− α

P×σ2
gN

(
1

PN−1
+

1

PN

)
︸ ︷︷ ︸

≤2[ 1
P

+ 1

PN
]

+ 111 {N ≥ 3} ×DNe
− α

P×σ2
gN

N−2∑
m=1

(
1

PN−m−1
+

1

PN−m

)
︸ ︷︷ ︸

2[ 1
P

+ 1

PN
]

× 3×
(
1 + σ2m

gN

)︸ ︷︷ ︸
≤2(1+σ2N

gN
)

× 2mm!︸ ︷︷ ︸
≤2N−2(N−2)!

(
1 +

(α
P

)m)
︸ ︷︷ ︸
≤2
[
1+( αP )

N
]

≤ C15 e
− α

P×σ2
gN

[
1 +

(α
P

)N−1
]

︸ ︷︷ ︸
≤1+e−(N−1)(N−1)N−1σ

2(N−1)
gN

+C16e
− α

P×σ2
gN

[
1

P
+

1

PN

]

+ C17e
− α

P×σ2
gN

[
1

P
+

1

PN

] [
1 +

(α
P

)N]
≤ C18 + C19e

− α

P×σ2
gN

[
1

P
+

1

PN

] [
1 +

(α
P

)N]
, (A.40)

where C15 , 3 × 2N−1(N − 1)! ×
(

1 + σ
2(N−1)
gN

)
DN , C16 , 2DN , C17 , 111 {N ≥ 3} × D2 ×

3 × (N − 1)!2N+1
(
1 + σ2N

gN

)
, C18 , C15 + C15e

−(N−1)(N − 1)N−1σ
2(N−1)
gN and C19 , C16 +

C17. Substituting (A.35), (A.36) and (A.40) into (A.34) and (A.29) completes the proof of

Theorem 2.2.
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A.3 Proof of Theorem 2.3

Proof. Following the same derivations in Appendix A.1, it is sufficient to show that: (i)

Pr {Γ (µµµ?IND,HHH) = α} = 0; iiE{µµµi}N [111 {HHH ∈ HIND}] = 0, ∀HHH ∈ HIND
3 , where

HIND ,
{
HHH ∈ C2N×1 : Γ (µµµi,HHH) < α, ∀i ∈ N

}
,

HIND
3 ,

{
HHH ∈ C2N×1 : Γ (µµµ?IND,HHH) > α

}
,

are analogues to the sets H,H3 in Appendix A.1.

We first show Pr {Γ (µµµ?IND,HHH) = α} = 0. Let 2{1,...,N} be the set of all subsets of {1, . . . , N}.

Based on the expression of µµµ?IND in (2.7), for every HHH, we have Γ (µµµ?IND,HHH) ∈ {ΓA(HHH) : A ∈

2{1,...,N}}, where

ΓA(HHH) , P

∣∣∣∣∣∣∑n∈A
|fngn|√
|fn|2+ 1

P

+
1+
∑
n∈A

|gn|2

|fn|2+ 1
P∑

n∈A
|fngn|√
|fn|2+ 1

P

∑
n/∈A |fn|

2

∣∣∣∣∣∣
2

1 +
∑

n∈A
|gn|2

|fn|2+ 1
P

+

1+
∑
n∈A

|gn|2

|fn|2+ 1
P∑

n∈A
|fngn|√
|fn|2+ 1

P

2∑
n/∈A |fn|

2

.

Since ΓA(HHH) is a continuous function of continuous random variables, it is a continuous

random variable. Therefore, Pr {ΓA (HHH) = α} = 0, and

Pr {Γ (µµµ?IND,HHH) = α} ≤
∑

A∈2{1,...,N}

Pr {ΓA (HHH) = α} = 0.

We now show E{µµµi}N [111 {HHH ∈ HIND}] = 0, ∀HHH ∈ HIND
3 by contradiction. Suppose that there is

an H̃HH ∈ HIND
3 , such that E{µµµi}N

[
111
{
H̃HH ∈ HIND

}]
= ε > 0. Then, we have

E{µµµi}N
[
111
{
H̃HH ∈ HIND

}]
= Pr

{
Γ
(
µµµi, H̃HH

)
< α, ∀i ∈ N

}
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≤ Pr
{

Γ
(
µµµi, H̃HH

)
< α, 0 ≤ i ≤ K − 1

}
=
[
Pr
{

Γ
(
µµµi, H̃HH

)
< α

}]K
, (A.41)

where K ≥ 1 is an arbitrary finite natural number. Using the upper bound derived in (A.4),

for any µµµi = [µi,1, . . . , µi,N ]> and µµµ?IND =
[
µ?i,1, . . . , µ

?
i,N

]>, we obtain

Γ (µµµ?IND,HHH)− Γ (µµµi,HHH)

≤ Ξ̂×
N∑
k=1

∣∣µ?i,k − µi,k∣∣ = Ξ̂×
N∑
k=1

∣∣∣∣∣µ?i,k∣∣− |µi,k| × ej[arg(µi,k)−arg(µ?i,k)]
∣∣∣

= Ξ̂×
N∑
k=1

√√√√√(∣∣µ?i,k∣∣− |µi,k|)2
+ 2

∣∣µ?i,k∣∣ · |µi,k|︸ ︷︷ ︸
≤1

·
[
1− cos

(
arg (µi,k)− arg

(
µ?i,k
))]︸ ︷︷ ︸

≤ 1
2 |arg(µi,k)−arg(µ?i,k)|

2

,

where Ξ̂ , 2P
(∑N

n=1 |gn|
)2 (

1 +
∑N

n=1
|gn|2

|fn|2+ 1
P

)
. For Γ (µµµ?IND,HHH) > α, let δ , Γ(µµµ?IND,HHH)−α

Ξ̂
√

1+4π2N
>

0. Then, for any µµµi with
∣∣∣∣µ?i,k∣∣− |µi,k|∣∣ ≤ δ and

∣∣arg (µi,k)− arg
(
µ?i,k
)∣∣ ≤ 2π × δ, we have

Γ (µµµ?IND,HHH) − Γ (µµµi,HHH) ≤ Ξ̂
√

1 + 4π2N × δ = Γ (µµµ?IND,HHH) − α, which implies Γ (µµµi,HHH) ≥ α.

For H̃HH, it follows that

Pr
{

Γ
(
µµµi, H̃HH

)
< α

}
= 1− Pr

{
Γ
(
µµµi, H̃HH

)
≥ α

}
≤ 1− Pr

{∣∣∣∣µ?i,k∣∣− |µi,k|∣∣ ≤ δ,
∣∣arg (µi,k)− arg

(
µ?i,k
)∣∣ ≤ 2π × δ, k = 1, . . . , N

}
= 1−

N∏
k=1

Pr
{∣∣∣∣µ?i,k∣∣− |µi,k|∣∣ ≤ δ

}
× Pr

{∣∣arg (µi,k)− arg
(
µ?i,k
)∣∣ ≤ 2π × δ

}
= 1−

N∏
k=1

∆1,k∆2,k , ∆, (A.42)

where

∆1,k ,
[
min

(
1,
∣∣µ?i,k∣∣+ δ

)
−max

(
0,
∣∣µ?i,k∣∣− δ)] ,

∆2,k ,

[
min

(
1,

arg(µ?i,k)
2π

+ δ

)
−max

(
0,

arg(µ?i,k)
2π

− δ
)]

.
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The last equality in (A.42) is derived from the fact that |µi,k| and arg (µi,k) are uniformly

distributed in (0, 1] and (0, 2π], respectively, as defined in (2.15). It can be readily observed

that 0 < ∆1,k,∆2,k ≤ 1, and therefore, 0 ≤ ∆ < 1. Substituting (A.42) into (A.41), we

have E{µµµi}N
[
111
{
H̃HH ∈ HIND

}]
≤ ∆K . When ∆ = 0, we have E{µµµi}N

[
111
{
H̃HH ∈ HIND

}]
= 0 <

ε. Moreover, when ∆ > 0, letting K , dlogε∆e + 1, we obtain E{µµµi}N
[
111
{
H̃HH ∈ HIND

}]
≤

∆dlogε∆e+1 < ∆logε∆ = ε. Both cases contradict the assumption that E{µµµi}N
[
111
{
H̃HH ∈ HIND

}]
=

ε.

B Supplementary Proofs for Chapter 3

B.1 Proof of Theorem 3.1

Proof. Before showing the detailed proof, let us summarize the main idea behind the proof

first. Based on (3.1) and (3.6), to show Out(QVLQ) = Out(Full), it is equivalent to prove:

1. For any HHH satisfying γ (Full (HHH) ,HHH) < 1
P
, 111γ(Full(HHH),HHH)< 1

P
= E{xxxi}i∈N111γ(xxxi,HHH)< 1

P
,∀i∈N =

1;

2. For any HHH satisfying γ (Full (HHH) ,HHH) = 1
P
,

∫
HHH

111γ(Full(HHH),HHH)< 1
P
fHHH (HHH) dHHH =

∫
HHH

E{xxxi}i∈N111γ(xxxi,HHH)< 1
P
,∀i∈NfHHH (HHH) dHHH = 0;

3. For any HHH satisfying γ (Full (HHH) ,HHH) > 1
P
, 111γ(Full(HHH),HHH)> 1

P
= E{xxxi}i∈N111γ(xxxi,HHH)> 1

P
,∀i∈N =

0.

Define

S1 =

{
HHH : HHH ∈ Ct×2, γ (Full (HHH) ,HHH) <

1

P

}
.
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For any realization of {xxxi}i∈N, define

S2

(
{xxxi}i∈N

)
=

{
HHH : HHH ∈ Ct×2, γ (xxxi,HHH) <

1

P
,∀i ∈ N

}
.

For brevity, we omit the dependency of S2

(
{xxxi}i∈N

)
on {xxxi}i∈N and simply use S2. From

(3.1) and (3.6), Out (Full) and Out(QVLQ) can be rewritten as

Out (Full) = EHHH111HHH∈S1 , (B.43)

Out(QVLQ) = E{xxxi}i∈NEHHH111HHH∈S2 . (B.44)

For convenience, we define

S21 =
{
HHH : HHH ∈ S2, γ (Full (HHH) ,HHH) < 1

P

}
,

S22 =
{
HHH : HHH ∈ S2, γ (Full (HHH) ,HHH) = 1

P

}
,

S23 =
{
HHH : HHH ∈ S2, γ (Full (HHH) ,HHH) > 1

P

}
.

Since S2 = S21 ∪ S22 ∪ S23 and S21, S22, S23 are mutually exclusive, Out (QVLQ) in (B.44) is

rewritten as

Out (QVLQ) =
3∑
l=1

E{xxxi}i∈NEHHH111HHH∈S2l
. (B.45)

In order to prove Out(QVLQ) = Out(Full), according to (B.43) and (B.45), we will show

E{xxxi}i∈NEHHH111HHH∈S21 = EHHH111HHH∈S1 , E{xxxi}i∈NEHHH111HHH∈S22 = 0 and E{xxxi}i∈NEHHH111HHH∈S23 = 0.

First, to prove E{xxxi}i∈NEHHH111HHH∈S21 = EHHH111HHH∈S1 , it is sufficient to prove 111HHH∈S1 = 111HHH∈S21 for any

given HHH and {xxxi}i∈N. When 111HHH∈S1 = 0, based on the definition of S1, it means HHH /∈ S1 and

γ (Full (HHH) ,HHH) ≥ 1
P
. From the definition of S21, we have HHH 6∈ S21 and 111HHH∈S21 = 0. When

117



111HHH∈S1 = 1,HHH ∈ S1. By the optimality of Full (HHH), it must haveHHH ∈ S2. Since S21 = S1∩S2,

HHH ∈ S21 and 111HHH∈S21 = 1. Therefore, 111HHH∈S21 = 111HHH∈S1 and E{xxxi}i∈NEHHH111HHH∈S21 = EHHH111HHH∈S1 .

Second, we will prove E{xxxi}i∈NEHHH111HHH∈S22 = 0. Define S3 =
{
HHH : HHH ∈ Ct×2, γ (Full (HHH) ,HHH) = 1

P

}
.

By definition, S22 = S2 ∩ S3 ⊆ S3. Then,

E{xxxi}i∈NEHHH111HHH∈S22 ≤ EHHH111HHH∈S3 = Prob
{
γ (Full (HHH) ,HHH) =

1

P

}
.

Let mmin = argmin
m=1,2

χm, mmax = argmax
m=1,2

χm and θ =
|hhh†1hhh2|2
χ1χ2

. According to [19, Theorem 2],

γ (Full (HHH) ,HHH) =

χmmin
, θ ≥ χmmin

χmmax
,

χmmin

1+β2 , θ <
χmmin

χmmax
,

(B.46)

where β =
√
χmmin−

√
χmmaxθ√

χmmax−χmmaxθ
. Since θ, χ1, and χ2 are mutually independent, θ and χmmin

and χmmax are also mutually independent [21]. With (B.46), it is straightforward to show

that Prob
{
γ (Full (HHH) ,HHH) = 1

P

}
= 0 by fixing χmmin

, χmmax or θ as well as using the fact

that the probability of a continuous r.v. assuming a specific value is zero. Therefore,

E{xxxi}i∈NEHHH111HHH∈S22 ≤ 0. Since the probability is non-negative, E{xxxi}i∈NEHHH111HHH∈S22 = 0.

Finally, we will prove E{xxxi}i∈NEHHH111HHH∈S23 = 0. Define

S4 =

{
HHH : HHH ∈ Ct×2, γ (Full (HHH) ,HHH) >

1

P

}
.

Since S23 = S2 ∩ S4, we obtain E{xxxi}i∈NEHHH111HHH∈S23 =
∫
HHH∈S4

fHHH(HHH)E{xxxi}i∈N111HHH∈S2dHHH. To prove

E{xxxi}i∈NEHHH111HHH∈S23 = 0, it is sufficicent to show E{xxxi}i∈N111HHH∈S2 = 0 for any HHH ∈ S4. By

contradiction, assume ∃H̃HH ∈ S4, s.t. E{xxxi}i∈N111H̃HH∈S2
= ε > 0. Then

E{xxxi}i∈N111H̃HH∈S2
= Prob

{
γ
(
xxxi, H̃HH

)
<

1

P
,∀i ∈ N

}

118



≤ Prob
{
γ
(
xxxi, H̃HH

)
<

1

P
,∀i ∈ {0, 1, . . . , K − 1}

}
=

[
Prob

{
γ
(
xxxi, H̃HH

)
<

1

P

}]K
, (B.47)

where K ≥ 1 can be any finite natural number, and the last equality is because for a given

H̃HH, γ
(
xxxi, H̃HH

)
for i = 1, . . . , K are mutually independent due to the independence of xxxi for

i = 1, . . . , K. We shall use the following lemma, the proof of which is in Appendix B.4.

Lemma B.4. If γ (Full (HHH) ,HHH) > 1
P
, there exists Π ∈ (0, 1) such that for any xxx ∈ X with∣∣xxx†Full (HHH)

∣∣2 ≥ Π, γ (xxx,HHH) ≥ 1
P
holds.

From Lemma 3.1, for a given H̃HH, we have

Prob
{
γ
(
xxxi, H̃HH

)
≥ 1

P

}
≥ Prob

{∣∣∣xxx†iFull(H̃HH)∣∣∣2 ≥ Π

}
= (1− Π)t−1 > 0.

Therefore, Prob
{
γ
(
xxxi, H̃HH

)
< 1

P

}
≤ 1 − (1 − Π)t−1 < 1. By (B.47), it can be derived that

E{xxxi}i∈N111H̃HH∈S2
≤ [1− (1− Π)t−1]

K . Let K =
⌈
log(1−(1−Π)t−1) ε

⌉
+ 1, then E{xxxi}i∈N111H̃HH∈S2

≤

[1− (1− Π)t−1]

⌈
log(1−(1−Π)t−1) ε

⌉
+1
< [1− (1− Π)t−1]

log(1−(1−Π)t−1) ε = ε, which contradicts the

assumption that E{xxxi}i∈N111H̃HH∈S2
= ε. Thus E{xxxi}i∈N111H̃HH∈S2

= 0 and E{xxxi}i∈NEHHH111HHH∈S23 = 0,

which completes the proof.

Remark 3: It follows from (3.7) and (B.45) that Out (QVLQ) = E{xxxi}i∈NEHHH111S2 = Out (Full) =

EHHH111S1 , thus EHHH
[
111S1 − E{xxxi}i∈N111S2

]
= 0. Based on the definitions of S1 and S2, 111S1−E{xxxi}i∈N111S2

is always non-positive for anyHHH. Therefore, 111S1−E{xxxi}i∈N111S2 = 0 for anyHHH with probability

one. In other words, R0 in (3.3) is equal to the expectation of

{
HHH : γ (xxx0,HHH) ≥ 1

P

}⋃{
HHH : γ (Full (HHH) ,HHH) <

1

P

}

with regard to {xxxi}i∈N with probability one.
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B.2 Proof of Lemma 3.1

Proof. For p = 0, Φ = 0, then the upper bound in (3.10) holds. Hence, suppose that

0 < p < 1. Then

Φ =
∞∑
i=1

pi(1− p)blog2(i+ 1)c

= p(1− p) +
∞∑
i=2

pi(1− p)blog2(i+ 1)c

≤ p(1− p) +
∞∑
i=2

pi(1− p) log2(i+ 1)

= p(1− p) + p(1− p)
∞∑
i=1

pi log2(i+ 2)

= p(1− p) + p(1− p)

[
p log2 3 +

∞∑
i=2

pi log2(i+ 2)

]

≤ p(1− p) + p(1− p)

[
p log2 3 +

2

log 2

∞∑
i=1

pi log i

]
. (B.48)

We estimate the sum
∑∞

i=1 p
i log i via the integral of the function f(x) = e−βx log x, where

0 < β , − log p < ∞. We calculate f ′(x) = e−βx
(

1
x
− β log x

)
, where f ′ represents the

derivative of f . For y log y = 1
β
, f ′(x) > 0 for 1 ≤ x < y, f ′(x) = 0 for x = y, and f ′(x) < 0

for x > y. The global maximum of f is thus f(y). Since y log y = 1
β
> 0, y ≥ 1 must

hold, which implies f(y) = e−βy log y ≤ e−β log y ≤ e−βy log y = e−β

β
. Let j = byc. Then

1 ≤ j ≤ y < j + 1, and

∞∑
i=1

f(i) = 1j≥2

j−1∑
i=1

f(i) + f(j) + f(j + 1) +
∞∑

i=j+2

f(i)

= 1j≥2

j−1∑
i=1

∫ i+1

i

f(i)dx+ f(j) + f(j + 1) +
∞∑

i=j+2

∫ i

i−1

f(i)dx

≤ 1j≥2

j−1∑
i=1

∫ i+1

i

f(x)dx+ f(y) + f(y) +
∞∑

i=j+2

∫ i

i−1

f(x)dx
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= 1j≥2

∫ j

1

f(x)dx+ 2f(y) +

∫ ∞
j+1

f(x)dx

< 2f(y) +

∫ ∞
1

f(x)dx ≤ 2e−β

β
+

∫ ∞
1

f(x)dx, (B.49)

where the first inequality follows since f is increasing on (1, j) and decreasing on (j+ 1,∞).

We now estimate the integral. With a change of variables u = log x, dv = e−βxdx, we obtain

∫ ∞
1

f(x)dx =

(
− 1

β
log xe−βx

) ∣∣∣∣∞
1

+
1

β

∫ ∞
1

1

x
e−βxdx =

1

β
E1(β) <

e−β

β
log

(
1 +

1

β

)
.

Combining with (B.49) and subsituting β = − log p, it follows that

∞∑
i=1

f(i) <
p

− log p

[
2 + log

(
1 +

1

− log p

)]
<

p

1− p

[
2 + log

(
1 +

1

1− p

)]
<

p

1− p

[
2 + log

2

1− p

]
<

p

1− p

[
3 + log

1

1− p

]
, (B.50)

where the second inequality is because − log p > 1 − p for 0 < p < 1. Substituting (B.50)

into (B.48) yields that

Φ ≤ p(1− p) + p2(1− p) log2 3 +
2p2

log 2

(
3 + log

1

1− p

)
≤ p(1− p) + 2p2 +

6p2

log 2
+

2p2

log 2
log

1

1− p

= p(1− p) +

(
6

log 2
+ 2

)
p2 +

2

log 2
p2 log

1

1− p
.

This concludes the proof.

B.3 Proof of Theorem 3.2

Proof. Based on (3.11), we will derive upper bounds on I1, I2 and I3, separately. First, since
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H3 ⊆ H0, we get

I1 ≤ C1

∫
HHH∈H0

p(1− p)fHHH(HHH)dHHH.

Substituting the upper bounds in (3.12) and (3.14) into I1, it is derived that

I1 ≤
C4

P

2∑
m=1

∫
HHH∈H0

1

χm

(
1− 1

Pχ1

)t−1

fHHH(HHH)dHHH,

where C4 = (t− 1)C1. Since χm is chi-squared distributed, the PDF of χm is

fχm(χm) =
χt−1
m e−χm

(t− 1)!
,

for m = 1, 2 [61]. Then we obtain

I1 ≤
C4

P

2∑
m=1

∫ ∞
1
P

∫ ∞
1
P

1

χm

(
1− 1

Pχ1

)t−1 [
χt−1

1 e−χ1

(t− 1)!

] [
χt−1

2 e−χ2

(t− 1)!

]
dχ1dχ2

=
C5

P

∫ ∞
1
P

(
1− 1

Pχ1

)t−1

χt−2
1 e−χ1dχ1

∫ ∞
1
P

χt−1
2 e−χ2

(t− 1)!
dχ2

+
C5

P

∫ ∞
1
P

(
1− 1

Pχ1

)t−1

χt−1
1 e−χ1dχ1

∫ ∞
1
P

χt−2
2 e−χ2

(t− 1)!
dχ2,

where C5 = C4

(t−1)!
. Noting that

∫∞
0
xn−1e−xdx = (n − 1)! for n ≥ 1 and n ∈ N [61], I1 is

bounded by

I1 ≤
C5

P

∫ ∞
1
P

(
1− 1

Pχ1

)t−1

χt−2
1 e−χ1dχ1

∫ ∞
0

χt−1
2 e−χ2

(t− 1)!
dχ2

+
C5

P

∫ ∞
1
P

(
1− 1

Pχ1

)t−1

χt−1
1 e−χ1dχ1

∫ ∞
0

χt−2
2 e−χ2

(t− 1)!
dχ2

≤ C5

P

∫ ∞
1
P

(
1− 1

Pχ1

)t−1

χt−2
1 e−χ1dχ1 +

C6

P

∫ ∞
1
P

(
1− 1

Pχ1

)t−1

χt−1
1 e−χ1dχ1,
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where C6 = C5

t−1
. Letting χ1 − 1

P
= λ1, the bound is derived as

I1 ≤ C5
e−

1
P

P

∫ ∞
0

λ1

λ1 + 1
P

λt−2
1 e−λ1dλ1 + C6

e−
1
P

P

∫ ∞
0

λt−1
1 e−λ1dλ1

≤ C5
e−

1
P

P

∫ ∞
0

λt−2
1 e−λ1dλ1 + C6(t− 1)!

e−
1
P

P

= C5(t− 2)!
e−

1
P

P
+ C6(t− 1)!

e−
1
P

P
= C7

e−
1
P

P
, (B.51)

where C7 = (t− 2)!C5 + (t− 1)!C6.

To derive I2, applying the upper bound in (3.12) and based on the fact that H1 ⊆ H0, we

obtain

I2 ≤
C8

P 2

∫
HHH∈H0

[
1

χ1

+
1

χ2

]2

fHHH(HHH)dHHH

=
C8

P 2

∫ ∞
1
P

∫ ∞
1
P

[
1

χ2
1

+
1

χ2
2

+
2

χ1χ2

] [
χt−1

1 e−χ1

(t− 1)!

] [
χt−1

2 e−χ2

(t− 1)!

]
dχ1dχ2

=
2C8

(t− 1)!P 2

∫ ∞
1
P

χt−3
1 e−χ1dχ1

∫ ∞
1
P

χt−1
2 e−χ2

(t− 1)!
dχ2

+
2C8

(t− 1)!P 2

∫ ∞
1
P

χt−2
1 e−χ1dχ1

∫ ∞
1
P

χt−2
2 e−χ2

(t− 1)!
dχ2

≤ C9

P 2

∫ ∞
1
P

χt−3
1 e−χ1dχ1

∫ ∞
0

e−χ2χt−1
2

(t− 1)!
dχ2

+
C9

P 2

∫ ∞
1
P

χt−2
1 e−χ1dχ1

∫ ∞
0

χt−2
2 e−χ2

(t− 1)!
dχ2

=
C9

P 2

∫ ∞
1
P

χt−3
1 e−χ1dχ1 +

C10

P 2

∫ ∞
1
P

χt−2
1 e−χ1dχ1,

where C8 = (t− 1)2C2, C9 = 2C8

(t−1)!
and C10 = C9

t−1
. When t ≥ 3, I2 is upper-bounded by

I2 ≤
C9

P 2
Γ

(
t− 2,

1

P

)
+
C10

P 2
Γ

(
t− 1,

1

P

)
, (B.52)

where Γ(n, a) =
∫∞
a
xn−1e−xdx is the incomplete gamma function for n > 0, a > 0. The

following lemma shows an upper bound on the incomplete gamma function, the proof of
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which is in Appendix B.5.

Lemma B.5. For n > 0, n ∈ N and a > 0, we have

Γ(n, a) ≤ n!e−a
(
1 + αn−1

)
. (B.53)

Applying (B.53) to (B.52) yields

I2 ≤
C9

P 2
(t− 2)!e−

1
P

(
1 +

1

P t−3

)
+
C10

P 2
(t− 1)!e−

1
P

(
1 +

1

P t−2

)
= C11

e−
1
P

P 2
+ C12

e−
1
P

P t−1
+ C13

e−
1
P

P t
, (B.54)

where C11 = C9(t − 2)! + C10(t − 1)!, C12 = C9(t − 2)! and C13 = C10(t − 1)!. When t = 2,

the upper bound on I2 is

I2 ≤
C9

P 2

∫ ∞
1
P

e−χ1

χ1

dχ1 +
C10

P 2

∫ ∞
1
P

e−χ1dχ1

=
C9

P 2
E1

(
1

P

)
+ C10

e−
1
P

P 2

≤ C9
e−

1
P

P 2
log (1 + P ) + C10

e−
1
P

P 2
, (B.55)

where E1(z) =
∫∞
z

e−z

z
dz is the exponential integral with an upper bound as E1(z) ≤

e−z log
(
1 + 1

z

)
[61]. From (B.54) and (B.55), the upper bound on I2 for any t ≥ 2 can

be obtained as

I2 ≤

[
C11

e−
1
P

P 2
+ C12

e−
1
P

P t−1
+ C13

e−
1
P

P t

]
× 111t≥3 +

[
C9
e−

1
P

P 2
log (1 + P ) + C10

e−
1
P

P 2

]
× 111t=2

≤ C14e
− 1
P

[
1

P
+

1

P 2t
+

log (1 + P )

P

]
, (B.56)

where C14 = [C11 + C12 + C13]× 111t≥3 + [C9 + C10]× 111t=2. The last inequality is obtained by

comparing both cases where 0 < P ≤ 1 and P > 1.
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To derive I3, we need an upper bound on log 1
1−p first. By applying (3.13), we obtain

log
1

1− p
≤ 2(t− 1) log

1

min
m=1,2

|[Full(HHH)]†hhhm|2− 1
P

χm

.

From (B.46), it is found when θ ≥ χmmin

χmmax
, min
m=1,2

|[Full(HHH)]†hhhm|2− 1
P

χm
≥ χmmin−

1
P

χmmax
=

γ(Full(HHH),HHH)− 1
P

χmmax
;

when θ < χmmin

χmmax
, min
m=1,2

|[Full(HHH)]†hhhm|2− 1
P

χm
=

γ(Full(HHH),HHH)− 1
P

χmmax
. Therefore,

min
m=1,2

∣∣∣[Full (HHH)]†hhhm

∣∣∣2 − 1
P

χm
≥
γ (Full (HHH) ,HHH)− 1

P

χmmax

.

and

log
1

1− p
≤ 2(t− 1) log

max
m=1,2

χm

γ (Full (HHH) ,HHH)− 1
P

. (B.57)

Define H4 = {HHH : HHH ∈ Ct×2, χ1 ≥ χ2} and H5 = {HHH : HHH ∈ Ct×2, χ1 < χ2}. Substituting

(B.57) and (3.12) into I3 yields

I3 ≤
C15

P 2

∫
HHH∈H1∩H4

[
1

χ1

+
1

χ2

]2

log
χ1

γ (Full (HHH) ,HHH)− 1
P

fHHH (HHH) dHHH

+
C15

P 2

∫
HHH∈H1∩H5

[
1

χ1

+
1

χ2

]2

log
χ2

γ (Full (HHH) ,HHH)− 1
P

fHHH (HHH) dHHH

=
2C15

P 2

∫
HHH∈H1∩H4

[
1

χ1

+
1

χ2

]2

log
χ1

γ (Full (HHH) ,HHH)− 1
P

fHHH (HHH) dHHH,

where C15 = 2(t− 1)3C3. For any HHH ∈ H1 ∩ H4,
[

1
χ1

+ 1
χ2

]2

≤
[

1
χ2

+ 1
χ2

]2

= 4
χ2

2
. Therefore,

it follows that

I3 ≤
C16

P 2

∫
HHH∈H1∩H4

1

χ2
2

log
χ1

γ (Full (HHH) ,HHH)− 1
P

fHHH (HHH) dHHH, (B.58)

where C16 = 8C15.
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Define H6 =
{
HHH : HHH ∈ H1

⋂
H4, χ2 ≤

∣∣∣hhh†1hhh2

∣∣∣} and H7 =
{
HHH : HHH ∈ H1

⋂
H4, χ2 >

∣∣∣hhh†1hhh2

∣∣∣}.
With such notations, γ (Full (HHH) ,HHH) in [19, Theorem 2] can be rewritten as

γ (Full (HHH) ,HHH) =

 χ2, HHH ∈ H6,

χ2

1+β2 , HHH ∈ H7,

where β =
√
χ2−
√
χ1θ√

χ1−χ1θ
and θ =

|hhh†1hhh2|2
χ1χ2

. Then the upper bound on I3 in (B.58) can be further

deduced as

I3 ≤
C16

P 2

∫
HHH∈H6

1

χ2
2

log
χ1

χ2 − 1
P

fHHH(HHH)dHHH +
C16

P 2

∫
HHH∈H7

1

χ2
2

log
χ1

χ2

1+β2 − 1
P

fHHH(HHH)dHHH

=
C16

P 2

∫
HHH∈H6∪H7

1

χ2
2

≤χ1︷ ︸︸ ︷
(logχ1) fHHH(HHH)dHHH︸ ︷︷ ︸

=I3,1

+
C16

P 2

∫
HHH∈H6

1

χ2
2

log
1

χ2 − 1
P

fHHH(HHH)dHHH︸ ︷︷ ︸
=I3,2

+
C16

P 2

∫
HHH∈H7

1

χ2
2

log
(
1 + β2

)
fHHH(HHH)dHHH︸ ︷︷ ︸

=I3,3

+
C16

P 2

∫
HHH∈H7

1

χ2
2

log
1

χ2 − 1+β2

P

fHHH(HHH)dHHH︸ ︷︷ ︸
=I3,4

.

Based on the fact that {H6 ∪H7} = {H1 ∩H4} ⊆ H1 ⊆ H0 and using a similar mathemat-

ical derivation for the upper bounds on I1, I2, the upper bound on I3,1 is derived as

I3,1 ≤ C17e
− 1
P

[
1

P
+

1

P 2t
+

log(1 + P )

P

]
, (B.59)

where C17 = 2t
t−1
C16 × 111t≥3 + 2C16 × 111t=2.

For I3,2, since H6 ⊆ H0, its upper bound can be

I3,2 ≤
C16

P 2

∫ ∞
1
P

[
χt−1

1 e−χ1

(t− 1)!

]
dχ1

∫ ∞
1
P

1

χ2
2

log
1

χ2 − 1
P

[
χt−1

2 e−χ2

(t− 1)!

]
dχ2

≤ C16

(t− 1)!P 2

∫ ∞
0

χt−1
1 e−χ1

(t− 1)!
dχ1

∫ ∞
1
P

χt−3
2 e−χ2 log

1

χ2 − 1
P

dχ2
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= C18
e−

1
P

P 2

∫ ∞
0

(
log

1

λ2

)(
λ2 +

1

P

)t−3

e−λ2dλ2, (B.60)

where C18 = C16

(t−1)!
and the last equality is obtained by replacing χ2 − 1

P
with λ2. When

t ≥ 4, with the help of (B.53), we obtain

I3,2 ≤ C18
e−

1
P

P 2

∫ 1
P

0

(
log

1

λ2

)(
λ2 +

1

P

)t−3

e−λ2dλ2

+ C18
e−

1
P

P 2

∫ ∞
1
P

(
log

1

λ2

)(
λ2 +

1

P

)t−3

e−λ2dλ2

≤ C18
e−

1
P

P 2

∫ 1
P

0

(
log

1

λ2

)(
1

P
+

1

P

)t−3

dλ2

+ C18
e−

1
P

P 2

∫ ∞
1
P

1

λ2

(λ2 + λ2)t−3 e−λ2dλ2

≤ 2t−3C18e
− 1
P

P t−1

∫ 1
P

0

log
1

λ2

dλ2 +
2t−3C18

P 2

∫ ∞
1
P

λt−4
2 e−λ2dλ2

=
C19e

− 1
P

P t−1

[
1

P
+

logP

P

]
+
C19

P 2
Γ

(
t− 3,

1

P

)
≤ C19e

− 1
P

P t−1

[
1

P
+ 1

]
+

(t− 3)!C19e
− 1
P

P 2

[
1 +

1

P t−4

]
≤ C20e

− 1
P

[
1

P
+

1

P 2t

]
, (B.61)

where C19 = 2t−3C18 and C20 = 2× (t− 3)!C19 + 2C19. When t = 3, (B.60) becomes

I3,2 ≤ C18
e−

1
P

P 2

∫ 1
P

0

(
log

1

λ2

)
e−λ2dλ2 + C18

e−
1
P

P 2

∫ ∞
1
P

(
log

1

λ2

)
e−λ2dλ2

≤ C18
e−

1
P

P 2

∫ 1
P

0

log
1

λ2

dλ2 +
C18

P 2

∫ ∞
1
P

e−λ2

λ2

dλ2

≤ C18
e−

1
P

P 2

[
1

P
+

logP

P

]
+
C18

P 2
E1

(
1

P

)
≤ C18

e−
1
P

P 2

[
1

P
+ 1

]
+
C18

P 2
e−

1
P log (1 + P )

≤ C21e
− 1
P

[
1

P
+

1

P 2t
+

log(1 + P )

P

]
, (B.62)
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where C21 = 3C18. When t = 2, since 1
λ2+ 1

P

≤ P , I3,2 ≤ C18
e−

1
P

P

∫∞
0

log 1
λ2
e−λ2dλ2. Following

the same steps in (B.62), I3,2 can be bounded by

I3,2 ≤ C22e
− 1
P

[
1

P
+

1

P 2t
+

log(1 + P )

P

]
, (B.63)

where C22 = 3C18. Based on (B.61), (B.62) and (B.63), the upper bound on I3,2 for any

t ≥ 2 is

I3,2 ≤ C23e
− 1
P

[
1

P
+

1

P 2t
+

log(1 + P )

P

]
, (B.64)

where C23 = C20 × 111t≥4 + C21 × 111t=3 + C22 × 111t=2.

In I3,3, since 0 ≤ β ≤ 1, log (1 + β2) ≤ log 2 < 1. Similarly, the bound on I3,3 is obtained as

I3,3 ≤ C24e
− 1
P

[
1

P
+

1

P 2t
+

log(1 + P )

P

]
, (B.65)

where C24 = 2C16

t−1
× 111t≥3 + C16

(t−1)!
× 111t=2.

For I3,4, since χ1, χ2 and θ are mutually independent, its upper bound can be derived as

I3,4 ≤
C16

P 2

∫
{χ1,χ2,θ}∈H

′
7

1

χ2
2

(
log

1

χ2 − 1+β2

P

)
fχ1(χ1)fχ2(χ2)fθ(θ)dχ1dχ2dθ

=
C25

P 2

∫
{χ1,χ2,θ}∈H

′
7

(
log

1

χ2 − 1+β2

P

)
χt−1

1 e−χ1χt−3
2 e−χ2(1− θ)t−2dχ1dχ2dθ,

where C25 = C16

(t−1)!(t−2)!
and H′7 is a transformed version of the pre-defined H7 with respect

to χ1, χ2 and θ. The PDF of θ is given by fθ (θ) = (t − 1)(1 − θ)t−2 for 0 ≤ θ ≤ 1[21]. By

changing the integration variables from (χ1, χ2, θ) into (β, χ2, θ), we obtain the Jacobian of

the transformation as
∣∣∣∂(χ1,χ2,θ)
∂(β,χ2,θ)

∣∣∣ =
∣∣∣∂χ1

∂β

∣∣∣. For any HHH ∈ H′7, β =
√
χ2−
√
χ1θ√

χ1−χ1θ
, χ1 = χ2

(
√
θ+β
√

1−θ)
2
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and
∣∣∣∂χ1

∂β

∣∣∣ = 2
√

1−θχ2

(
√
θ+β
√

1−θ)
3 . Therefore, I3,4 can be bounded by

I3,4 ≤
C26

P 2

∫
{β,χ2,θ}∈H

′′
7

(
log

1

χ2 − 1+β2

P

)[
χ2

(
√
θ + β

√
1− θ)2

]t−1

e
− χ2

(
√
θ+β
√

1−θ)2χt−3
2 e−χ2

× (1− θ)t−2

√
1− θχ2(√

θ + β
√

1− θ
)3 dχ2dβdθ

=
C26

P 2

∫
{β,χ2,θ}∈H

′′
7

(
log

1

χ2 − 1+β2

P

)
χ2t−3

2 e−χ2(1− θ)t− 3
2(√

θ + β
√

1− θ
)2t+1 e

− χ2
(
√
θ+β
√

1−θ)2 dχ2dβdθ

≤ C26

P 2

∫
{β,χ2,θ}∈H

′′
7

(
log

1

χ2 − 1+β2

P

)
χ2t−3

2 e−χ2(√
θ + β

√
1− θ

)2t+1 e
− χ2

(
√
θ+β
√

1−θ)2 dχ2dβdθ,

where C26 = 2C25 and H′′7 is a transformed version of H′7 with respect to β, χ2 and θ. By

replacing χ2 − 1+β2

P
by χ,

∣∣∣∂(β,χ2,θ)
∂(β,χ,θ)

∣∣∣ =
∣∣∣∂χ2

∂χ

∣∣∣ = 1, then I3,4 is further bounded by

I3,4 ≤
C26

P 2

∫
{β,χ,θ}∈H′′′7

(
log

1

χ

)
e
−

χ+
1+β2

P
(
√
θ+β
√

1−θ)2(√
θ + β

√
1− θ

)2t+1

×
[
χ+

1 + β2

P

]2t−3

e−χ−
1+β2

P dχdβdθ

≤ C26

P 2

∫
{β,χ,θ}∈H′′′7

(
log

1

χ

)
e
−

χ+
1+β2

P
(
√
θ+β
√

1−θ)2(√
θ + β

√
1− θ

)2t+1

×
[
χ+

1 + β2

P

]2t−3

e−χ−
1
P dχdβdθ, (B.66)

whereH′′′7 is a transformed version ofHHH
′′

7 with respect to β, χ and θ. Letting φ =
χ+ 1+β2

P

(
√
θ+β
√

1−θ)
2 ,∣∣∣ ∂(χ,β,θ)

∂(χ,β,φ)

∣∣∣ =
∣∣∣ ∂θ∂φ ∣∣∣. Since

√
χ+ 1+β2

P√
φ

=
√
θ + β

√
1− θ,

∣∣∣ ∂θ∂φ ∣∣∣ =
φ−

3
2

√
χ+ 1+β2

P∣∣∣ 1√
θ
− β√

1−θ

∣∣∣ . For any HHH ∈ H′′′7 ,

χ1 ≥ χ2, thus φ = χ1

χ2
≥ 1 and 0 ≤

√
θ + β

√
1− θ ≤ 1. Then 0 ≤ β ≤ 1−

√
θ√

1−θ . Hence,

1√
θ
− β√

1−θ ≥
1√
θ
− 1√

1−θ ×
1−
√
θ√

1−θ = 1
(1+
√
θ)
√
θ
> 0. Therefore,

∣∣∣ ∂θ∂φ ∣∣∣ ≤ φ−
3
2

√
χ+ 1+β2

P
(1 +
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√
θ)
√
θ ≤ 2φ−

3
2

√
χ+ 1+β2

P
due to 0 ≤ θ ≤ 1. Moreover, since

H′′′7 ⊆ {(β, χ, φ) : 0 ≤ β ≤ 1, χ > 0, φ > 0} ,

the upper bound in (B.66) becomes

I3,1,4 ≤ 2C26
e−

1
P

P 2

∫
{β,χ,φ}∈H′′′7

(
log

1

χ

)
e−φ

[
χ+

1 + β2

P

]t−3

φt−1e−χdχdβdφ

≤ 2C26
e−

1
P

P 2

∫ ∞
0

∫ 1

0

∫ ∞
0

(
log

1

χ

)
e−φ

[
χ+

1 + β2

P

]t−3

φt−1e−χdχdβdφ

= 2C26
e−

1
P

P 2

[∫ ∞
0

φt−1e−φdφ

] ∫ ∞
0

∫ 1

0

(
log

1

χ

)[
χ+

1 + β2

P

]t−3

e−χdχdβ

≤ C27
e−

1
P

P 2

∫ ∞
0

∫ 1

0

(
log

1

χ

)[
χ+

1 + β2

P

]t−3

e−χdχdβ,

where C27 = 2(t − 1)!C26. When t ≥ 4,
[
χ+ 1+β2

P

]t−3

≤
[
χ+ 2

P

]t−3 due to 0 ≤ β ≤ 1.

Similar to (B.61), an upper bound on I3,1,4 is derived as

I3,4 ≤ C28e
− 1
P

[
1

P
+

1

P 2t

]
, (B.67)

where C28 = 22t−5C27 + (t− 4)!2t−2C27. When t = 3, similar to (B.62), the upper bound on

I3,4 is

I3,4 ≤ C29e
− 1
P

[
1

P
+

1

P 2t
+

log(1 + P )

P

]
, (B.68)

where C29 = 3C27. When t = 2, since 1

χ+ 1+β2

P

≤ P
1+β2 ≤ P , I3,4 ≤ C27

e−
1
P

P

∫∞
0

(
log 1

χ

)
e−χdχ.

Similar to (B.62), we obtain

I3,4 ≤ C30e
− 1
P

[
1

P
+

1

P 2t
+

log(1 + P )

P

]
, (B.69)

where C30 = 3C27. Combining bounds in (B.67), (B.68) and (B.69), the upper bound on I3,4
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for any t ≥ 2 is

I3,4 ≤ C31e
− 1
P

[
1

P
+

1

P 2t
+

log(1 + P )

P

]
, (B.70)

where C31 = C28×111t≥4 +C29×111t=3 +C30×111t=2. Based on (B.59), (B.64), (B.65) and (B.70),

I3 is upper-bounded by

I3 ≤ C32e
− 1
P

[
1

P
+

1

P 2t
+

log(1 + P )

P

]
, (B.71)

where C32 = C19 +C23 +C26 +C31. From (B.51), (B.56) and (B.71), we finally get the upper

bound in (3.15), where C0 = C7 + C14 + C32.

B.4 Proof of Lemma B.4

Proof. We use the following lemma, the proof of which is given in Appendix B.6.

Lemma B.6. For unit-normal complex vectors uuu,vvv,www ∈ Ct×1, we have

∣∣|uuu†vvv|2 − |uuu†www|2∣∣ ≤√1− |vvv†www|2. (B.72)

For anyHHH satisfying γ (Full (HHH) ,HHH) > 1
P
, let ∆m =

∣∣∣[Full (HHH)]†hhhm

∣∣∣2− 1
P
, where 0 < ∆m

χm
<

1 for m = 1, 2. If |xxx†Full (HHH) |2 ≥ Π = 1 − min
m=1,2

[
∆m

χm

]2

, by applying (B.72) and letting

uuu = hhhm
|hhhm| , vvv = xxx, www = Full (HHH), we derive that

∣∣∣∣∣∣
∣∣∣∣∣ hhh†m|hhhm|xxx

∣∣∣∣∣
2

−

∣∣∣∣∣ hhh†m|hhhm|Full (HHH)

∣∣∣∣∣
2
∣∣∣∣∣∣ ≤√1− |xxx†Full (HHH) |2

=⇒

∣∣∣∣∣ hhh†m|hhhm|xxx
∣∣∣∣∣
2

≥

∣∣∣∣∣ hhh†m|hhhm|Full (HHH)

∣∣∣∣∣
2

−
√

1− |xxx†Full (HHH) |2
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=⇒

∣∣∣∣∣ hhh†m|hhhm|xxx
∣∣∣∣∣
2

≥ 1

Pχm
+

∆m

χm
−
√

1− Π ≥ 1

Pχm

=⇒
∣∣∣hhh†mxxx∣∣∣2 ≥ 1

P
,

where “=⇒” represents “it follows that”. Since 0 < Π < 1, the proof is complete.

B.5 Proof of Lemma B.5

Proof. Γ(n, a) can be expanded as Γ(n, a) = (n − 1)!e−a
∑n−1

k=0
ak

k!
[61]. When 0 < a ≤ 1,

Γ(n, a) ≤ (n − 1)!e−a
∑n−1

k=0
1
k!
≤ n!e−a; when α > 1, Γ(n, a) ≤ (n − 1)!e−a

∑n−1
k=0 α

k ≤

(n− 1)!e−a
∑n−1

k=0 α
n−1 = n!e−aαn−1. Therefore, Γ(n, a) ≤ max {n!e−a, n!e−aαn−1} ≤ n!e−a +

n!e−aαn−1 = n!e−a (1 + αn−1).

B.6 Proof of Lemma B.6

Proof. Let GGG , vvvvvv† −wwwwww† and z , vvv†www. It can be verified (after some tedious but straight-

forward calculations) that GGG admits the decomposition

GGG =

√
1− |z|2

(
uuu1uuu

†
1 − uuu2uuu

†
2

)
,

where

uuu1 = αvvv − βvvv0exp (−j∠z) ,

uuu2 = βvvv + αvvv0exp (−j∠z)
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are orthonormal vectors with

vvv0 =
www − vvvvvv†www√

1− |z|2
,

(α, β) =


√√√√1 +

√
1− |z|2

2
,

√√√√1−
√

1− |z|2

2

 .

We can then obtain

∣∣|uuu†vvv|2 − |uuu†www|2∣∣ =
∣∣uuu†GGGuuu∣∣

=

√
1− |z|2

∣∣|uuu†uuu1|2 − |uuu†uuu2|2
∣∣

≤
√

1− |z|2
(
|uuu†uuu1|2 + |uuu†uuu2|2

)
≤
√

1− |z|2 ||uuu||2

=

√
1− |z|2.

This concludes the proof.

C Supplementary Proofs for Chapter 4

C.1 Proof of Propositions 4.1 and 4.2

Proof. We first prove Proposition 4.1. Since the optimal time-sharing pair that minimizes

OUTMR,TS should maximizeMRTS(t1, t2), we have (t?1, t
?
2) = arg maxt1+t2=1,t1,t2≥0 MRTS(t1, t2).

Clearly, t?2 = 1−t?1, and therefore, it suffices to determine t?1 = arg max0≤t1≤1 MRTS(t1, 1−t1),

where

MRTS(t1, 1− t1) = min
{
t1 log2

(
1 + P |h11|2

)
, (1− t1) log2

(
1 + P |h22|2

)}
.
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As t1 increases from 0 to 1, the term t1 log2

(
1 + P |h11|2

)
increases from 0 to log2

(
1 + P |h11|2

)
;

the term (1− t1) log2

(
1 + P |h22|2

)
decreases from log2

(
1 + P |h22|2

)
to 0. Since either term

is also a continous function of t1, it follows that the optimal solution t?1 should make the two

terms equal. In other words, t?1 should satisfy t?1 log2

(
1 + P |h11|2

)
= (1−t?1) log2

(
1 + P |h22|2

)
.

This leads to t?1 and t?2 as given by (4.3), and thus concludes the proof of Proposition 4.1.

We now move to the proof of Proposition 4.2. Similarly, the optimal power pair that mini-

mizes OUTMR,CT should maximize MRCT(p1, p2). We first show p?1 = 1 or p?2 = 1 by contra-

diction. Assume 0 < p?1, p
?
2 < 1. Letting β , min

{
1
p?1
, 1
p?2

}
> 1, we have

MRCT (βp?1, βp
?
2) = min

{
log2

(
1 +

p?1 |h11|2

p?2 |h21|2 + 1
βP

)
, log2

(
1 +

p?2 |h22|2

p?1 |h12|2 + 1
βP

)}

> min

{
log2

(
1 +

p?1 |h11|2

p?2 |h21|2 + 1
P

)
, log2

(
1 +

p?2 |h22|2

p?1 |h12|2 + 1
P

)}

= MRCT (p?1, p
?
2) , (C.73)

which contradicts the fact that (p?1, p
?
2) is optimal. Therefore, p?1 = 1 or p?2 = 1.

Now, let α(p1, p2) , p1|h11|2

p2|h21|2+ 1
P

and β(p1, p2) , p2|h22|2

p1|h12|2+ 1
P

. We also define the variables

p̃1 , arg max
0≤p1≤1

MRCT(p1, 1) = arg max
0≤p1≤1

min {α(p1, 1), β(p1, 1)} , (C.74)

p̃2 , arg max
0≤p2≤1

MRCT(1, p2) arg max
0≤p2≤1

min {α(1, p2), β(1, p2)} . (C.75)

Since either p?1 = 1 or p?2 = 1, we have (p?1, p
?
2) = (p̃1, 1) if MRCT(p̃1, 1) > MRCT(1, p̃2), and

otherwise, (p?1, p
?
2) = (1, p̃2) if MRCT(p̃1, 1) ≤ MRCT(1, p̃2).

Now, suppose α(1, 1) ≤ β(1, 1). We will evaluate the corresponding p̃1 and p̃2, and show

that MRCT(p̃1, 1) ≤ MRCT(1, p̃2). This will imply (according to our discussion above) that

(p?1, p
?
2) = (1, p̃2). Let us first evaluate p̃1 as defined in (C.74). Note that as p1 increases from

0 to 1, the quantity α(p1, 1) increases from α(0, 1) = 0 to α(1, 1), and β(p1, 1) decreases from
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β(0, 1) to β(1, 1). Hence, if α(1, 1) ≤ β(1, 1), we have α(p1, 1) ≤ β(p1, 1), ∀p1 ∈ [0, 1], and

thus p̃1 = 1 with MRCT(p̃1, 1) = α(1, 1) whenever α(1, 1) ≤ β(1, 1). We now evaluate p̃2 as

defined in (C.75). As p2 increases from 0 to 1, the quantity α(1, p2) decreases from α(1, 0) to

α(1, 1) > 0, while β(1, p2) increases from β(1, 0) = 0 to β(1, 1) > 0. Hence, when α(1, 1) ≤

β(1, 1), the solution p̃2 of the optimization problem in (C.75) should satisfy α(1, p̃2) = β(1, p̃2)

withMRCT(1, p̃2) ≥ α(1, 1). Substituting the explicit expressions for α(1, p̃2) and β(1, p̃2), we

obtain p̃2 = 1
2P |h21|2

(√
4P 2|h11|2|h12|2|h21|2+4P |h11|2|h21|2

|h22|2
+ 1− 1

)
. Hence, when α(1, 1) ≤ β(1, 1),

we have MRCT(1, p̃2) ≥ α(1, 1) = MRCT(p̃1, 1), which implies (p?1, p
?
2) = (1, p̃2), and thus

proves (4.5). The proof of (4.4) can be accomplished in the same manner and is thus omitted

for brevity. This concludes the proof of Proposition 4.2.

C.2 Proof of Theorem 4.2

Proof. To prove Theorem 4.2, we will need the following lemma.

Lemma C.7. When 0 < tk,min < 1 for k = 1, 2, let tk,min = [0.bk,1bk,2 . . .]2. Then, at Round

l of CQMR,TS where l ≥ 1, we have ENClMR,TS,k (hhhk) = bk,l, tlb,lk,min = [0.bk,1bk,2 . . . bk,l]2 and

tub,lk,min = tlb,lk,min + 2−l for k = 1, 2.

Proof. We will prove Lemma C.7 by induction. It is straightforward to verify Lemma

C.7 when l = 1. Suppose it also holds when l ≤ m where m ≥ 1. Thus, tlb,mk,min =

[0.bk,1bk,2 . . . bk,m]2 and tub,mk,min = tlb,mk,min + 2−m. When l = m + 1, we have ENCm+1
MR,TS,k (hhhk) =

111

(
tk,min ≥

tub,mk,min+tlb,mk,min

2

)
, where

tub,mk,min + tlb,mk,min

2
=

2× [0.bk,1bk,2 . . . bk,m]2 + 2−m

2
= [0.bk,1bk,2 . . . bk,m1]2 .

If ENCm+1
MR,TS,k (hhhk) = 1, tk,min ≥

tub,mk,min+tlb,mk,min

2
, then, tk,min = [0.bk,1bk,2 . . . bk,mbk,m+1 . . .]2 ≥
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[0.bk,1bk,2 . . . bk,m1]2, thus, bk,m+1 = 1 = ENCm+1
MR,TS,k (hhhk). In addition, tlb,m+1

k,min and tub,m+1
k,min are

updated as tlb,m+1
k,min =

tub,mk,min+tlb,mk,min

2
= [0.bk,1bk,2 . . . bk,m1]2 and tub,m+1

k,min = tub,mk,min. Since tlb,mk,min =

[0.bk,1bk,2 . . . bk,m]2, t
lb,m+1
k,min = tlb,mk,min + 2−(m+1). Then, tub,m+1

k,min = tub,mk,min = tlb,mk,min + 2−m =

tlb,m+1
k,min − 2−(m+1) + 2−m = tlb,m+1

k,min + 2−(m+1). Similarly, it can be shown that Lemma C.7 is

valid if ENCm+1
MR,TS,k (hhhk) = 0. Therefore, Lemma C.7 stands when l = m + 1. By induction,

Lemma C.7 holds for any l ≥ 1.

A. Proof of Theorem 4.2.(a)

From the procedure of CQMR,TS in Fig. 4.3, CQMR,TS (HHH) =
(

1
2
, 1

2

)
when Situation A happens.

Thus, t̂1 = t̂2 = 1
2
and t̂1 + t̂2 = 1. When Situation B, C, or D happens at Round l̂, it must

have l̂ ≥ 1 and 0 < tk,min < 1 for k = 1, 2. Then,
(
ENClMR,TS,1 (hhh1) ,ENClMR,TS,2 (hhh2)

)
= (0, 1)

or (1, 0) for 1 ≤ l ≤ l̂ − 1. From Lemma C.7, we obtain (i) (b1,l, b2,l) = (0, 1) or (1, 0) for

1 ≤ l ≤ l̂ − 1; (ii) tlb,l̂−1
k,min =

[
0.bk,1bk,2 . . . bk,l̂−1

]
2
and tub,l̂−1

k,min = tlb,l̂−1
k,min + 2−(l̂−1) for k = 1, 2.

Therefore, CQMR,TS (HHH) =

(
tub,l̂−1
1,min +tlb,l̂−1

1,min

2
,
tub,l̂−1
2,min +tlb,l̂−1

2,min

2

)
is derived as

CQMR,TS (HHH) =[0.b1,1b1,2 . . . b1,l̂−11
]

2︸ ︷︷ ︸
=t̂1

,
[
0.b2,1b2,2 . . . b2,l̂−11

]
2︸ ︷︷ ︸

=t̂2

 . (C.76)

Since b1,l + b2,l = 1 when 1 ≤ l ≤ l̂ − 1, we obtain 0 < t̂1, t̂2 < 1 and t̂1 + t̂2 = 1. This

completes the proof of Theorem 4.2.(a).

B. Proof of Theorem 4.2.(b)
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Let’s prove OUT
(
CQMR,TS

)
= OUTopt

MR,TS first. Recall that tk,min = 1

log2(1+P |hkk|2)
, and let

H1 = {HHH : t1,min + t2,min > 1, t1,min > 0, t2,min > 0} ,

H2 = {HHH : t1,min + t2,min = 1, t1,min > 0, t2,min > 0} ,

H3 = {HHH : t1,min + t2,min < 1, t1,min > 0, t2,min > 0} .

Since t1,min + t2,min = 1

MRTS(t?1,t?2)
, we have OUTopt

MR,TS = Pr {HHH ∈ H1}. Let

OUTi , Pr
{
HHH ∈ Hi, MRTS

(
CQMR,TS (HHH)

)
< 1
}
.

To prove OUT
(
CQMR,TS

)
= OUTopt

MR,TS, it suffices to show that OUT1 = Pr {HHH ∈ H1} and

OUT2 = OUT3 = 0.

We first show OUT1 = Pr {HHH ∈ H1}. Obviously, OUT1 ≤ Pr {HHH ∈ H1}. On the other hand,

for HHH ∈ H1, t1,min + t2,min > 1, and MRTS

(
CQMR,TS (HHH)

)
≤ MRTS (t?1, t

?
2) = 1

t1,min+t2,min
< 1.

It follows that OUT1 ≥ Pr {HHH ∈ H1}. Thus, OUT1 = Pr {HHH ∈ H1}.

For OUT2, we obtain OUT2 ≤ Pr {t1,min + t2,min = 1} = 0 as the probability of the continuous

r.v. t1,min + t2,min =
∑2

k=1
1

log2(1+P |hkk|2)
assuming a specific value is zero. Since OUT2 ≥ 0,

OUT2 = 0.

To prove OUT3 = 0, it is sufficient to show for anyHHH ∈ H3, MRTS

(
CQMR,TS (HHH)

)
≥ 1. When

HHH ∈ H3, it implies t1,min + t2,min < 1, then, there must exist l̃ ∈ N such that t1,min + t2,min ≤

1− 2−l̃. Let tk,min = [0.bk,1bk,2 . . .]2 for k = 1, 2. Then, t1,min + t2,min ≤ 1− 2−l̃ is equivalent

to

[
0.b1,1b1,2 . . . b1,l̃ . . .

]
2

+
[
0.b2,1b2,2 . . . b2,l̃ . . .

]
2
≤ [0.

l̃︷ ︸︸ ︷
11 . . . 1]2. (C.77)

Any (t1,min, t2,min) satisfying (C.77) will fall into one of the following two categories:
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1© ∃1 ≤ l
′ ≤ l̃ such that

(
b1,l′ , b2,l′

)
= (0, 0) and (b1,l, b2,l) = (0, 1) or (1, 0) for 1 ≤ l ≤ l

′−1.

2© (b1,l, b2,l) = (0, 1) or (1, 0) for 1 ≤ l ≤ l̃ and (b1, b2) = (0, 0) for l ≥ l̃ + 1.

For example, (t1,min, t2,min) = (0.5625, 0.25) belongs to 1©, because 0.5625 = [0.1001]2 and

0.25 = [0.0100]2 with l̃ = l
′
= 3.

For any (t1,min, t2,min) in 1©, according to Lemma C.7, we have ENCl
′

MR,TS,1 (hhh1) = ENCl
′

MR,TS,2 (hhh2) =

0 and
(
ENClMR,TS,1 (hhh1) ,ENClMR,TS,2 (hhh2)

)
= (0, 1) or (1, 0) for 1 ≤ l ≤ l

′ − 1. Based on the

procedure of CQMR,TS, Situation D will happen at Round l
′ . Similar to (C.76), the time-

sharing pair will be determined as

CQMR,TS (HHH) =
(
t̂1, t̂2

)
=
([

0.b1,1b1,2 . . . b1,l′−11
]

2
,
[
0.b2,1b2,2 . . . b2,l′−11

]
2

)
.

Since tk,min =
[
0.bk,1bk,2 . . . bk,l′−10 . . .

]
2
<
[
0.bk,1bk,2 . . . bk,l′−11

]
2

= t̂k, t̂k log2

(
1 + P |hkk|2

)
>

tk,min log2

(
1 + P |hkk|2

)
= 1, then, MRTS

(
t̂1, t̂2

)
≥ 1.

Similarly, we can prove MRTS

(
CQMR,TS (HHH)

)
≥ 1 also holds for 2©. In summary, for any

HHH ∈ H3, MRTS

(
CQMR,TS (HHH)

)
≥ 1. This implies OUT3 = 0, and thus concludes the proof

of the claim OUT
(
CQMR,TS

)
= OUTopt

MR,TS.

We now prove the upper bound on FR
(
CQMR,TS

)
in (4.7). For l ∈ N, let

Rl =
{
HHH : CQMR,TS ends after Round l

}
.

Based on the procedure of CQMR,TS in Fig. 4.3, a geometric representation of Rl is shown in

Fig. C.1 for clarity of exposition. Since the number of feedback bits is 2(l + 1) after Round

l, the average feedback rate of CQMR,TS is calculated as

FR
(
CQMR,TS

)
=
∞∑
l=0

2(l + 1)× Pr {HHH ∈ Rl}
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2
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3
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0

Figure C.1: A geometric representation of the regions Rl with l being the number in the
corresponding area. For example, R1 is the union of the two “squares” on the figure that
are marked with a “1,” and R0 consists of the points that do not belong to the unit square.
Only the four regions R0, . . . ,R3 are shown explicitly.

= 2 + 2× Pr {HHH ∈ R1}+ 2
∞∑
l=2

l × Pr {HHH ∈ Rl}

≤ 2 + 2× Pr {HHH ∈ R1}+ 2
∞∑
l=2

l × Pr

{
HHH ∈

∞⋃
w=l

Rw

}
, (C.78)

where the second equality is from
∑∞

l=0 Pr {HHH ∈ Rl} = 1; the last inequality is due to the

fact that Rl ⊆ ∪∞w=lRw. Now, since

R1 ⊆
{
HHH : 0 ≤ t1,min, t2,min ≤

1

2

}
∪
{
HHH :

1

2
≤ t1,min, t2,min ≤ 1

}
,

we have

Pr {HHH ∈ R1} ≤
∫ 1

2

0

ft1,min
(x1)dx1

∫ 1
2

0

ft2,min
(x2)dx2 +

∫ 1

1
2

ft1,min
(x1)dx1

∫ 1

1
2

ft2,min
(x2)dx2
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≤
∫ 1

2

0

ft1,min
(x1)dx1 +

∫ 1

1
2

ft1,min
(x1)dx1 =

∫ 1

0

ft1,min
(x1)dx1 = e−

1
P ,

(C.79)

where the last equality is from the explicit form ftk,min
(x) = log 2

Px2 e
− e

log 2
x −1
P e

log 2
x , x > 0 of the

pdf of tk,min. According to the procedure of CQMR,TS in Fig. 4.3, when l ≥ 2, we obtain

Rl ⊆
2l−1−1⋃
q=0

{
R(1)
l,q ∪R

(2)
l,q

}
, (C.80)

where

R(1)
l,q =

H
HH :

2q
2l
≤ t1,min ≤ 2q+1

2l
,

1− 2q+2
2l
≤ t2,min ≤ 1− 2q+1

2l
,

0 < t1,min, t2,min < 1

 ,

R(2)
l,q =

H
HH :

2q+1
2l
≤ t1,min ≤ 2q+2

2l
,

1− 2q+1
2l
≤ t2,min ≤ 1− 2q

2l
,

0 < t1,min, t2,min < 1

 . (C.81)

It follows that

∞⋃
w=l

Rw⊆



2l−2−1⋃
u=0

HHH :
1
2
− u+1

2l−1 ≤ t1,min ≤ 1
2
− u

2l−1 ,

1
2

+ u
2l−1 ≤ t2,min ≤ 1

2
+ u+1

2l−1


∪

2l−2−1⋃
u=0

HHH :
1
2

+ u
2l−1 ≤ t1,min ≤ 1

2
+ u+1

2l−1 ,

1
2
− u+1

2l−1 ≤ t2,min ≤ 1
2
− u

2l−1




. (C.82)

Thus, for l ≥ 2, an upper bound on Pr {HHH ∈ ∪∞w=lRw} is deduced as

Pr

{
HHH ∈

∞⋃
w=l

Rw

}
≤

2l−2−1∑
u=0

∫ 1
2
− u

2l−1

1
2
− u+1

2l−1

ft1,min
(x1)dx1

∫ 1
2

+ u+1

2l−1

1
2

+ u

2l−1

ft2,min
(x2)dx2
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+
2l−2−1∑
u=0

∫ 1
2

+ u+1

2l−1

1
2

+ u

2l−1

ft1,min
(x1)dx1

∫ 1
2
− u

2l−1

1
2
− u+1

2l−1

ft2,min
(x2)dx2

= 2
2l−2−1∑
u=0

∫ 1
2
− u

2l−1

1
2
− u+1

2l−1

ft1,min
(x1)dx1

∫ 1
2

+ u+1

2l−1

1
2

+ u

2l−1

ft2,min
(x2)dx2.

When 1
2

+ u
2l−1 ≤ x2 ≤ 1

2
+ u+1

2l−1 , since 1
2
≤ x2 ≤ 1, we have ft2,min

(x2) = log 2
Px2

2
e−

e

log 2
x2 −1
P e

log 2
x2 ≤

4 log 2
P

e−
1
P e2 log 2 = C2

e−
1
P

P
, where C2 = 4 log 2e2 log 2. Hence,

Pr

{
HHH ∈

∞⋃
w=l

Rw

}
≤ 2

2l−2−1∑
u=0

∫ 1
2
− u

2l−1

1
2
− u+1

2l−1

ft1,min
(x1)dx1

∫ 1
2

+ u+1

2l−1

1
2

+ u

2l−1

(
C2
e−

1
P

P

)
dx2

= 2C2
e−

1
P

P
× 1

2l−1

2l−2−1∑
u=0

∫ 1
2
− u

2l−1

1
2
− u+1

2l−1

ft1,min
(x1)dx1

= C2
e−

1
P

P
× 1

2l−2

∫ 1
2

0

ft1,min
(x1)dx1 ≤ C2

e−
1
P

P
× 1

2l−2
. (C.83)

Subsituting (C.79) and (C.83) into (C.78) and using the fact that
∑∞

l=2
l

2l−2 is finite yields

(4.7). This concludes the proof of Theorem 4.2.

C.3 Proof of Theorem 4.3

Proof. To prove Theorem 4.3, we need the following lemma.

Lemma C.8. In Stage 0 of CQMR,CT where p1 = 1, when 0 < 1 − p2,max < 1 and 0 <

p2,min < 1, let 1 − p2,max = [0.b1,1b1,2 . . .]2 and p2,min = [0.b2,1b2,2 . . .]2. Then, at Round l

in Stage 0 for l ≥ 2, we have ENC0,l
MR,CT,1 (hhh1) = b1,l−1, ENC0,l

MR,CT,2 (hhh2) = b2,l−1, qlb,0,l1 =

[0.b1,1b1,2 . . . b1,l−1]2, q
ub,0,l
1 = qlb,0,l1 + 2−(l−1), qlb,0,l2 = [0.b2,1b2,2 . . . b2,l−1]2 and qub,0,l2 = qlb,0,l2 +

2−(l−1).

The proof of Lemma C.8 is the same as that of Lemma C.7 in Appendix C.2. Similar results

holds when 0 < 1− p1,max < 1 and 0 < p1,min < 1 in Stage 1 where p2 = 1.
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A. Proof of Theorem 4.3.(a)

From the procedure of CQMR,CT in Fig. 4.4, we have CQMR,CT (HHH) = (1, 1) under Situation

A in Stage 0. Thus, p̂1 = p̂2 = 1 satisfies 0 ≤ p̂1, p̂2 ≤ 1.

When Situation B, C, or D happens at Round l̂ in Stage 0, it must have l̂ ≥ 2 and 0 <

1 − p2,max < 1, 0 < p2,min ≤ 1. When 0 < 1 − p2,max < 1 and 0 < p2,min < 1, based on

Lemma C.8 and following the same steps in the proof of Theorem 4.2.(a), we will obtain

CQMR,CT (HHH) = (p̂1, p̂2) =
(

1,
[
0.b2,1b2,2 . . . b2,l̂−21

]
2

)
, thus, 0 ≤ p̂1, p̂2 ≤ 1. Trivially, when

0 < 1 − p2,max < 1 and p2,min = 1, we can show that 0 ≤ qub,0,l2 , qlb,0,l2 ≤ 1 for l ≥ 1. Since

CQMR,CT (HHH) = (p̂1, p̂2) =
(

1,
qub,0,l−1
2 +qlb,0,l−1

2

2

)
, thus, 0 ≤ p̂1, p̂2 ≤ 1. The same result can be

obtained for Stage 1 where p2 = 1. Thus, the proof of Theorem 4.3.(a) is complete.

B. Proof of Theorem 4.3.(b)

We first prove OUT
(
CQMR,CT

)
= OUTopt

MR,CT. It is obvious that OUT
(
CQMR,CT

)
≥ OUTopt

MR,CT,

thus, it is sufficient to show OUT
(
CQMR,CT

)
≤ OUTopt

MR,CT. Since Proposition 4.2 shows

p?1 = 1 or p?2 = 1, OUTopt
MR,CT = Pr {MRCT (p?1, p

?
2) < 1} can be alternatively expressed as

OUTopt
MR,CT = Pr

{
HHH ∈ H̃1

}
, where

H̃1 = {HHH : MRCT (p1 = 1, p2) < 1 for 0 ≤ p2 ≤ 1}

∩ {HHH : MRCT (p1, p2 = 1) < 1 for 0 ≤ p1 ≤ 1} .
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After mathematical calculations, H̃1 is equivalent to

H̃1 =

HHH :
{p2,max ≤ 0 or p2,min > 1}

or {p2,min ≤ 1 and p2,min > p2,max}


∩

HHH :
{p1,max ≤ 0 or p1,min > 1}

or {p1,min ≤ 1 and p1,min > p1,max}

 .

Let

H̃2 =
2⋃

k=1

HHH :
0 < pk,max < 1, 0 < pk,min < 1,

(1− pk,max) + pk,min = 1


∪

2⋃
k=1

{HHH : pk,max ≥ 1, pk,min = 1} ,

H̃3 =
2⋃

k=1

HHH :
0 < pk,max < 1, 0 < pk,min < 1,

(1− pk,max) + pk,min < 1


∪

2⋃
k=1

{HHH : pk,max ≥ 1, 0 < pk,min < 1} .

It can be verified that
⋃3
i=1 H̃i = C2×2 and H̃1 ∩

{
H̃2 ∪ H̃3

}
= ∅. Thus, OUT

(
CQMR,CT

)
≤∑3

i=1 ÕUTi, where

ÕUTi , Pr
{
HHH ∈ H̃i,MRCT

(
CQMR,CT (HHH)

)
< 1
}
.

To prove OUT
(
CQMR,CT

)
≤ OUTopt

MR,CT, it is sufficient to show ÕUT1 = Pr
{
HHH ∈ H̃1

}
and

ÕUT2 = ÕUT3 = 0.

The proofs of ÕUT1 = Pr
{
HHH ∈ H̃1

}
and ÕUT2 = 0 are similar to those of OUT1 =

Pr {HHH ∈ H1} and OUT2 = 0 in Appendix C.2, thus omitted.
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To prove ÕUT3 = 0, it is sufficient to prove that for anyHHH ∈ H̃3, MRCT

(
CQMR,CT (HHH)

)
≥ 1.

When HHH ∈ {HHH : pk,max ≥ 1, 0 < pk,min < 1} for k = 1 or 2, the power pair is chosen to

be CQMR,CT (HHH) = (1, 1). Since pk,max ≥ 1 ≥ pk,min, we have MRCT (1, 1) ≥ 1. When

HHH ∈ {HHH : 0 < p2,max < 1, 0 < p2,min < 1, (1− p2,max) + p2,min < 1}, similar to the proof of

OUT3 = 0 in Appendix C.2, we obtain: (i) Situation D in Stage 0 happens at Round l̄ ≥ 2

with the power pair chosen as CQMR,CT (HHH) =

(
1,

qub,0,l̄−1
2 +qlb,0,l̄−1

2

2

)
; (ii) qub,0,l̄−1

1 +qlb,0,l̄−1
1

2
=

1 − qub,0,l̄−1
2 +qlb,0,l̄−1

2

2
> 1 − p2,max and qub,0,l̄−1

2 +qlb,0,l̄−1
2

2
> p2,min. Then, p2,min <

qub,0,l̄−1
2 +qlb,0,l̄−1

2

2
<

p2,max < 1, and thusMRCT

(
1,

qub,0,l̄−1
2 +qlb,0,l̄−1

2

2

)
≥ 1. Similarly, we proveMRCT

(
CQMR,CT (HHH)

)
≥ 1

when HHH ∈ {HHH : 0 < p1,max < 1, 0 < p1,min < 1, (1− p1,max) + p1,min < 1}. Hence, we obtain

MRCT

(
CQMR,CT (HHH)

)
≥ 1 for anyHHH ∈ H̃3, implying ÕUT3 = 0. The proof of OUT

(
CQMR,CT

)
=

OUTopt
MR,CT is complete.

We now prove the upper bound on FR
(
CQMR,CT

)
in (4.12). For l1, l2 ∈ N, let

R̃0,l1 =
{
HHH : CQMR,CT ends after Round l1 in Stage 0

}
,

R̃1,l1,l2 =

HHH :
after l1 rounds in Stage 0,CQMR,CT

ends after Round l2 in Stage 1

 .

There will be no more than 2 × (l1 + 1) feedback bits for HHH ∈ R̃0,l1 and no more than

2(l1 + 1) + 2(l2 + 1) bits for HHH ∈ R̃1,l1,l2 , thus, an upper bound on FR
(
CQMR,CT

)
can be

FR
(
CQMR,CT

)
≤

∞∑
l1=0

2(l1 + 1)× Pr
{
HHH ∈ R̃0,l1

}
+
∞∑
l1=0

∞∑
l2=0

[2(l1 + 1) + 2(l2 + 1)]× Pr
{
HHH ∈ R̃1,l1,l2

}
= 2

∞∑
l1=0

(l1 + 1)× P0,l1 + 2
∞∑
l2=0

(l2 + 1)× P1,l2 , (C.84)

where P0,l1 = Pr
{
HHH ∈ R̃0,l1

}
+
∑∞

l2=0 Pr
{
HHH ∈ R̃1,l1,l2

}
and P1,l2 =

∑∞
l1=0 Pr

{
HHH ∈ R̃1,l1,l2

}
.

Since R̃0,l1 ∩ R̃1,l1,l2 = ∅ and R̃1,l1,l2 ∩ R̃1,l1,l
′
2

= ∅ for any l1, l2, l
′
2 ∈ N and l2 6= l

′
2, P0,l1 =
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Pr
{
HHH ∈ R̂0,l1

}
, where R̂0,l1 = R̃0,l1 ∪

⋃∞
l2=0 R̃1,l1,l2 . Intuitively, R̂0,l1 is the set of channel

states for which after Round l1 in Stage 0, CQMR,CT will not continue into Round l1 + 1 in

Stage 0 (either end or continue into Stage 1).

When l1 = 0, from the procedure of CQMR,CT in Fig. 4.4, we obtain R̂0,0 = {HHH : p2,max ≤ 0}∪

{HHH : p2,min > 1}, then,

P0,0 = Pr {p2,max ≤ 0}+ Pr {p2,min > 1} − Pr {p2,max ≤ 0}Pr {p2,min > 1}

= Pr
{
|h11|2 ≤

1

P

}
+ Pr

{
|h22|2 < |h12|2 +

1

P

}
− Pr

{
|h11|2 ≤

1

P

}
Pr
{
|h22|2 < |h12|2 +

1

P

}
.

After simple mathematical calculations, P0,0 is derived as

P0,0 = 1− e−
2
P

1 + η
. (C.85)

When l1 = 1 and 2, we obtain

R̂0,1 = {HHH : p2,max ≥ 1, p2,min ≤ 1} ,

R̂0,2 ⊆ {HHH : 0 < p2,max < 1, p2,min ≤ 1} .

Then,

P0,1 = Pr {p2,max ≥ 1}Pr {p2,min ≤ 1} =
e−

2
P

(1 + η)2
,

P0,2 ≤ Pr {0 < p2,max < 1}Pr {p2,min ≤ 1} = ηe−
2
P

(1+η)2 .

(C.86)

When l1 ≥ 3, based on Fig. 4.4, R̂0,l1 is composed of channel states for which ENC0,l1
MR,CT,1 (hhh1) =

ENC0,l1
MR,CT,2 (hhh2) = 0 or 1, and

(
ENC0,l

MR,CT,1 (hhh1) ,ENC0,l
MR,CT,2 (hhh2)

)
= (0, 1) or (1, 0) for
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2 ≤ l ≤ l1 − 1. The geometric representation for R̂0,l1 is similar to that of Rl in Fig.

C.1. Similar to (C.80), we obtain R̂0,l1 ⊆ R̂
(0)
0,l1
∪ R̂(1)

0,l1
, where R̂(0)

0,l1
= {HHH : p2,min = 1},

R̂(1)
0,l1

=
⋃2l1−2−1
q=0

{
R̂(1,1)

0,l1,q
∪ R̂(1,2)

0,l1,q

}
and

R̂(1,1)
0,l1,q

=

H
HH :

2q
2l1−1 ≤ 1− p2,max ≤ 2q+1

2l1−1 ,

1− 2q+2
2l1−1 ≤ p2,min ≤ 1− 2q+1

2l1−1 ,

0 < 1− p2,max, p2,min < 1

 , (C.87)

R̂(1,2)
0,l1,q

=

H
HH :

2q+1
2l1−1 ≤ 1− p2,max ≤ 2q+2

2l1−1 ,

1− 2q+1
2l−1−1 ≤ p2,min ≤ 1− 2q

2l1−1 ,

0 < 1− p2,max, p2,min < 1

 .

Here, R̂(0)
0,l1

embraces the zero-probabilistic cases where 0 < 1 − p2,max < 1 and p2,min = 1

after Round 1; R̂(1)
0,l1

is the set of channel states for which conferencing ends after Round l1

with 0 < 1− p2,max < 1 and 0 < p2,min < 1. Similar to (C.82), it follows that

R̂(1)
0,l1
⊆

∞⋃
w=l1

R̂(1)
0,l1
⊆



2l1−3−1⋃
u=0

HHH :
1
2
− u+1

2l1−2 ≤ 1− p2,max ≤ 1
2
− u

2l1−2 ,

1
2

+ u
2l1−2 ≤ p2,min ≤ 1

2
+ u+1

2l1−2


∪

2l1−3−1⋃
u=0

HHH :
1
2

+ u
2l1−2 ≤ 1− p2,max ≤ 1

2
+ u+1

2l1−2 ,

1
2
− u+1

2l1−2 ≤ p2,min ≤ 1
2
− u

2l1−2




.

Then, an upper bound on P0,l1 for l1 ≥ 3 can be

P0,l1 ≤ Pr
{
HHH ∈ R̂(0)

0,l1

}
+ Pr

{
HHH ∈ R̂(1)

0,l1

}
= Pr

{
HHH ∈ R̂(1)

0,l1

}
≤ Pr

{
HHH ∈ ∪∞w=l1

R̂(1)
0,l1

}
≤

2l1−3−1∑
u=0

Pr
{

1

2
− u+ 1

2l1−2
≤ 1− p2,max ≤

1

2
− u

2l1−2

}
× Pr

{
1

2
+

u

2l1−2
≤ p2,min ≤

1

2
+
u+ 1

2l1−2

}
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+
2l1−3−1∑
u=0

Pr
{

1

2
+

u

2l1−2
≤ 1− p2,max ≤

1

2
+
u+ 1

2l1−2

}
× Pr

{
1

2
− u+ 1

2l1−2
≤ p2,min ≤

1

2
− u

2l1−2

}
. (C.88)

For any a satisfying 0 ≤ a ≤ 1 and 0 ≤ a + 1
2l1−2 ≤ 1, Pr

{
a ≤ 1− p2,max ≤ a+ 1

2l1−2

}
can

be deduced as

Pr
{
a ≤ 1− p2,max ≤ a+

1

2l1−2

}
= Pr

{
1− a− 1

2l1−2
≤ p2,max =

|h11|2 − 1
P

|h21|2
≤ 1− a

}

=

∫ ∞
0

e−
|h21|

2

η

η
d |h21|2

∫ (1−a)|h21|2+ 1
P(

1−a− 1

2l1−2

)
|h21|2+ 1

P

e−|h11|2d |h11|2

≤
∫ ∞

0

e−
|h21|

2

η

η
d |h21|2 e

−
(

1−a− 1

2l1−2

)
|h21|2− 1

P × |h21|2

2l1−2

≤ e−
1
P

2l1−2

∫ ∞
0

|h21|2
e−
|h21|

2

η

η
d |h21|2 =

ηe−
1
P

2l1−2
. (C.89)

Letting a = 1
2
− u+1

2l1−2 or 1
2

+ u
2l1−2 for 0 ≤ u ≤ 2l1−3− 1 in (C.88) and using (C.89), the upper

bound on P0,l1 is further obtained as

P0,l1 ≤
ηe−

1
P

2l1−2

2l1−3−1∑
u=0

Pr
{

1

2
+

u

2l1−2
≤ p2,min ≤

1

2
+
u+ 1

2l1−2

}

+
ηe−

1
P

2l1−2

2l1−3−1∑
u=0

Pr
{

1

2
− u+ 1

2l1−2
≤ p2,min ≤

1

2
− u

2l1−2

}
=
ηe−

1
P

2l1−2
Pr
{

1

2
≤ p2,min ≤ 1

}
+
ηe−

1
P

2l1−2
Pr
{

0 ≤ p2,min ≤
1

2

}
=
ηe−

1
P

2l1−2
Pr {0 ≤ p2,min ≤ 1} ≤ ηe−

1
P

2l1−2
. (C.90)

For P1,l2 in (C.84), since R̃1,l1,l2 ∩ R̃1,l
′
1,l2

= ∅ for l1 6= l
′
1, we have P1,l2 = Pr

{
HHH ∈ R̂1,l2

}
,

where R̂1,l2 =
⋃∞
l1=0 R̃1,l1,l2 . Define a cooperative quantizer CQℵMR,CT that only executes Stage
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1 of CQMR,CT (Stage 0 is skipped). Letting R̂ℵ1,l2 =
{
HHH : CQℵMR,CT ends after Round l2

}
, we

obtain R̂1,l2 ⊆ R̂ℵ1,l2 , thus, P1,l2 ≤ Pr
{
HHH ∈ R̂ℵ1,l2

}
. An upper bound on Pr

{
HHH ∈ R̂ℵ1,l2

}
can be derived via using the same methodology for Pr

{
HHH ∈ R̂0,l1

}
. Substituting the upper

bounds in (C.85), (C.86) and (C.90) into (C.84) and applying the fact that
∑∞

l=3
l+1
2l−2 is finite

yield (4.12) and conclude the proof of Theorem 4.3.

D Supplementary Proofs for Chapter 5

D.1 Proof of Lemma 5.2

Proof. To clarify, the notation Di for i ∈ N represents a positive constant independent of

P, T and ∆. The average rate loss of qr(·) can be expressed as

E [rloss] =

∫
H0,≥

rloss

2∏
i=1

fHi(Hi)dHi︸ ︷︷ ︸
=E≥[rloss]

+

∫
H0,<

rloss

2∏
i=1

fHi(Hi)dHi︸ ︷︷ ︸
=E<[rloss]

,

where H0,≥ = {(H1, H2) : qr(H1) ≥ qr(H2)} and H0,< = {(H1, H2) : qr(H1) < qr(H2)}. We

will only show E≥ [rloss] ≤ log2

(
1 +D0 × P ×max

{
e
−T∆
λ1 ,∆

})
, and skip the proof for

E< [rloss] due to similarity. Note that qr(H1) ≥ qr(H2) does not necessarily mean H1 ≥ H2,

since it is possible that qr(H1) = qr(H2) and H1 < H2. When qr(H1) ≥ qr(H2), define

snrmax =

α
?H1 = g≥(H1, H2), if H1 ≥ H2,

α?H2 = g<(H1, H2), if H1 < H2,

snrqr = αqr × qr(H1) = g≥ (qr(H1), qr(H2)) , snrloss = snrmax − snrqr .

(D.91)
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where g≥(x, y) = 2xy√
(x+y)2+4xy2P+x+y

and g<(x, y) = 2xy√
(x+y)2+4x2yP+x+y

. Then, we have rloss =

log2 (1 + P × snrmax)− log2 (1 + P × snrqr) = log2

(
1 + P snrloss

1+P×snrqr

)
≤ log2 (1 + P × snrloss).

Grounded on this, the main steps of the proof are listed as follows:

(1) Partition H0,≥ into the following mutually disjoint sub-regions H1, . . . ,H4:

H1 = {(H1, H2) : qr(H1) ≥ qr(H2), H1 < T∆, H2 < T∆, H1 < ∆ or H2 < ∆} ,

H2 = {(H1, H2) : qr(H1) ≥ qr(H2), H1 ≥ H2,∆ ≤ H1 < T∆,∆ ≤ H2 < T∆}

H3 = {(H1, H2) : qr(H1) = qr(H2), H1 < H2,∆ ≤ H1 < T∆,∆ ≤ H2 < T∆}

H4 = {(H1, H2) : qr(H1) ≥ qr(H2), H1 ≥ T∆ or H2 ≥ T∆} .

Here, H1 and H4 are edge regions where Hi < ∆ or Hi ≥ T∆; H2 and H3 are the

dominant regions where ∆ ≤ Hi < T∆. It can be verified that Hi ∩ Hj = ∅ for i 6= j,

and H0,≥ =
⋃4
i=1 Hi.

(2) Let Ei =
∫

Hi
snrloss

∏2
i=1 fHi(Hi)dHi. Then, E≥ [snrloss] =

∑4
i=1 Ei. Prove Ei ≤ Di ×

max
{
e
−T∆
λ1 ,∆

}
for i = 1, . . . , 4.

(3) After Steps (1) and (2), we obtain E≥ [snrloss] ≤ D0 × max
{
e
−T∆
λ1 ,∆

}
. Based on

Jensen’s inequality, we have

E≥ [rloss] ≤ E≥ [log2 (1 + P × snrloss)] ≤ log2 (1 + P × E≥ [snrloss])

≤ log2

(
1 +D0 × P ×max

{
e
−T∆
λ1 ,∆

})
.

Now, we only need to show the upper bound on Ei in Step (2).

For E1, since H1 ⊆ {(H1, H2) : H2 ≤ ∆} and snrloss ≤ snrmax ≤ H1, we obtain

E1 ≤
∫ ∞

0

H1
e
−H1
λ1

λ1

dH1

∫ ∆

0

e
−H2
λ2

λ2

dH2 = λ1

(
1− e−

∆
λ2

)
≤ λ1 ×

∆

λ2

= D1 ×∆,
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where the last inequality follows since 1− e−x ≤ x for x ≥ 0.

For E2, since H1 ≥ H2 and qr (Hi) ≤ Hi ≤ qr (Hi) + ∆ for Hi ≤ T∆, we upper-bound snrloss

by

snrloss =
2H1H2√

(H1 +H2)2 + 4H1H2
2P︸ ︷︷ ︸

=Υ

+ (H1 +H2)

− 2qr (H1) qr (H2)√
[qr (H1) + qr (H2)]2 + 4qr (H1) q2

r (H2)P + [qr (H1) + qr (H2)]︸ ︷︷ ︸
≤Υ+H1+H2

≤ 2
H1H2 − qr (H1) qr (H2)

Υ +H1 +H2

≤ 2
H1H2 − (H1 −∆) (H2 −∆)

Υ +H1 +H2

= 2∆
H1 +H2 −∆

Υ +H1 +H2

≤ 2∆. (D.92)

Then, an upper bound on E2 can be E2 ≤ 2∆
∫
H2

∏2
i=1 fHi(Hi)dHi ≤ 2∆ = D2 ×∆.

For E3, we have qr(H1) = qr(H2) ≤ H1 < H2 and qr (Hi) ≤ Hi ≤ qr (Hi) + ∆ hold for

(H1, H2) ∈ H3. Similar to (D.92), we can also obtain snrloss ≤ 2∆ and E3 ≤ D3 ×∆.

For E4, since H4 ⊆ {(H1, H2) : H1 > T∆} and snrloss ≤ snrmax ≤ H2, the upper-bound

on E4 can be E4 ≤
∫∞
T∆

fH1(H1)dH1

∫∞
0
H2fH2(H2)dH2 =

∫∞
T∆

e
−H1
λ1

λ1
dH1

∫∞
0
H2

e
−H2
λ2

λ2
dH2 =

λ2e
−T∆
λ1 = D4×e−

T∆
λ1 . We have accomplished Step (2) and the proof of (5.6) is complete.

D.2 Proof of Lemma 5.3

Proof. When the uniform quantizer qo(·) is applied, the outage probability loss in (5.4) is

rewritten as

outloss,qo =

∫
I0,≥

111min{r1(αqo ),r2(αqo )}<rth

2∏
i=1

fHi(Hi)dHi︸ ︷︷ ︸
=out≥,loss,qo

150



+

∫
I0,<

111min{r1(αqo ),r2(αqo )}<rth

2∏
i=1

fHi(Hi)dHi︸ ︷︷ ︸
=out<,loss,qo

.

where

I0,≥ = {(H1, H2) : qr(H1) ≥ qr(H2), rmax = log2 (1 + P × snrmax) ≥ rth}

=
{

(H1, H2) : qr(H1) ≥ qr(H2), snrmax ≥ β
P

= 2rth−1
P

}
,

I0,< =
{

(H1, H2) : qr(H1) < qr(H2), snrmax <
β
P

}
.

and snrmax is defined in (D.91). We show

out≥,loss,qo ≤ D5 × e−
D6
P × 1 +

√
P

P
×max

{
e
−T∆
λ1 ,∆

1
2 ,∆

3
2

}
,

and skip the proof for out<,loss,qo due to similarity. The main steps of the proof are:

(1) Partition I0,≥ into the following mutually disjoint sub-regions:

I1 =
{

(H1, H2) : qr(H1) ≥ qr(H2), snrmax ≥ β
P
, H1 ≤ ∆, H2 ≤ ∆

}
,

I2 =
{

(H1, H2) : qr(H1) ≥ qr(H2), snrmax = g≥(H1, H2) ≥ β
P
,

∆ < H1 ≤ T∆, H2 ≤ ∆} ,

I3 =
{

(H1, H2) : qr(H1) ≥ qr(H2), H1 ≥ H2, g≥(H1, H2) ≥ β
P
,

∆ < H1 ≤ T∆,∆ < H2 ≤ T∆} ,

I4 =
{

(H1, H2) : qr(H1) = qr(H2), H1 < H2, g<(H1, H2) ≥ β
P
,

∆ < H1 ≤ T∆,∆ < H2 ≤ T∆} ,

I5 =
{

(H1, H2) : qr(H1) ≥ qr(H2), snrmax ≥ β
P
, H1 > T∆ or H2 > T∆

}
.

Here, I1, I2 and I5 are the marginal regions where Hi ≤ ∆ or Hi > T∆; I3 and I4 are

the main regions where ∆ < Hi ≤ T∆. It can be verified that Ii ∩ Ij = ∅ for i 6= j,
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and I0,≥ =
⋃5
i=1 Ii.

(2) Let Fi =
∫

Ii
111min{r1(αqo ),r2(αqo )}<rth

∏2
i=1 fHi(Hi)dHi. Then, out≥,loss,qo =

∑5
i=1 Fi.

Prove Fi ≤ D2i+5 × e−
D2i+6
P × 1+

√
P

P
×max

{
e
−T∆
λ1 ,∆

1
2 ,∆

3
2

}
for i = 1, . . . , 5.

Now, we need to show the upper bound on Fi in Step (2).

For F1, we have qo(H1) = qo(H2) = ∆ ≥ H2, and thus, αqo = 1√
P∆+1+1

≤ 1√
PH2+1+1

. For

any (H1, H2) ∈ I1, since g≥(x, y) ≤ min{x, y} and g<(x, y) ≤ min{x, y}, it must have β
P
≤

snrmax ≤ min{H1, H2}. Moreover, we obtain 111min{r1(αqo ),r2(αqo )}<rth ≤ 111r1(αqo )<rth +111r2(αqo )<rth ,

and

111r1(αqo )<rth = 111H1×αqo<
β
P

= 111
H1<β

√
P∆+1+1
P

,

111r2(αqo )<rth = 111H2(1−αqo )
PH2αqo+1

< β
P

≤ 111
H2

(
1− 1√

PH2+1+1

)
PH2×

1√
PH2+1+1

+1
< β
P

= 111
H2<

β2+2β
P

.

Thus, an upper bound on F1 is

F1 ≤
∫

I1
111
H1<β

√
P∆+1+1
P

2∏
i=1

fHi(Hi)dHi +

∫
I1

111
H2<

β2+2β
P

2∏
i=1

fHi(Hi)dHi

≤
∫ β

√
P∆+1+1
P

β
P

e
−H1
λ1

λ1

∫ ∆

β
P

e
−H2
λ2

λ2

dH1dH2 +

∫ ∆

β
P

e
−H1
λ1

λ1

∫ β2+2β
P

β
P

e
−H2
λ2

λ2

dH1dH2

≤ e
−

β
P
λ1

λ1

×
[
β

√
P∆ + 1 + 1

P
− β

P

]
× 1

λ2

×
[
∆− β

P

]

+
1

λ1

×
[
∆− β

P

]
× e

−
β
P
λ2

λ2

×
[
β2 + 2β

P
− β

P

]

≤ e
−

β
P
λ1

λ1

× β ×

≤
√
P∆+1︷ ︸︸ ︷√

P∆ + 1

P
× 1

λ2

×∆ +
1

λ1

×∆× e
−

β
P
λ2

λ2

× β2 + β

P

≤ D17 × e−
D18
P ×

√
P∆ + 1

P
×∆ +D19 × e−

D20
P × ∆

P

≤ D7 × e−
D8
P × 1 +

√
P

P
×max

{
e
−T∆
λ1 ,∆

1
2 ,∆

3
2

}
. (D.93)
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For F2, let F2,i =
∫

I2
111ri(αqo )<rth

∏2
i=1 fHi(Hi)dHi for i = 1, 2. Then, F2 ≤ F2,1 + F2,2. For

F2,1, since H1 > H2 for (H1, H2) ∈ I2 and g≥(x, y) is increasing on x and y, we have

111r1(αqo )<rth = 111 2H1×qo(H2)√
[qo(H1)+qo(H2)]2+4qo(H1)q2o(H2)P+[qo(H1)+qo(H2)]

< β
P

≤ 111 2(qo(H1)−∆)×qo(H2)√
[qo(H1)+qo(H2)]2+4qo(H1)q2o(H2)P+[qo(H1)+qo(H2)]

< β
P

= 111g≥(qo(H1),qo(H2))< β
P
× 1

1− ∆
qo(H1)

(D.94)

≤ 111
g≥(qo(H1),qo(H2))< β

P
×
(

1+ 2∆
qo(H1)

) ≤ 111
g≥(qo(H1),qo(H2))< β

P
×
(

1+ 2∆
qo(H2)

) (D.95)

≤ 111
g≥(qo(H1),qo(H2))< β

P
×
(

1+ 2∆
H2

) ≤ 111
g≥(H1,H2)< β

P
×
(

1+ 2∆
H2

), (D.96)

where (D.94) follows from qo(H1) ≤ H1+∆, (D.95) follows from
(

1− ∆
qo(H1)

)
×
(

1 + 2∆
qo(H1)

)
≥

1 because qo(H1) ≥ 2∆ > qo(H2) = ∆, and (D.96) follows from qo(H2) ≥ H2 as well as

g≥ (qo(H1), qo(H2)) ≥ g≥ (H1, H2). Then, we obtain

F2,1 ≤
∫

I ′2=I2∩
{

(H1,H2):g≥(H1,H2)< β
P
×
(

1+ 2∆
H2

)}
2∏
i=1

fHi(Hi)dHi.

We change the integration variables from (H1, H2) to (φ,H2) where φ = g≥(H1, H2). Then,

H1 = φ2P+φ
H2−φ ×H2, and the Jacobian matrix is

∣∣∣dH1

dφ

∣∣∣ = 2φPH2+H2−φ2P

(H2−φ)2 ×H2 ≤ 2φPH2+H2

(H2−φ)2 ×H2 ≤
2φPH2+2H2

(H2−φ)2 ×H2 = 2(φP+1)

(H2−φ)2 ×H2
2 . For any (H1, H2) ∈ I ′2, we have: (i) β

P
≤ φ = g≥(H1, H2) ≤

H2 and φ < β
P
×
(

1 + 2∆
H2

)
; (ii) since H1 ≥ H2, H1 = φ2P+φ

H2−φ ×H2 ≥ H2, then, H2 ≤ φ2P +2φ.

Therefore, F2,1 is derived as

F2,1 ≤
∫

I ′′2 =
{

(H1,H2): β
P
≤H2≤φ2P+2φ, β

P
≤φ≤min

{
H2,

β
P

(
1+ 2∆

H2

)}}
2∏
i=1

fHi(Hi)dHi.
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Figure D.2: The integration region I ′′2 .

The integration region I ′′2 is demonstrated in Fig. D.2 as the shaded area surrounded by the

points A,E,D and C. It can be strictly proven that I ′′2 is within the region surrounded the

points A,B,D and C. Recall that H1 = φ2P+φ
H2−φ × H2 and

∣∣∣dH1

dφ

∣∣∣ ≤ 2(φP+1)

(H2−φ)2 × H2
2 . Then, we

have

F2,1 ≤
∫ β+

√
β2+8∆β
2P

β
P

∫ φ2P+2φ

φ

e
−H2
λ2

λ2

× e
− 1
λ1
×φ

2P+φ
H2−φ

×H2

λ1

× 2 (φP + 1)

(H2 − φ)2 ×H
2
2 dφdH2

z=H2−φ
= D21

∫ β+
√
β2+8∆β
2P

β
P

∫ φ2P+φ

0

e
− z
λ2
− φ
λ2︸ ︷︷ ︸

≤e
− z
λ2 ×e

−
β
P
λ2

× e−
1
λ1
×φ

2P+φ
z
×(z+φ)︸ ︷︷ ︸

≤e
−φ

2(φP+1)
λ1z

× φP + 1

z2
× (z + φ)2dφdz

≤ D21 × e−
β
λ2P

∫ β+
√
β2+8∆β
2P

β
P

∫ φ2P+φ

0

e
− z
λ2 e
−φ

2(φP+1)
λ1z

× (φP + 1)×
[
1 +

2φ

z
+
φ2

z2

]
dφdz. (D.97)

Using the inequalities: (i)
∫∞

0
xv−1e−

β
x
−γxdx = 2

(
β
γ

) v
2 Kv

(
2
√
βγ
)

[14, Eq. (3.471.9)] with
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Kv(z) being the modified bessel function of the second kind, (ii) K0(x) ≤ 2
x
and K−1(x) =

K1(x) ≤ 1
x
for x > 0 [10, Eq. (27)], after lengthy but basic calculations, we obtain F2,1 ≤

D22 × e−
D23
P × ∆+

√
∆

P
. Detailed calculations for (D.97) can be found in Appendix B of [62].

For F2,2, because H1 > H2 and qo(H1) > qo(H2) = ∆ ≥ H2, we have

αqo ≤
2qo(H2)√

[qo(H2) + qo(H2)]2 + 4qo(H2)q2
o(H2)P + qo(H2) + qo(H2)

=
1√

qo(H2)P + 1 + 1
=

1√
P∆ + 1 + 1

. (D.98)

Since r2 (αqo) is decreasing on αqo , we obtain r2 (αqo) ≥ r2

(
1√

P∆+1+1

)
and 111r2(αqo )<rth ≤

111
r2
(

1√
P∆+1+1

)
<rth

= 111
H2

(
1− 1√

P∆+1+1

)
PH2

1√
P∆+1+1

+1
< β
P

= 111 H2
√
P∆+1

PH2+1+
√
P∆+1

< β
P

≤ 111 H2
√
P∆+1

P∆+1+
√
P∆+1

< β
P

= 111
H2≤

β(
√
P∆+1+1)
P

.

Similar to (D.93), we will have F2,2 ≤
∫

I2
111
H2<β

√
P∆+1+1
P

∏2
i=1 fHi(Hi)dHi ≤ D24 × e−

D25
P ×

√
P∆+1
P

× ∆. Together with the upper bound on F2,1, we obtain F2 ≤ F2,1 + F2,2 ≤

D22×e−
D23
P × ∆+

√
∆

P
+D24×e−

D25
P ×

√
P∆+1
P
×∆ ≤ D9×e−

D10
P × 1+

√
P

P
×max

{
e
−T∆
λ1 ,∆

1
2 ,∆

3
2

}
.

For F3, since qo(H1) ≥ qo(H2) and qo(Hi)−∆ ≤ Hi ≤ qo(Hi) for i = 1, 2, we obtain

r1 (αqo) = log2 (1 + PH1 × αqo) ≥ log2 (1 + P × (qo(H1)−∆)× αqo)

= log2 (1 + P × qo(H1)× αqo − P ×∆× αqo)

= log2

(
1 + P × g≥(qo(H1), qo(H2))− P × g≥(qo(H1), qo(H2))× ∆

qo(H1)

)
= log2

(
1 + P × g≥(qo(H1), qo(H2))×

(
1− ∆

qo(H1)

))
≥ log2

(
1 + P × g≥(qo(H1), qo(H2))×

(
1− ∆

qo(H2)

))
≥ log2

(
1 + P × g≥(H1, H2)×

(
1− ∆

qo(H2)

))
,

r2 (αqo) = log2

(
1 +

H2 (1− αqo)
H2αqo + 1

P

)
= log2

(
1 +

(qo(H2)−∆)× (1− αqo)
(qo(H2)−∆)× αqo + 1

P

)
(D.99)

≥ log2

(
1 +

(qo(H2)−∆)× (1− αqo)
qo(H2)× αqo + 1

P

)
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= log2

(
1 +

qo(H2)× (1− αqo)
qo(H2)× αqo + 1

P

− ∆× (1− αqo)
qo(H2)× αqo + 1

P

)
= log2

(
1 + P × g≥(qo(H1), qo(H2))×

(
1− ∆

qo(H2)

))
≥ log2

(
1 + P × g≥(H1, H2)×

(
1− ∆

qo(H2)

))
,

Therefore, we have

111min{r1(αqo ),r2(αqo )}<rth ≤ 111
log2

(
1+P×g≥(H1,H2)×

(
1− ∆

qo(H2)

))
<rth

= 111g≥(H1,H2)< β

P

(
1− ∆

qo(H2)

)

≤ 111
g≥(H1,H2)< β

P

(
1+ 2∆

qo(H2)

) ≤ 111
g≥(H1,H2)< β

P

(
1+ 2∆

H2

), (D.100)

where (D.100) is because
(

1− ∆
qo(H2)

)
×
(

1 + 2∆
qo(H2)

)
= 1 + ∆

qo(H2)
− 2

(
∆

qo(H2)

)2

≥ 1 since

qo(H2) ≥ 2∆ for (H1, H2) ∈ I3, and qo(H2) ≥ H2. Similar to (D.96) and (D.97), we can

obtain an upper bound on F3 (the detailed derivation is omitted due to similarity). For F4,

its upper bound can be developed in the same way as the upper bound on F3.

For F5, when H1 ≥ H2 ≥ ∆, since g≥(H1, H2) ≥ 2H1H2√
(H1+H1)2+4H2

1H2P+H1+H1

= H2√
PH2+1+1

, we

obtain from (D.100) that

111min{r1(αqo ),r2(αqo )}<rth ≤ 111
g≥(H1,H2)< β

P

(
1+ 2∆

H2

) ≤ 111g≥(H1,H2)< β
P (1+ 2∆

∆ )= 3β
P

≤ 111 H2√
1+H2P+1

< 3β
P

= 111
H2<

D26
P
, (D.101)

where D26 = (3β + 1)2 − 1. Similarly, when H1 < H2, we have 111min{r1(αqo ),r2(αqo )}<rth ≤

111
H1<

D26
P
. Therefore, an upper bound on F5 is

F5 ≤
∫

I4∩{(H1,H2):H1≥H2}
111
H2<

D26
P
×

2∏
i=1

fHi(Hi)dHi

+

∫
I4∩{(H1,H2):H1<H2}

111
H1<

D26
P
×

2∏
i=1

fHi(Hi)dHi
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≤
∫ ∞
T∆

1

λ1

e
−H1
λ1 dH1︸ ︷︷ ︸

=e
−T∆
λ1

∫ D26
P

β
P

1

λ2

e
−H2
λ2︸ ︷︷ ︸

≤e
− β
Pλ2 ≤e

− β
Pλ1

dH2

+

∫ ∞
T∆

1

λ2

e
−H2
λ2 dH2︸ ︷︷ ︸

=e
−T∆
λ2 ≤e

−T∆
λ1

∫ D26
P

β
P

1

λ1

e
−H1
λ1︸ ︷︷ ︸

≤e
− β
Pλ1

dH1 (D.102)

≤ e
−T∆
λ1 × 1

λ2

× e−
β
Pλ1 × D26 − β

P
+ e

−T∆
λ1 × 1

λ1

× e−
β
Pλ1 × D26 − β

P

≤ D27 × e−
D28
P × 1

P
× e−

T∆
λ1

≤ D15 × e−
D16
P × 1 +

√
P

P
×max

{
e
−T∆
λ1 ,∆

1
2 ,∆

3
2

}
,

where (D.102) is based on the assumption that λ1 ≥ λ2. This completes the proof of the

upper bound on outloss,qo in (5.12).

D.3 Proof of Lemma 5.4

Proof. It is trivial to obtain the maximum diversity order for both receivers is 1 in the

full-CSI case.1 When qo(·) is employed, the outage probability of Receiver i is outqo,i =∫
111ri(αqo )<rth

∏2
i=1 fHi(Hi)dHi for i = 1, 2. Following the derivations of Fi for i = 1, . . . , 5

in Appendix D.2, we will obtain outqo,1 ≤ outmin + D29 × e−
D30
P ×

[√
∆+e

−T∆
λ1

P
+ ∆

3
2√
P

]
and

outqo,2 ≤ outmin + D31 × e−
D32
P × D33+∆+e

−T∆
λ1

P
.2 Therefore, for fixed ∆, the diversity orders

of 1
2
and 1 are achievable for Receivers 1 and 2, respectively.

For Receiver 1, ∆
3
2√
P
in the upper bound on outqo,1 is the bottleneck for diversity gains. If we

scale ∆ as ∆
3
2 ∼P 1√

P
, i.e., ∆ ∼P P−

1
3 , the diversity order of 1 is also achievable for Receiver

1Detailed derivations for the maximum diversity order can be found in Appendix C of [62].
2Note that when we derive the diversity order for F2,2, we will not use its upper bound here. From

(D.98), we obtain αqo ≤ 1√
P∆+1+1

≤ 1√
PH2+1+1

, and 111r2(αqo )<rth ≤ 111
r2

(
1√

PH2+1+1

)
<rth

= 111
H2<

β2+β
P

, then,

it is trivial to obtain that F2,2 ≤ D34 × e−
D35
P

P .
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1.

D.4 Proof of Lemma 5.5

Proof. Given K and β > 0, define the following two optimization problems:

(P1) r?max(K, β) = max
ααα=[α1,...,αK ]

min
k=1,...,K

rk(ααα), subject to 0 ≤ αk ≤ β and
∑K

k=1 αk = β.

(P2) r†max(K, β) = max
ααα=[α1,...,αK ]

min
k=1,...,K

rk(ααα), subject to r1(ααα) = · · · = rK(ααα), 0 ≤ αk ≤ β, and∑K
k=1 αk = β,

where (P1) is the original optimization problem in (5.15) when β = 1. We will show that

the maximum minimum rates of (P1) and (P2) are the same, i.e., r?max(K, β) = r†max(K, β),

which proves the lemma.

Denote the optimal power allocations for (P1) and (P2) by ααα?K(β) =
[
α?1,K(β), . . . , α?K,K(β)

]
and ααα†K(β) =

[
α†1,K(β), . . . , α†K,K(β)

]
, respectively. Since r?max(K, β) ≥ r†max(K, β), it is

sufficient to prove that r?max(K, β) ≤ r†max(K, β).

The proof for K = 2 is provided in the proof of Theorem 1. By induction, assume

r?max(K, β) = r†max(K, β) holds for K = K1. When K = K1 + 1, there are two possibili-

ties:

(i) If rK1+1

(
ααα?K1+1(β)

)
≥ rK1+1

(
ααα†K1+1(β)

)
, since rK1+1 (ααα) = log2

(
1 +

αK1+1∑K1
i=1 αi+

1
PHK1+1

)
=

log2

(
1 +

αK1+1

β−αK1+1+ 1
PHK1+1

)
for any ααα satisfying

∑K1+1
i=1 αi = β, it must have

α?K1+1,K1+1(β) ≥ α†K1+1,K1+1(β),
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then,

β1 =

K1∑
k=1

α?k,K1+1(β) = β − α?K1+1,K1+1(β)

≤ β − α†K1+1,K1+1(β) =

K1∑
k=1

α†k,K1+1(β) = β2.

Next, we obtain

r?max(K1 + 1, β) = min

{{
min

k=1,...,K1

rk
(
ααα?K1+1(β)

)}
, rK1+1

(
ααα?K1+1(β)

)}
≤ min

{
r?max (K1, β1) , rK1+1

(
ααα?K1+1(β)

)}
(D.103)

= min
{
r†max (K1, β1) , rK1+1

(
ααα?K1+1(β)

)}
(D.104)

≤ min
{
r†max (K1, β2) , rK1+1

(
ααα?K1+1(β)

)}
(D.105)

= min
{
r†max (K1 + 1, β) , rK1+1

(
ααα?K1+1(β)

)}
(D.106)

= min
{
rK1+1

(
ααα†K1+1(β)

)
, rK1+1

(
ααα?K1+1(β)

)}
= rK1+1

(
ααα†K1+1(β)

)
= r†max (K1 + 1, β) .

Thus, r?max(K1+1, β) ≤ r†max(K1+1, β). The inequality (D.103) is due to the optimality

of r?max (K1, β1); (D.104) arises from the assumption that r?max(K, β1) = r†max(K, β1)

when K = K1; (D.105) is because r†max(K, β) is non-decreasing on β; (D.106) holds

since r†max (K1, β2) = r†max (K1 + 1, β).

(ii) If rK1+1

(
ααα?K1+1(β)

)
< rK1+1

(
ααα†K1+1(β)

)
, we have r?max(K1+1, β) ≤ rK1+1

(
ααα?K1+1(β)

)
<

rK1+1

(
ααα†K1+1(β)

)
= r†max(K1 + 1, β), which completes the proof of Lemma 5.5.
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