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ABSTRACT
The steady increase in the power and corplexity of uwodern
coesputer systewms has encounraged the irmplenentation of

automatic £ile migration systews which move files dynamically

betveen mass storage devices and disk ia respomse €0 user

reference patterns. Using information describing thirteen
nouths c¢f text editor data set f£ile raferences, ({atalyzed in

rst part of this
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evaluate algoerithos for the selecticn of files to be novaed
fron  disk to pass storage. ¥e f£ind that aigorithss based oxn

both the file size aud the time since Lhe

vork wvell. the best realizable algoriihns tested condition on
the enpirical disttibution of the tires bhetveen file
references. Acceptable resvlis ate also ohtained by seicctlug
foer replacenent that  file whese size  tines tice to  last
reference  1is  aaximal. Cozparisons are made with a nunbher of
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equaticns) iz provided thet cour’ algorithms nay be easily

implemented on other systeus.

#partial support for this resedrch has béeh pro#ided by the
Kational Science Foundation under :grants KCS75-06768 and
HCS77-2842%, ard by the Depaftment of Energy under Contracts
K—-7405-ENG-U48 (to the Laurénce Eerkeley Laboratory) and
EY-7¢-C-03-0515 (to ££i.5tanfofd Linear hccelerator Center).

*%Copnputer Science Division, EECS bepartment, University of
California, Berkeley, California, 94720. The author is also
on the staff of the Lawrence Derkeley Laboratory and is a

visitor at the Stanford Linear Accelerator Center.

I. INTRODUCTION

Host latge computec'instaﬁ}ations have merory bierarchies

-si-nitar—to—that—shown—in—figure—1.,—Thelinited—storage
‘ Eag

capacity of the disks generally result in some form of file

mig‘ation; wheréby acfive files are kepﬁ‘cn or moved to the
disk And inaétiﬁe filesAare moved to or kept con tapé O RNass
storage; Thié'migfation.may be managed by the user or nmay he
done autonatically by‘ the syster, The incréésing need for

such migration has led many large computer installations  and

nanufacturers to supply migraticn as a feature of the file

systea, although such features vary videly in - their

transpareacy to the user and the degree to vhich they are
automatic. <Currently SLAC (Chafee ct al., 1977), the Laurence

Berkeley Laboratory ({(Knight, 1$76) and a mnunmber of other

-

DPepartuent of Ererqgy Laboratories (DOE, 1977y have projects in

projress  to  install  such  file migration systems.  XIRI now
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iyers, 1977). Various independeqt softvare vendors {e.qg.
UCC, 1977) also have available fiic migration packages.

The spreading populérity of file migration has not been
acconpanied by the research results nééded té select'good or
even satisfactory algorithms  fot the fetch, placerent and

eplacenent  of files. The problens are: when to migrate a

]

file from mass storage to diék (fetch algorithn), -vhere - oan-

diskx to place it {placement algorithm) and when to remove that
file to mass storage’ when‘ the disk space is again needed
(replacement algorithn). In this paper, vwe develop and
evaluate, based on real file system access data, a ‘numbe;\\of
file replacement algorithms., Our data does not permit us te
consider the fetch problem in a useful vay and ve choose at
this tine not to consider the placewent algorithm problem.

There has been considerable stuéy of the replacerent

algorithn problem in the context of main memoty paging. We

refer the reader ¢o Smith (1978a) for an extensive
bibliography on the subject. With regard to files, hawever,
the only useful study of file migration, because it uses real
~data, 1is' one by St;itter (1977); we use the same data as he
collected, but our analysis goes considerably further. To our

rnovledge, the only other set of data in existence suitable

fo]]

for sinilar research is that desribed by Revelle'(1975), an
he has not considered file migration algorithms. .Zcheb and
Boies (1978) describe the aléorithm that they implement, but
their syster is specialized and no comparative evaluations or
data are given, |

A number of other researchers have considered the file

-

migration probiewm, either in general, descriptive terms or hy

v

using uvnvalidated mathkematicel medels. In the first cateqorny,

Joa bt



ve nste papers by Boyd {(1978) © ang Bastlake {1677)

hathematical wodels and wmatheratical optinizatic results are

[#]
4]

presented by lorgan (197&),.Hofgan>and Levin (1977),. Lum et
al. (1875) and Segall (13976}. éome of theseg ahthorS'provide'
nore thorough considerations bf_soﬁe of the 1issues than ve
have space to do here, and the ihte:ested reader may wish to
refer to some of those pépers.for background.

As noted earlier, this paper 1is concerned with ¢th

)

development and conparative evaluation of algorithes for the
rigration of files from disk back to nass storage. our

enphasis thoughout is on the use of measured file syster data
to both construct algorithms and then to evaluate then. In
the compaﬁién paper to this (Smith, 1978b), ve discuss the
crigin and features of this date in detail and anelyze it

extensively. A brief summarxy of this information is provided

fa

in the next¢t two sections iII and IIY),-but-the—reader—ds—urge
to refer to the paper referenced. §e then comsider principles
and criteria fer replacementvalgorithms and thét discussion is
followed by a section in wvhich file replacement algorithps are
explained- and/or developed. Experinental comparisons and
parameter values appear in section VI. Scme consideration of

various implementation issues appears in the last section.

4
-

. DAETA DESCRIPTICH

Our data ccnsists of a recornd of eachkﬁylbur {Fajmaa and
Bergelt, 1973) tez{ editern data set that existed over a 38%4
day period (1974-5) at the Stanford Lirear iccelerator Center.
This data was collected by E. P. Striitér end & prelicinary

analysis of it appears in his dissertaticn {Stritter, 1S77).

~
<
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‘ile and eachk day, one bit is available dindicating



vhether of not that file was referernced that’day.v Also
available is the file name, the .acccunt iéd of %the file's
ovner, -the date on which.ﬁhe‘file vas created, the date (if
any) on which the file vuas scratcﬁed and the file size {in IBH
2314 gdisk tracks; 1 track is approximately 70600 bytes). Ho
inforration is available as to Qhether the file vas read or
written, or how many timés pet day it was vsed.

We were able to classify files both by size and ‘'class".
Files were placed into séven size groups, based on the base 2
logariths of their size 1in tracks. The- file size groups
{numbered 0...6; called "logsize" or "“Lsize" or ¥L") vere: 1
track, 2-3 tracks, 4-7 tracks, 8-15 .tracks, 16-31 tracks,
32—63 tracks and >=64 tracks. There vere three file classes:
files with the ﬁame "Active'" yvere créated by the systen +to
save HWylbur text editor data sets in use at_the time cf a

systen crash or an automatic logout. Files whose names began

with P Lib" xére classified as partitioned data sets and vere
placed in a class called "libtaries“e A1l otﬁer files vuere
placed in a «class <called "other £iles", Soce of our
replacemeﬁt algorithes use both the size and class groupirgs.
The 384 day period duriny which the system vas obrcerved

P

consisted of. working ays, holidays, ueekends aund 15

(=Y
jo2]
%

b

during vhich either no data sas ccliected ov the system vas
down. Since file migration would likely occur on vaerking davs
only, e have restricted our vork in this paper to using the
data for working days only. Specificeally, ve have mapped all

file events (create, scratch, reference) onto the next voxkiug

~

Qire

u

dey after the given holiday, vcekcnd or uanca day. Thus

tets
]

- for the purposics of nrigration, files creceted or zccossed on 2

Saturday would be considered e have heon actoed vpon on the



following Monday. The intent is to Tepresent a Sysier 11U
vhich the file replaccrmeni program would run every vorking day
at midnight, using "time since last refevence" based oniy on

workirng days.

iIl. FILZ REFERENCE PPTJERNS

As noted carlier, file reference patterns vere
extensively analyzed in part I of this paper {(3mith, 1978b).
Here ve sunrmarize the essential findings and presedt sone
results not shown carlier.

It vas observed that most files were used on a skall
nugher of days - half of all files were accessed on two or
fewer days during the measurement period. The peand humbcr of
days Ifiles were referenced, howeﬁer, vas 10.6; thus the
distribution of day-references/file is highly skeyed, e were

therefore able to statistically analyze the reference process

to only a fraction of all files (about 20%); the remainder hagd
been referenced so few times that no statistical analysis vas
vossible. 0Of those files tested, about 1/3 were found to show

a declining rate of reference with age. Considering only

those files with o trend, about 5% showed statistically
significanrt serial correlatichr of the interrefernce intervals

(positive in almost all cases) and abeut 40% were fourd to

have interreference time distributions that were nora skewegd
that the geonetric distribution. Significant differcnces ir
varicus paramucters {interreference time distributions, uumbery

of referCLc,Q, etc.) vere fouad between f{iles of differen

o

sizes and classes.
hn  atiempt  was sade to £ic the interreferc
distributiens wvith a twe part hypergeomeiric distributicn,



Let 9(i,L,C) be the empirical interrefereuace time distribution
for files of the giveh size class (L} and class {C), and let
gf (i,L,C) be the fitted distribution. Then gf({i,L,C) is of

the form:
gf(i,L,C) = a b (i-bys*#{i-1) + (1-a) ¢ (1-c)¥* (i-1) (1)
7he mothod of moments was used to select the values of a, b

and ¢ {0<=a<=1, 0<h<1, 0<c<1ly for ecach size/class conabination

and the resulis are shown in teble Y. Although the chi-sguare

2]

goodness of fit test shoved that in most cases the fit was-
unsatisfactory, we ‘do nake use of the fitted distribution
later in this paper and find it usefulu

Figures 2 and 3 show the empiribal intefreference tine

distributions for references to files and fitted distributions

to all files. These fiqures give the results for vorxing days

(as does table I) a5 conmpared to table VIII and the figures in

{(Srith,19738b) which shows similar information for all days.

IV. PRIXNCIPLES, CRITERIA AND CONPUTATIONS
FOR FILE REPLACHENT ALGORITH!

In oréer to. coecnpare file replacenent algerithas and

fuld

salec one as being better than arcther, it is necessary to

1ave 32%%e criteria for evaluation., OQur criteria is defined as

—

£f21lows: let ¥(K,P) be the fraction of =211 file “referencest

vhich require a fetch frow mass store {riss ratic). {The fern

o~

"reference hare is used to refer to the first tiepe a file is

used oa @ given day; it is assunea that {iles stay resicdent

[ . o » e - sl i o P At o N TN S,
for the entire renainder of ‘the day and thas subsequent reads
vraites OT opaels  are iLgnored in oour comnygtations.y S{& 0 oois

3



Size { Class |
{tracks) | H

1 Libraries

1 Other

1 hctive

All
Files

Table I

Working Days

Fitted Paraneter Values |
a ] h 1 [of }
.924 612 .035
.952 .523 .029
.924 LHhY -QL7
.974 .612 -039
. 5861 .719 -051
- 965 -.851. - 126
. 9ng .002 -0us
.977 677 .0u3l
.835 . 458 .032
.680 - 418 029
L9186 456 o031
. au L U091 .032
- 954 .543 038
.980 . 597 .027
. 282 . 749 -.0us
.94 -440 -.031
.818 - 280 .026
.793 - 3062 .032
.928- . 265 .020
. 958 - 379 -017
.B7S -573 -0us5
.843 .288 .026
.B36 U117 -030
- B79 -413 -030
.922 463 .031
. 0%¢ . 527 .032
972 - 627 L.037.
.987 .655 .028
.283 . 756 . 045
.930 .518 031
Table III

Paraneter Values

Algorithn H Miss Ratio

H 19 1 5% ! 0%
forking Set 57 15 7
STHS 540 225 119
ctac{LsizetClass) 570 200 110
Etnc{lsize) 5290 206 120
zenrf{lsizeSClass) 620 210 05
Ztarf(lsize) 700 210 160
STp¥elL 1320 450 269

Viref

189
8867
4302

14947
21059
7820
1792
51036
23745
25500
24893
22824
15223
10575
9314
132575
366u
1017

576

216

139

56

3
5611
27598
27404
29711
37987
38461
18852

1160¢

189222

Table XX

Stochopt Pile Retention Period

File |
Size |

DO WL LEZWN

¥iss Ratie i
1% S% | 10% |
226 2258 226
235 235 23
235 u9 16
246 28 12
246 17 9
266 17 6
172 13 6
78 12 6
78 11 6
té6 10 6
Lo 9 5
no 8 4
38 7 4
35 7 4
24 6 4
35 7 4
16 6 4
13 ] 3
12 i 3
10 4 2 -
10 4 2
9 3 2
7 3 2
7 3 2.
6 3 2
6 2 2
6 2 2

Table

IV

Tracks Transfered per Day /

Fraction of Voluze

of Online Files

" Algorithnm | Miss Ratie =
I 1% i 5% 1 10%
STWS 540/.020 3500/. 1490 5990/.352
Etac(Lsize&Class) 600,.033 1600/.073 3500/, 202
starf (Lsizefllass) 540/.019 1L30/.060 3400/. 155
STp*4«l1_ 4 300/.015 2200/.63%0 5300/.225
Stochopt 370/.013 1450/.061 2150/. 101
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2

algorithms,' since the ﬂinimai space—time. product ©ay uot
indicate the correct operatiny . point im a nultiprogranmming
environment, This criteridn is not at all applicable in the
context of file migration. ke préfer to .leave it to the
reader or systen iosplementor to.‘pick the rost sultable
cperating point, In some cases,'&_miss ratio of 10% may be
tolerable, in other cases, 1% or less ray be appropriate.

It is fairly straightforvard to conmpute the values for
S{&,?) ancé ¥%(A,P) for a given algorifhm % and paranzter P. He
naKe the'follsuing definiticns to aid in our computations:

Nref (i) ~ number of times (days) that file i is

referenced.

-

Nref -total number of references to all files {=213,692).
Niref (1) — number of interreference intervals to file i =
Nref{(i})-1 i1f Nref(i)>=1; 0 othercvwise.

Wiref - total nunber of interreference intervals te all

files = 189,222.
5z (1) - size of file i in tfacks»(sometiméé abbreviated
to S2).
,Dayno.— the number of days in the reasuregent pericd (256
WOorking Gays) .
I{(i,d) — the length of the j*ih interreference interval
for the j‘*th file.
For each interrefercnce interval I{i,j}, the £ile ¥ill be
retained in merory after the refeteﬁce beginning the interval
for soue nusber of days Kp{a,P,i,4), where & and p are agalin

the algorithm and the parawneter . value. Ya o will cepevally

abbreviate this as Kp(i,j). ¥e deffine this in suck a way that

Ep{i.Jy>=1; that is, the initial day of vefercnca is iancluded
in tho resicdence fire. C



there is a fault at the time of the next reference, othervise

there is no fault., Let F{A,?,1i,9) {abbreviated F{i,d)) be

fault. Then

r4
e
g
3]
L}
0
(o
%)
=
[o/]

cither 0 i o fault or 1 if therc. is

ve cozpule S{A,P) and %{,P) as follows:

th

(A,p)= T (uin{Kp(i,3},I(i,3) ISz (i) /Payno @
i,,j . . A

},J'

M(A.P)= ) FP(i,]j)/Niref , (3)
>d '

Ye note that our method of conmputation 1irplies a small
inaccuracy. ¥e have ignored . the Dhoundary conditicn of a

finite measurepent period —~ files in existance.at the end of
our neasurerent period * have an unknown interreference

interval, as do files in existance at the beginning. He have

i

chosen to omit the contribution to H{A,P) in both cases, aad

ve have nct counted the first reference to a file as causing a

[}

s resident on {he disk

P

fault. Thus we assune that the file
at the +time of the first reference tc it. ¥He are interested
only in conparative results {asong algorithms) and there is no

reason toe think that the direction of the comparisocn weuld
a

have shifted through such

£

file faulis {instances of a  missing file}. That is, i

[2)]
4]
Y

Kpli;J) is reduced, the value of HI{AL,P) ¥ill either increa

®
»

or remain the same, . and the value of SEA.P}) will decrezas
Hore generally, for 21! stack eligorithms (Nattson et al.,

1870}, it can he sho«t that the {S,N} curve is monctenically

nenincreasing for imereasing S. 211 of the alcerithus that ve
consiuser will be stasr alacrithrus,  ¥e 2lso comment  Lhat osy

criterviorn  for algorit



eqs. 2 and 3) to make large £iles much better candidaﬁbs for
replacenent than swmall £iles.

Proz equations 2 and 3,'it¢can be seen that an optimal
lookahead algotrithn would select any {ile wkich has just been
referenced and remove it iff fér ité upcoming interrcference
interval, Sz(i)(I{i,j)—T))P;v othervise the file vwvwoculd be
retained until the nexf réferenée.> By varying P, an (5,H%)
cucve is traced out. This algorithm 1is variously known as
VVHIN or YOPT (see Denning and Slﬁtz, 1977 for dctails): ve
choose to call it VYHIN to nmaintain consistency with the
related VHIN algorithm {(Prieve and Pabry, 1976). VHIK is the
algorithm which removes all files {or  pages) vhose tine to
next reference is greater than P. VYHAIN is optimal only in the
case cf fixed size files or pages. VEIE and VVHIN will be
used for purposesiof corparative evaluatior loter in this

paper.

V.. REPLACENENT ALGORITHHS ~ DEFINITICHS AND DE(RIVATIOIJS

In this sectian ve describe and/or derive the remaining
file replacement algorithms considered. All of the algorithms
specified 311 be of the tvariable space" variety, which means
that the +totdl volure of on-line files may vary even though

the parameter value P for the replacement algoriths repaians

fixed. This is in contrast %o the f£ixed space algorithrs such

IS

There "are tvo reasons for dealing only vith variahble

space algorithus. First, the variable space alacrithnz thaw
-~ L4 > N -

ve censider allow the decisick on vhether to keen =z file

aniine to be ®#ade witheovt refervence Lo other files: thus ke
13



camputatioﬁ tine 1s kept lo#_both in'a real system and in our
trace - driven simulations,' Second, inm glonehtlng mest fixed
space algorithms exactly would rfeguire nere informatior than
we have. VYor exauple, Lau~tould chuire,the‘full Sequénce cof
file references (or cpers and closes) and‘noﬁ just knouledge
of which file was used on which day. _

At the end of the last seéticn,»we described the optimal
lookahead replacement algorithss Vﬁlnvand VVEIN. ¥e proceed
in this section te consider realizable algorithms, beginning
vith probabilistically Yoptimai“ ones and noving to algorithns

n

o

which are successively sore ad hoc less likely to perform

L

vell.
A. h Stochastically Optinal Algoritha
It was noted earlief‘that the optimal but unrealizable
algorithms VHIN and  VVHEIN used the knoun time to npext

reference to determipne vhen to rzrove a file, L realizable

algorithm must of course deal only with known in'ormaticn&
i.e. past histery, and thevefore it can at Lest estimate
which £1ile will'ndt be used. Ye derive a strategy to ds t(his
as followsg

Let Q{A,il,t,82,C,P} be the policy for vhather {o renove a
file; that i=s, Q{r,8,t,52,C,D) gpacifies vhethsr the file
should be ke?t or renoved, g;veu the values of the parzmetersa.
A 1s the algorithz - thy coughout this cevtlo (Vo k) we suall
consider the stechastically cptimal policy (dencted Stechept,
abbreviated Sopt) only. Unless it vould cause confusion, va

shall onit A as a parapmeter. H is the entire previecns histerny

th

n
o

of reference tc the file, ©t is the tire {Cate),., Sz is the Ze
of the f£ile¢, C is the class o6f the file and ¥ i3 the ¥eogtt of

fetching the file when it is nexv refoerenced {skowld ve adcecide



varied to produ

to remove it). P in ihis case is the parexeter and will  he

¢ the {s5,N) curve; iits valve is onity useful in

QO

el

specifying an cperating point. Ve have alrecady assurmed tha

o
o
e
'-l il

8] C

e

files are independentl () of.each other, so tlie optiza
Q0 includes only information relevanﬁ to the file in question.
Further, for files with identical values of 0, t, Sz, C and P,
the policy will be the saﬁe.

It is both possible to teduce the nuwber of pararveters

[

for @ {since scope of them are ﬁot helpfal) and desirable
{s5ince there are more pavateters than ve can deal wyithy. Ve
first oassure that filé reference patterns are independent of
tive, all other things being‘eguaLQ To some exteat this is a

cation, sinpce sunmer usage patterns should differ

by
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2
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winter, etc., but it doessp't appear to be unreasonahle.

ve replace "¢¥% as a parauweter with "a¥ for the aje of the filg
(in days sincec it was created). Our asalysis ({Ssith, 1974b)
has shown little if any serial correlation Lhetwesn

interreference intervals, so we choose to replace H, the

since the last reference. te also chooge to consider enly

dezand fetch policies; i.e. only that fetch algoriths vhich

In this case, the optinal pelicy Q certains more information
than necessary, since the file will only be rewoved cnce in an

interreference intevrval.

Therefcre, Q is replaccd with the opiinail {eguivalent)
poiicy K{(r;a,57,C,PY, vhare X 1s the nunbhoer of days the file
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Refeiring ﬁb earlicer notation, kp(i,j) will in each c¢asc be
computed using the policy K.

¥t must be conrputed probébilistically. based on empirical
distributions. Ye would thus,liké to‘measure r{a,5z,C} which
is the empirical distribution »of tiée (in .days) betveen
refercnces to a file, given that iﬁ‘is_of size‘Sz, class C and
is age a at the date of its last reference. ‘Lgain the size of
the parareter space is toc large, primarily ir that we have
insufficient data to estinate distributions  reliably.
Therefore, in almost all cases "a' is drobped as & paranmeter,
~and Sz is replaced by Logsize (L)} i.e. the size ‘class into

s referred to as

oy

which Sz falls. The resulting distriﬁution
g{i,L,C), vhich is the empirical. distribution of  the tiges
betucen references to a file of size‘class "L¥ and type class
uen, G (LL,L.0) is fhe cﬁmulative dist:ibutian and giff{i,L.C)

and Gf(1,L,C) are the fitted distributions (sce eguation 1).

Pinally, ve nake cne additional | simplificatiocn.
Experiments wvhich appear in therﬁext sectién' (VIoﬂl tend to
indicate that +the «class C of the file is wot very useful in
selecting a file for rgplacemenf. For this reason, and
because the size‘of the computation is unpleasantly large (see
equation &), we _have alsc¢ dropped the class C from our
cenputations.

Comprting K(Sopt,.,Sz,P) (these oare the only parencters
lefty is straightforward given the distribution g{i,L,%} (ft%b
indicates that the distributiorn Las becn aggregate cver all

values for that parameter). Thus:

i(Sopt,Sz,P)= (klmin [ J g(i=1,L,%} {i-2)Sz+

Ik i



¢ {1-G(k~1,L,%)) ((k-1)S2¢P) ] 3 (¢

This equation simply selects that value of k  which minimizes

the cost of an interreference interval, vhere the cost of a

[ag}

ault is giver by the parameter P.  This 1is equivalent to

specifying the cost of the algorithe &s a whole as:

Y min[Kp(i, ) T(i,3)) % Sz(i) + ) FLi,3)P (5}
i, ' : S , :
= S(A,P) x Dayno + E{Ah,F) x Niref x P (6)

vhere (P X Niref) /Dayno is just the constant  of
proportionaliity that relates the relative inpact of S(A.P) and

B{L,P} on the total cost of the replacement policy. %e have

selected a policy K{Sopt,Sz.PF) that rinimizes (6}); i.e. it
implicitly specifies anr orperating —point. — By varying P, a

cerve in the (5,%h) planevis traced out.

There is cone problen which Qill occur in ;ur evaluation
of the Stochept-aijoxithm; for the most part, we shall use the
enpirical “interreference distriﬁutioh to determine g(i,L,*)
and K(Sopt,Sz,P) and then go back and compute {Socpt,P} and

L

S{Sopt,? over the same  interrefercnce intervals. This
v F

s

p

hewever, is not an  important factoer. First, ve nota2 that

~

there are 189,222 interrecfcrence intervals; thus the influcnce

of a single interreference interval in distorting the
Gistribution shiculd be negligilble. Further, ve also

experiaented (as explained later) by calculating K {3opt,57,.0)
for a subset c¢f the files and thern peasuring % (Sop&, Py and
S{Sopt, P} for the reraining F£i

In tabile TI, wa sbov the velucs Jom B {So

17



rangé of sizes Sz and for those vaiues of P wbich'yielé valuas
of H{Sopt,P) of 1%, S%‘and 10%.
B. Lxpected Tirne to Mext Reference
A simpier épproachithan.that‘used above to selecting the

file wvhose ((time to next refercnce) x (size)) is ma"_nal is

}.u

to estinmate the (mean) e\pected tice tc next reference. Th
method is not optimal, since using the e oeéted tine to next
refercnce is only an approximation to tke approach of the last
sectien. A counter exacple showiﬁg ﬁhis is provided ian
Coffrar and Denning {1973) for figed size files {i.e. pages).
The reason for this non-optinmality -cdn' be shoun by the
folloving example: Let the distributiqh of time to the next
reference he bi-valued, with the probability .5 that the
reference is in 1 day and .5 that the veference is in 99 days;
then thke exp ‘c{ed tine fo the next reference is 50 days. T

optimdl poliicy vwouid 1likely Yreev the £1)e for cne nore day

) and

=t
~

(vhich meanrs that there is a 50% chance of using the £il
then if it isn't used, discard it. & pclicy 'based on the
expected time“ te next reference uould probably discard the
Lile imnsdiately, sihce the expected tinme is so large.

The evpected tine to next roference {E{i.,L.C}, vhere i is

ot
0
4

&

he nunher of days since the file vas last referenced;

2

implies that the file vas referencced that day) can he cospute

froer the interreference
s ¢}

E(i.LeC)= § qljeL,C} {d=4}/1-G{i,L,C)) (73
i

The algoritha for file ranoval is then to rerove auny file feor

vhich



(E{L,L,Cj-1) x Sz > P - | o {8)

It is also possikle to suppress either or both‘of L and C and
just compute E(J,*;(), E(i,L,*;'or E(i,*,*)- The file reuoval
decision can then be based“on only cne or reither of ‘L and C.
%¥e note that the size of the Cémputation is no longer &

prohler, so it has rot been necessary to reduce the paramcter

[N

space as was doua in Stochopt.
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He let "Itny® denote the file rexoval aligoriihs s
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by equation 8. Then we can gefine

follovs:

O
~

K(Etnr,Sz,C,2)={iimin[ ((E(i,L,C)=%) % Sz ) > P ]} {
. . 1

The fitted distribution gf can be wused in pleace of the

empirical distribution g. The algorithm in that case is naned

=]

“Btnrf® (£ for %IZitted") and we compute it in the same manner

as irn egquation {7):

Ef{i,1.Cl= L gf(3,5,C) (3-3) /(1-GE {i,L,C}) (10)
l - -
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Tt oceoasionally happens that K(ELur,Sz,C,. B3 v thet iz,

the file is always renmaved zt the end of the day or  which it
is referonced. This seens counter—intuitive to nmany peoplog
thes wve defline an additicnal pelicy “Rearbh® (b fer “hound"i as

AT S N BFT TS PR P N T VR T -8, R o ar oy v e LSS v —
cgeivaiant Lo Duen e¥Ypoeol that 21) Tiles are Loept fon at leas
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two additional days after thke day on

referenced. Thus

K(vE.tnx:b,Sz,C.,»I‘)* wax (3, {1 ;mn ((' {(i,L,C)~1) x Sz} > BE)] 3} (1)
i .

In figure 4 we show ‘pidts fof_E ('i,L,*) and  Ef(i,L,¥).
Figure 5 displaysvfhé valies of'E(i,*,C)' and Ef (i,% ‘Q The
dotted lines in‘all cases shoﬁ Ef. There are teo importan®
obsn “dtlonb to  be npade ftom' these figutésu Picst, the
expected time to nex£ reference; is geneﬁally“increasing with
the time since. the lést refercnce; thus the desirability cf
retaining a file will deciine vith the tise since the last
reference. Second,  the values of Ef are a2 nediocre ¥it at
best to E. aespite.this relativeiy voor fit, it vili De
observed when we show our experinental results that the

o€
=

-
et

K{Btnrf,sz,C,2) policy is reesowably G

n

V—we—elected to_drep  file age  as_ g

Farlier—in—secti-

paraneter for & replacemert algorithm, on the basis that the
space of parameter values w¥as too large. We do &ry one age
based aLgOLl thn in our experiments, hawever. Define Ra(i, L C)

to be the rate of reference to a file of age i, given that it

is of the specified size and class. Specifically, [RA[L,L,C}
is the protability that a file that is erxactly i deys cld will

be referenced on the i*th day of its lifetime. Imn {3mith,
e ral S i N ;f i g = '.-)-L-< ¥ ..;.::. 1 Y
1974b) values for RAR(L,L.C) re aqiven He lteratively

compute the cxpected time 0 next reference s a  funcition of

the ©ile age i, and the file zize aud clezs as:
A, L, CY F BRI LGt Lis T L, O Y
4 I IS ey e a2
(G La{ivi.L,C5 , {32}
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uhsre a value is selected for some.Ea(i,i,C) fotr uﬁich i is
sufficiently large; the function behaves in such a way (since
(1-nh(i+1,L,C))<1) that ffon SUfﬁiciently smaller. i, the
boundary condition is ic:elévant.

The alqgorithm works aélfbllows: Conpute the. value  for
Ba(i,L,C) for the filev'on the -day i{ is referenced. 7If
{Ba(i,L,C) = Sz) > P, remove the file imcediately; othervise
told the fileAuntil the next refefenée. {This algorithm would
likely bhe iﬁproved by récemputing each day the file was
on-line). WHe refer to this algbrithm as "Etnra'* and the

policy can be specified as:

K{¥%tnra,Sz,C,a,?) = 1 if ((fa{a.L.C)=1i) x Sz > P);
infinity .cthervise. ) {14
This elcorithn is used in our experinments later.
C. 7Time and Space-Tine Algorithns
811 of the realizable algormithns defined thus far

{Stechopt, Etnr, ~etc.}. have telied con interreference tiwme
distributions for the file refercnce process. It ie also
possible to Gefine sowe algorithms which do not use measured
data, but implicitly assuhe gsone nodeld of file  reference
behavior. ia  this section, ve dcfine algorithus called
Hb:king Set (¥S), Space-Time ?p:king Set {STUS) and 5Tp*+y,
Horking Set {Der:hinar 19¢86y iy that algoviths  which

. PN A . e ~ A i~ Ty s o~ = . P o T i . - -
romoves a  file when 1t hes bhoon vnrefeoronced for T or more

o - - 3 e oy I e - - R T - 3 ~ v

days.  This algorithr vag originelly dasiguned for main nemory
PO Y. - B al - - - - b

paging, and in  thael <Jivcussteuce it has been shevn to vark
very vell., It has the Jcoloct in this gase that Lt takos no



account of file size, and thus small files are as likely to be
rencved as large filcs. Fe let "WS¥ refer to the working set

algorithm. Then the policy E(WS,P) vay he defined as:
K{¥S,Fp=P+1 - g {i5)

.

Space Time Working Set is the straightforward ani cbvious

extension of working sct; it removes any file for wvhich the

product time since last reference) x (file size) 1S greater
than the parazeter P. The izplicit assumption hene is  thet

=

the file that is likely to incur the largest cost of retention

to the nerxt reference is that vhich has already accunuleted
¥

the largest retention cost since . the last refereace. The

policy in this case pay be w¥ritten:

It can be observed frow figures 4 and 5 that the expected

time to next reference climbs (initially) vyuite staeply with

b
tine gsiuce last refoerence. In {Swmith, 1978bY it¢ vas shoun
that larger files are used more freguently than smaller files.
Trhese two facts would suggest that & wodification of STUS

which weighted time sirce last reference more heavily than
file size should perforw bhetter than STUS. ‘¢ therefore

define a «class - of algorithzs:wvhich ve dencte as STD#%y (3TP

exponentiaticn operctor in pany progranming lanovages).  For

the algorithm HTP*¥2y, ithe followinng g conputed: 0z x

g nute ; r {tine
givce last reference)y*¥y); thet is, the tige since the lazt
reference 18 rolsed to the (real valued) eupernent y. 1L the



value of the eyprossion given is greater than the paraumcter P,

.

the £ile is removed. This policy can be erxpressed as:
K(STP**y,Sz,P) = 1_ (P/Sz)*¢ (1/y) _f + 1 . {17}

Our selection of exponentiation’aé the way to dincrease the
veighting of time felativé to file size is bascd simply, on
convenpicnce; nany other functions could have been defined
;nbtéad.
D. Bernoulli Process Algorithms
In Stritter (i977) it was stated that most files observed
displaycd reference patterns that could be characterized

poissonn, ¥e assume that Stritter treated shat was

v

discrete time tine series as a continpuous time time series.

In any case, ve found in (Smith, 1978b) that of those files

astable, the majority ¢culd not be characterized zs Bernculli

(and presumably +therefore not Poisscn). Never the less; vwe

5]

decided to experiment with soms file replaccrent algcrithm
based on the assumption that the actual file reference process
vas Beérnoulli for each file (vith a possibly different rate
fer each £filce). »The Bernoulli process {geowetri¢ interarrival
tines} 1is such that the. expected time vntill the next referarnce

ess of the time since the last reference.

).ul

is coanstant, regard

1]

Thus the replacerent decision can bhe made innediately afioer
reference to a file; the f£ile will either Dbe ronoved

smediately  {(that night) or  te kept until the {ile jis used

e

again. The only (i) problewm is to estinpate the rete at wiich
the £ile 1is being referenced, or eguivalently, the expected
time to the noxt reference {vhich is  ihe reciproca of the

rate of moefcrenec). 91



A sinple vay to estimate thc-time to the next retfercnce
in & Bernoulli process is to ﬁse the'"exponential" estimator
as follows: lLet Z2(i) be fhe*cutreht esticate of the  expected
time to next reference fer the fileu Let zn additicnal
interrefercnce interfal occur of length W. Then the new value
of Z2(i+1) is

4

Z(i+1) = v Z(i) + (1-y}) ¥ for 0 <= y <= 1 (18)

This tvpe of cstirator is discussed by Denniing and Eisenstein

or

{197Y) . It 3is not optiwmal if he reference process is
cbﬁplctely stationary (in which case the simple average of
previous interreference intervals is tetter}), bui if there is
a siou trend in the reference procéss, this estimator should

adapt better than the sicple average.

We initialize % (vwhich we can call Z2(0)) %to ¢he Rean tine

between references for the size and class of the £file in
guestion. Thereafter; a sepérate value of Z ié krept for each
file.

Gur notatiop for the algoriths described is “Exp=y" where

t 1s +tedious Lo

ret

y is thec paraneter shown in eguation (1i8).

<

21y as & policy ({since it depends

n
(]

?
I3

spacifly this algorithm preci
on  all of the past history in the computation of Z, the
expressions get cusmbersonmne), but the followirg should be clear

enough:

R{Zzp=y,t,.52,C,Py = 1 1if Z>5P; infinity othervise {(1%)

vhcers 7Z{0)FE2{0,L,C) and Z2{i+ 1 ig coaputed from Z{i} as shoun

in eguation (8. I s the cenplete past history of the fila.



y should take on. oOur experiméﬁﬁs tested this. algorithm with
five Qalues of y: y=0.0, .23 .50, .75 and 1.00. y=0.0 reans
that the estirate for the next interreference intervél is that
it will be of the sarme length as the current interval. y=1.0
says that‘evety interreference inéerval is expecied to be c¢f
the same length as the mean intefteference interval for this

size and class. The otber values for y have internediate

neanings.

VI. EXPERIHENTAL RESULTS
E. liethodology
s noted earlier, our data consists only of one bit fer
each file for_eaéh day specifying whether that file vas used
that day. . Therefore, we have had to dc our experinents in a
manner compatible with that restriction. Thus we assume the

folloving: all files referenced con a given day are fetched at

midnight + e {e~->0) of that day and are retained on the disk
until the end of the 24-2e¢ Lour perciod &t midnight-e. At that
time, file migration takes rplace, and any file which iz to bhe

renoved is rewmoved at that time. Thus every tire a file is

B

1aYe

’

referenced, 1t remains on-a disk for at leest one full

Lisc, 1t is possible for a £ile to be referenced cn {vo

consecutive days and still experience a file fault on the
second of those days. UYe have stated earlier thkat we are

oemitting +the irtial f£ile faults from our fault counts {sce
section V.A) and are omitting the space contributicn by a file
after the tizme of its last reference.

Our algorithm for cemputing H(8,9) and S{h,P) is as given

in eguations 2 and 3; ve counsidered each interreferonce

76



interval in turn {foc cach aluosrithn avd paramreter value.
B. Hiss Ratic Ccaparisons
Pigures ¢ through 13 give the performanrce of each of the

algorithms described in the last tuvo sections. Each is

discussed below.

Figure 6 shows the behavior of the VVSIK, VHEIN, STUS,

Working Set and Stochopt algorithms. e see that VVHIN, as

expected, 1is the best of all of +the algorithms by a
substantial margin; it experiences @ @iss ratic about

in

one-third as high as the best realizablé algorithm (Stochopt)
througout nuch of the range of operation. VHIU, conversely,
perforas reiatively poorly because it doesn't coasider file
sizes, even though it is a Jlook-ahead algoriﬁbm. vorking Sat
also doés very pcorly for the Sameiceasonq STWS, which does

take imnto account the file size, acts fairliy well zbove about

28,000 traczks, but isntt very good for srallecr space

allocations.

w

The Etnr class of algorithms (equations 7-12y are shown
in figure 7. e see tnat Etnr(isize,class) and EBitar (Lsize)
perform well asnd are very close to Stochopt, Dtar{all files:

/
and Etoyr(claess) perform relatively poorly. Interestingly.

P

Etnr{class) is aont unifornly better than Stonr{all filesy and
“lass) is  rot  uniformly botifer than Biarn({lsize}.

Although it was noted earlier that the EBinr algoritams were

not iy awy sewse optimal, 1t was ocypected that the mnore

accurate EB{i.,-;~), thes helter GLhe verforaance of the
algorithn. we find that this 1s not recoessarily so.  ¥He also
note that the criiflical iten in computiug the EBror policy is
the parawetern Lsive! the class his livile 1f any offect This
tends to validais  our  decision to evelade the cless in the



couputation of Stochopt. (ALthcugh ~the functions E{i.*,;C)

(fiqure 5) ‘vary widely uith the class, the rnumber of
interreferen intervals for which F(i,j)-switcbes between 0

and 1 is so spall that the miss ratio curves are harely
affected. f.e. only abont .- 30% of the interreference
intervals belong to libraries or active files, and of those, a

very large fractior (about 65%) are interreference intervals

preseuted in  figure 8. <Comparing this figure with figure 7,
ve sec that the use of Etnrf is alrost as satisfactory as the

use of Etnr despite the poor quality of the fit betwveen

F{i,L,C) and Ef(i,L.C}. This comparison 1is sho¥n &gain
directly in figure § where the  EBinr{Lsize,class) and
Etnrf(lsize,class) policy results are . both given, Their

closeness 1is again evident.

Figure 9 also shows fthe perforzance of Etnrb (¥cep a Liie
at least 2 extra days; otherwxise use the Etnr élﬂoriihm} ang
Ltnra (rerove based on expected timne to next reference
celculated as a furnction eof age at last :eferenée)v Keepinc
211 files 3 couple of days as a minipuwm avppears to be a poor

pclicy; the eoriginal melthod of optinizsiioa is better. Dtova

& variety of spacs~tine algerithng are compared in figure

in sivce  last referenace poyce  heavily than the file size

weuld be expected to perforn hetcer than  STUS. e testod

STrE st 2, SToRLT_ 4 arnd  5TPAN.G a;ainst' $EUS {which ig

STPrx1.0) and tho  resuits  aoppear  in filgure 10 SUBTEALL

abpeers Lo provide  Lhke  boesi perfermoace of  aay of thoese
-
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algorithos.- rdditional rarameter values vere tested

(5TP*¥1.5, STP*%1.6, STP¥*1.3) and these results are shoun in
figure 311, These three and mD*ﬂ 4 all perform about equally

vell, but none of them scems ‘to be a good substitute for
Stochopt.

the basis of measured

v
o
o
0
o
o
S
=
9

The problem of creating

entioned

%3

data and then testing it against the sace data was
in scctionr  V.A. A test for the rotustiness of Stochept and
ninn (L,C) was run by creating +the Slochopt ard EBtur(L,C)

policies (equations 4,9) using half of the filzg on the systen

3]

and then mwmeasuring the riss ratio on the other half cf the
files. This was done and the results appcar 1n  figure 12,
vhere neasureunents for Stochopt, Etnr(L.C) and STP**1.%4 are

given. It can be seen that Stochopt and Etnr continue to

perforn nuch better than STPHx1.U, (Ve alsco observe that

I3

Stochopt is no lenger uniformly better than Ztnr).

‘The resulis Of our experikents with the fecnoulli

algorithns are given in figure 13, vhere it can be scen that
none of these algorithms are even close (o perforring
acceptablys This constitutes fa 1y strorg evidencs that the

bullk of the file reference processes cannct be chavacterized

&s Bernoulli or Poiscoh.

)

C. Paza;etof Selection
Each of the éloorithfs rresented in this paper contains é
paraneter, the véiue of vhich specifies vhen to keep or vemove
¢ file rfrom the disk., In gerneral, our iaterest is not in  the

parapgeter value per s%, but in the walus ¢f the waramoter fhat

vill  yield an dccaeptable miss ratlio. The fivrst guestion is:

vhat 15 an acceptable miss ratio? The average user «wha is

Y - - "y €= . - v Faiby - - 4 ;Y ve v BN T

Jaogoed  on uses a wesnd of 3,071 files thet day. If fetolling o
an

U
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file frow mass storage to dish wvere to take orne ainute, thea a

Y}

1% ®iss ratio would iwnly .03%% pan-ninutes/user/day. A Bean

of 183.5 users log on per day, so the loss would be 6.2¢
ran-ninutes/day. & 10¥ wiss tatio vould give a figure exactly

{eh tires as large or a little more thar a aman-hour per day.

P4

The ohe rinute figure may be far too optimistic, hovever,

since it assunes no queueing delays.  (The average access tiane
ou nost mass storage devices, such as the IBH 3850, the Ahnpex

yerabit =zepory, the CDC 38500, ctc. 1is c¢a the erder of 1
ninukte or less.) For exanmple, at the Lawrence Liveracre
Laboratory, eaccess times, inrcluding queueing (and icvi

malfunctionj delays, can stretch to -hours to get a data set

off of the photostiore and tens of nminutes are  typical, e
note 1in particular a batch arrival pilenomenon, by which nost
users vill log on early ir the day and attenpt to read several

thus the mass storage device would ke very

rh
i
L
D
P.J
e
"
fadd
-
o]
%

o}

congested early in. the day. OCur intuitive feeling is that
ziss ratios on the order of 1% to 0% would be %Lhe maxinun
rrable by mosgt users.

For several of our algorithus, the approximate parateier

'3
jte

1183 ratios are given in

volues that yield 10%Z, S% and 1%

table ITX, Thus the reader wishing to ileoplement one of onr

ratics  is  given irn  figure 14 for the ¥ovrking Seit, SHUS and

STPr#i. 4% slgorifthns.

A ~ L 5. . L £ ol -
rigure 19 obova the volure of on—-liuc Tilom o v ine
v) - ~
- . 1.2 . - 2 NN s - ~ PR S
Uming  Ther  MOovkiInRg  set algorithe viith o rparemeler P=30, tho



5TES algoriths vith 2 peraneter P=200 and the total volumo of
on-line files ir the osigiudl,‘ unmigfated systen. A3 is
evident, the‘volume‘of on-line files varies corngiderably f£roc
day to day and month ﬁo routh. We noté {hat the figures for
Working Set and STHS do not beéomo' staiiona:y {(i.e. reach
wvarn start antil 30 ard 200 days'rebpectivgly ff:m the start
of the measurement period. Iﬂitially;.all files are assuned
to be offlineq | | |

The diffiéult' with this day to dey variaticn in the
velume of on-iine files is that (a) the parameter value used
to reduce the nunber of on¥line files may'have to-chaﬁge from
day to ‘da; and (b) encugh space has to be left on the diSrs
after a migr dtlon Lfn.that user file fétches are Eﬂ’iié te
cause space to run out durihg the followirg da'o fe also note

that many of our file mlgraglon algorithas favor the larger

-files for replacement; thus tnc Illgfvﬁe-_uwd;;“e_alsc Likely
to be large. |

TablevIv'shows the approvinate mean volumefof the files
fetched/day for. several of the algorithms disdussed and for
three different miss ratio values. Also given is the volunmc
of files fetcheﬁ és a ratjo to the mean volume of on~line

-~
ifSe

N
i.o

VII. COKCLUSICES, ALPLICADTILITY OF MESULTS, FUTURE WORK

In this paper wve have developzd and evalusiad a nusmber of
algorithes for the mnigratiocn of files froo Lskk  tc¢ nass

storage. - Nost of these algorithwes have bzen o¢f the class that
use @& veference as a2 reneval point; that fs, history prior tc
the rost recent referancs L3 not

. ) s - o » i - -
Stechopt algonithn, which nHOL The neasured file



interreference tise distribution; perforued well and the Liar
algyorithm,  which also uses this information, did almost as
wvell. Algorithes waich used i;ss er no information about file
refercace patterns generally égrforhed pccciy. About the best

)

-

Tt

]
LS

<

¢t the other algorithes was the STIP#=¥1.4 algorithr,

oy
—

micht provide ecceptable performance.
The evaluaticn of the algorithns presented was done using

file reference data taken at SLAC for ¥ylbur text editor data

eel that tert editor or tine

[a)

sets, There 1is no reasen to

charing data sets  (e.

(Ce]

o T5G) would be refereaced vory
Gifferently in another syster; ve thenceloere beliéve' that our
results are applicable to sﬁch systcmsc  our data, lowever, is
not ccncerneﬁ,_uith large date files, systeﬁ files or scratch

files and ro ceonclusions can be dravyn about =migrating such

files hased on the experiments described i  this papon.

Farther, our resulis are for "lorg terun® file migration; that

is, Bilgration that occurs over opernicés of davs, weeks or
ronthss,  In wmany systems, it would be necessary for wigratioen

to ocear cover tiwme periods of hours and our exiperikents here

1ch "cases.

nrovide no

o]
2,
v
%)
T
H .
=
0]
s

1

v1 ¢l

[
=t

An lnportant point, W nust be noted, is that for fils
rigration  to be eilfective 3t nust cause no  siguificant

izconvenience to the aser. If wigraticnh is in  such

.t
o
o
ty

L
o
t
1

ful]

a wvay thaot the wuser has tc expend significant effoni in

retrieving pis Ziles or has to  wait =21 Purreasonably®  long

ting,
That
theuselves open cvery ;iie they own =aviliciently froguenily
that thely files neves gebt algrsted. Drociseliy thiz wyne. of
voenavion has hoen chserved v Lho o oauthor At the  lauroror



Livoersore Laboratory {wkich scratches disk copies of files

over periods of kcursy and at IBYJ Research, San. Jose, - {vhich
nigretes files over peniods of weeks). 2 good implerentation
fer file migration would leave the user in complete -ignorance

of the actual location of his filé; occasionally, getting to a
file miéht -takeiioﬁe“ or: tu vminutesg rathe: than'10 or 20
seconds. {That one or tw& m1nutea can eaquv\been hiddea in
the rcsponSé?timés 6f pény systens.)

e founs that 5 £ file migration is preperly implesented,
it can sﬁﬁstantially. reduce the volume of on-line files
vithout iﬁfli -img an nnacceptably kigh 'miss ratio on nost

users.

A number of ‘additional investigations are possible using

the dzta avhilablee - 'Rlgorithms which use the file age meove
jintelligectly can be 1nve¢t ate Prefetch algorithres, based
cn more 'SOphisticated policies thanm the class o0of deransd

policies that we consider, maf he uortuwnlleo Placement
algorithms can Le considered to some extent, - Seme marginal
improvemnents can be cobtained by investigating these additional

iters; we Dbeliéve;, lhovever, that . in this

]

aper wve have
presented the hulk of the useful inforsation. e very mucﬁ
hope that similar ‘data‘ ¥ill becone availéblé‘ for otlen
copputer svsiers in crder to make'coxparisons possible and in

order to ipvestigate the. range. of applicability of our

recults, T
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