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Weuse a Nitrogen-Phytoplankton-Zooplankton-Detritus (NPZD) biogeochemicalmodel implemented in a time-
dependent box model scheme to simulate the temporal dynamics of the pelagic ecosystem in the Southern
California Current System (SCCS). The model was forced by winds, sea surface temperature and light. Nutrient
inputs to the modeled box were driven by coastal upwelling or upwelling due to wind-stress curl in order to as-
sess the importance of each process in the temporal dynamics of the SCCS ecosystem. Model results were com-
pared to the CalCOFI dataset, both in terms of climatological annual cycles and actual values. This comparison led
tomodifications of the basic model structure to better represent the coastal ecosystem, particularly phytoplank-
ton growth and zooplankton mortality terms. Wind-stress curl-induced upwelling was found to be significant
only in the offshore regions while coastal upwelling better represented the dynamics of the inshore areas. The
two upwelling mechanisms work in synchrony, however, to bring nutrients to surface waters during the same
time periods. Finally, the effect of low-frequency perturbations, such as those associated with the ENSO and
NPGO, were assessed by comparing model results and data. Since the NPGO cycle largely impacts the SCCS
through modifications of upwelling-favorable winds, its effects were well represented in the model results. In
contrast, ENSO responses were poorly captured in the simulations because such perturbations alter the system
by changing surface water mass distributions via mechanisms that were not included in the model forcing.

© 2011 Elsevier B.V. All rights reserved.
1. Introduction

The California Current System (CCS) comprising the eastern bound-
ary current of the North Pacific Gyre extends more than 15° of latitude
over a range of temporally and spatially variable environments with
subpolar to subtropical influences. Eastern boundary currents are
among the most productive marine coastal environments in the world
(Carr, 2002), providing the base for food webs that support some of
the most economically important fisheries. The high biological produc-
tivity in the CCS is primarily fueled by the supply of nutrients from
wind-driven upwelling as a result of the prevailing equatorward
winds that push the near-surfacewaters offshore through Ekman trans-
port, causing nutrient-rich waters from mid-depths to upwell to the
surface (e.g. Murphree et al., 2003; Wooster and Reid, 1963).

In the northern CCS, along the relatively straight and north–south
oriented coastline ofWashington and Oregon, strong seasonal reversals
in winds drive dramatic annual cycles in onshore and offshore currents,
hydrographic properties and productivity (Hickey, 1979; Lynn and
Simpson, 1987). Seasonal and interannual variabilities in productivity
are closely tied to wind-driven coastal upwelling, with the offshore
ía y Gestión Costera, Instituto
Spain.
ías).
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density front and equatorward jet responding rapidly to fluctuations
in the strength of upwelling-favorable (southward) winds (Huyer and
Smith, 1985; Strub and James, 2000). However, upwelling is not a spa-
tially uniform process. Certain regions aremore conducive to upwelling
(Schwing and Mendelssohn, 1997), and local characteristics (topogra-
phy, bathymetry, hydrography) can strongly modify the seasonal pro-
duction patterns expected from the annual wind cycle on a regional
scale (e.g. Henson and Thomas, 2007; Hickey and Banas, 2008). It is
also known that several climatic phenomena influence the CCS on inter-
annual scales, such as the strength and position of the Aleutian Low at-
mospheric pressure system (Rebstock, 2003) represented by the
magnitude of the Pacific Decadal Oscillation index (PDO) (Mantua
et al., 1997). Especially in the northern CCS, the phase and magnitude
of the PDO index has been found to be correlated with fluctuations in
standing stocks of phytoplankton (Thomas et al., 2009), zooplankton
(Mackas et al., 2006), and fishes (Mantua et al., 1997).

In contrast to the northernCCS, themechanisms connectingphysical
forcings and biological productivity are less clear in the southern sector
of the California Current System (SCCS). Bathymetry and topography
are complex in the area south of Point Conception (ca. 35°N) down to
Baja California. Notably, the sharp eastward bend in the coastline at
Point Conception (which creates the Southern California Bight (SCB))
establishes a wind gradient with an offshore maximumwhen southerly
upwelling-favorable winds blow down the coast. Also, local wind stress
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at the coastline is generally weaker and without the pronounced sea-
sonal directional changes of the northern region. Temporal physical dy-
namics of the SCCS are further complicated by currents that vary with
the local surface winds (Allen, 1980).

Plankton dynamics in the SCCS have been well documented
(Allen, 1941; Hayward and Venrick, 1998) but are still not well un-
derstood. One of the main points of debate is the extent to which
coastal upwelling is responsible for the annual plankton cycle (as it
is in the northern CCS) since regular coastal upwelling is limited to
a small region around Pt. Conception (Fig. 1) (Hickey, 1979; Lynn
and Simpson, 1987). Di Lorenzo (2003) has noted, however, that iso-
pycnals generally tilt upward along the coast during the upwelling
season, forced by winds in the SCB. While upwelling-favorable
winds relax close to shore during summer, they are still strong off-
shore near the continental slope. This positive gradient generates
wind-stress curl and offshore upwelling. The relative contributions
of the two upwelling processes to plankton production in the SCCS
are poorly known. Recent estimates suggest, however, that wind-
stress curl, though of lesser intensity than coastal upwelling, could
provide half or more of the upwelling transport within the CCS be-
cause it affects a much larger surface area (Pickett and Paduan,
2003; Rykaczewski and Checkley, 2008).

Another important feature of the annual production cycle in the SCCS
is its response to remote forcing by climatic patterns, one of themost sig-
nificant on interannual scales being the El Niño-Southern Oscillation
(ENSO) (Bograd and Lynn, 2001). Decreased biological productivity is
observed in the SCCS during El Niño events, generally with an opposite
response during La Niña conditions (Chavez et al., 1998). An additional
potentially influential climatic oscillation in the region is the North
Pacific Gyre Oscillation (NPGO) described by Di Lorenzo et al. (2008).
This climatic pattern emerges as the 2nd dominant mode of sea surface
height variability in the Northeast Pacific and is well correlated with up-
welling intensity and primary production along the California coast.

With >60 years of time-series sampling in the SCCS, the California
Cooperative Oceanic Fisheries Investigations (CalCOFI) provide a rich
data set for understanding seasonal patterns and long-term trends in
the region (Bograd et al., 2003; Lavaniegos and Ohman, 2007). Here,
we attempt to synthesize the data using a coupled physical-
Fig. 1. The Southern California Current System. Black dots are the CalCOFI grid stations.
Encircled stations are used for climatological comparison. Black cross show the location
of the coastal upwelling index (CUI) estimate, and gray stars are the positions where
wind-stress curl was calculated. The main circulation features are also shown schemat-
ically: the California Current (CC), the Ensenada Front (EF) and the Inshore Countercur-
rent (IC).
biological model (c.f., Riley, 1941). Simulating the small spatial scales,
rapid time-varying processes and strong mesoscale features of coastal
systems (e.g., Moisan et al., 2004) has progressed rapidly in the last
decade with the increase in computer technologies, improved
methods for computational fluid dynamics, improved knowledge of
ocean circulation and biogeochemical dynamics, and large increase
in availability of remotely sensed data for model forcing and valida-
tion (Moore et al., 2004).

Our approach to simulating these highly dynamic areas is to reduce
complexity to minimum levels by using integrative representations.
Thus, in the present work we simulate ecosystem dynamics of the
SCCS with a NPZD model using a time-dependent box model frame-
work of the surface ocean. Nutrient input to the modeled box is forced
by either coastal or wind-stress curl-driven upwelling. This box-model
physical framework has been applied successfully to simulate coastal
upwelling systems in previous studies (e.g., Ianson and Allen, 2002;
Olivieri and Chavez, 2000). Its simplicity greatly reduces the computa-
tional cost, allowing a more thorough analysis of the simulation results
and more extensive comparison with observational data.

The biogeochemical model is based on Fasham et al. (1990), which
was initially developed to simulate the seasonal cycle of nutrients and
primary production at Station S off Bermuda and includes a simplified
microbial loop represented by heterotrophic bacteria. This general
formulation has been used in many local, regional and basin-scale ap-
plications with considerable success (e.g., Fasham, 1995; Sarmiento
et al., 1993; Toggweiler and Carson, 1995).

In the present study, results of the model are compared to clima-
tological and actual values from the CalCOFI grid to evaluate (i) the
relative importance of upwelling processes (coastal versus wind-
stress curl) and (ii) the potential of this simple approach to predict
the conditions of the SCB under different climate scenarios, including
ENSO cycles and NPGO variations.
2. Material and methods

Our model is only time dependent, with a “virtual box” repre-
sented by mean parameter values of the upper 50 m water in the
SCB. The horizontal dimension of the box is approximately equal to
the internal Rossby radius of deformation in the area, calculated to
be around 10 km (e.g., Franks, 1992).

Two different sets of simulations are performed, one using coastal
upwelling forced by Ekman pumping and the other using wind-stress
curl-induced upwelling as the main external forcing to themodel (see
detailed description below). Each simulation represents 42 year peri-
od, from 1967 to 2008, the length of the available upwelling time-
series. Each simulation was initiated after a spin-up run of 10 years
i.e., the model was run during the first 10 years of the available up-
welling forcing using as initial values the mean of all model constitu-
ents for the region available in the literature. The ecosystem final
state after these 10 years run was used as the initial condition for
the 42-year run. Model equations were solved using the ode45 func-
tion in Matlab®, which adjusts the time step to ensure that the max-
imum difference between consecutive integrations is of order 10−6.
The output was collected and stored for each 14.4 minutes of simula-
tion, essentially breaking each day into 100 time steps.

We assume that the water input to the modeled box (computed as
described below) only contains nitrate, with the concentrations of all
other constituents of the ecosystem being zero. The upwelled water
with associated nutrients is considered to be immediately mixed
and homogeneously distributed throughout the entire box neglecting
any spatial heterogeneity. To conserve volume, an equal amount of
water to that introduced by upwelling leaves the modeled box at
each time step. This outflowing water has the characteristics of the
box waters, with identical concentrations of all constituents of the
ecosystem, both living and nonliving.
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2.1. Nutrient input to the modeled box

2.1.1. Coastal upwelling
Nutrient input from coastal upwelling is calculated from the

California Upwelling Index (CUI), which gives offshore (positive) or on-
shore (negative) estimates of water transport (m3/s) integrated over
100 m of shoreline. CUI values, calculated at 15 locations along the
western American coast by the Pacific Fisheries Environmental
Laboratory (PFEL), were downloaded from the PFEL web database
(http://www.pfeg.noaa.gov/products/las.html). The time series repre-
sents the effect of the local geostrophic winds (e.g., Smith et al., 2001;
Wainwright et al., 2007) derived from six-hourly synoptic andmonthly
mean fields of surface atmospheric pressure. The pressure fields are
provided by the U.S. Navy Fleet Numerical Meteorological and Oceano-
graphic Center (www.fnmoc.navy.mil) at Monterey, California (Bakun,
1973). Details regarding the theory and methods used for these trans-
port estimates are given by Schwing et al. (1996). The different
temporal resolutions of the CUI time-series available from PFEL range
from 6-hourly data to monthly integrated values.

For the present work, both daily and monthly CUI data from 33°N
(black cross in Fig. 1) were used to quantify the effects of the different
forcing resolutions on the model's behavior. Both time series were ad-
justed to give the same integrated amount of water input over the 42-
year simulations. Also, to determine if both upwelling time series were
equivalent from a statistical point of view, a Singular Spectral Analysis
was applied following the protocols described by Macías et al. (2007).

The combination of the CUI values and the Rossby radius of defor-
mation described above gave vertical velocities ranging from −1
(downwelling) to 7 m d−1, which fall within the range of values of
1–10 m d−1 for coastal upwelling systems (Smith, 1968).

To calculate nutrient inputs, the flux values of the CUIweremultiplied
by the nitrate concentration at 60 m (e.g., Castro et al., 2002) using the
mean value of 9 μM reported for the near-shore area by Mantyla et al.
(2008). As noted above, the nutrient input was considered to be immedi-
ately mixed into the system, neglecting spatial heterogeneity.

To test whether the CUI estimates at 33°N could be considered
representative of the SCCS region, a correlation analysis was done
with all the CUI time series available, from 21°N to 60°N (not
shown). As expected, the correlations diminished with distance
both north and south of the study location (33°N). However, the cor-
relation coefficient was above 0.7 for the SCCS (from 30°N to 36°N),
meaning that the selected CUI adequately represented the coastal up-
welling index for the entire SCCS region.
2.1.2. Wind-stress curl-driven upwelling
Wind-stress data were downloaded from the PFEL web site as a

reanalysis of the National Centers for Environmental Prediction
(NCEP) surface wind fields (base period 1967–2008; horizontal
resolution of 2.5°; (Kistler et al., 2001). Monthly data (in Newtons
m−2) were taken from 1967 to 2008 at 20 locations between
22.5°N and 32.5°N and 120°W and 127.5°W. These data were
used to compute the associated wind-stress curl along three longi-
tudinal lines (located at 120°W, 122.5°W, 125°W, and 127.5°W
from 27.5°N to 32.5°N) by computing the horizontal divergence/
convergence between nearby positions in the grid. Horizontal di-
vergence was assumed to be compensated by vertical ascent of
deep waters to conserve mass. The wind-curl time series were
nearly identical in the three most offshore lines, so the one located
at 122.5°W (gray stars in Fig. 1) was selected as representative of
this outer region. In contrast, wind-stress curl on the inner line
(at 120°W) was predominantly associated with downwelling dur-
ing the entire available time-series (not shown).

As discussed further below, the coarse resolution in space and
time of this wind dataset will likely lead to underestimation of the as-
sociated wind-stress curl; however, it is the longest available record
of wind forcing in the region and the only one comparable (in dura-
tion) to the coastal CUI.

Mean nitrate concentration at 60 m from the outer stations of the
CalCOFI lines (mean=3 μM, SD=2.84) was used as the deep concen-
tration entrained by thewind-stress curl. The nitratefluxwas, calculated
by multiplying the vertical water velocity computed by the wind-stress
curl times this deep nitrate concentration. This nutrient input was as-
sumed to be homogeneously mixed within the simulated box.

2.2. Sea surface temperature (SST) and light

The other external forcings to the model were the annual cycles of
SST and incident light. SST data were obtained from the World Ocean
Atlas 2001 (WOA01), which provides a time series of monthly tempera-
tures from 1950 to 2001. However, this time series is not complete, nor
does it cover the entire simulation time (which ends in 2008). Missing
values within the series were replaced by the climatological values for
themissingmonths (i.e., themonthlymean values from the time series).

The astronomical equations proposed by Brock (1981) and the
cloud cover model by Smith and Dobson (1984) were used to com-
pute sea surface irradiance (Io) using the time of year, latitude and
cloud cover (set at a fixed mean value of 3 oktas).

2.3. Ecosystem model

The ecosystem model used is a simple, N-based, NPZD model as
originally designed by Fasham et al. (1990), with refinements in the
formulations of some processes and parameters (see Table 1 and
Appendix 1). The equations for the seven different components of
the model include phytoplankton (Eqs. (A.1) to (A.10)), zooplankton
(Eqs. (A.11) to (A.15)), bacteria (Eqs. (A.16) to (A.20)), detritus
(Eqs. (A.21) and (A.22)), nitrate (Eq. (A.23)), ammonium (Eq. (A.24))
and dissolved organic nitrogen (DON) (Eq. (A.25)).

For phytoplankton, the main modification of the Fasham et al.
(1990) model was for maximum growth rate, which was fixed in
the original model and here is temperature dependent (Eq. (A.3)).
Temperature-dependence of phytoplankton maximum growth rate
was implemented as a modification of Eppley et al. (1969), to align
with field measured rates (Landry et al., 2009) by dividing calculated
rates from the original relationship by 3.7, as shown in Eq. (A.3).

For zooplankton, the main modifications were in the grazing and
mortality expressions. For grazing, a density-dependent Holling
Type III expression was used to modulate the maximum rate of zoo-
plankton consumption of phytoplankton, bacteria and detritus
(Eqs. (A.7), (A.12) and (A.13); e.g., Fasham, 1995; Fennel et al.,
2006). Mortality was expressed by two Eqs. (A.14) and (A.15), one
representing the natural mortality rate (Eq. (A.14)) and the other
(Eq. (A.15)) accounting for a “predation mortality” which acts as a
model closure (following Olivieri and Chavez, 2000; c.f. Ohman and
Hirche, 2001). For the rest of the model's constituents, the expres-
sions used were the same as developed by Fasham et al. (1990).

2.4. Field data

The spatial domain, and certain measurements and techniques of
the CalCOFI cruises have changed with time (Bograd et al., 2003). In
our simulation region, however, at least five lines have been sampled
consistently during the entire time-series: lines 80.0, 83.3, 86.7, 90.0
and 93.3 (transects in Fig. 1). To compare with model results, we
used field data from a set of 14 stations distributed along those five
lines (encircled stations in Fig. 1) to average over north–south and
offshore-inshore variability of the SCCS.

Hydrographic data were downloaded from http://www.calcofi.
org/data/btldata.html. Routine CalCOFI station occupations since
April 1993 have deployed a SeaBird CTD instrument with a 24-place
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Table 1
Model variables and parameter values.

Symbol Name Value Source

P Phytoplankton state variable State variable
Z Zooplankton state variable State variable
B Bacteria state variable State variable
D Detritus state variable State variable
Nn Nitrate State variable
Nr Ammonia State variable
Nd DON State variable
Ω Fraction of primary production exuded as DON 0.05 Fasham et al., 1990
λ PAR fraction of solar radiation 0.43 Fasham et al., 1990
a Air-sea albedo 0.05 Fasham et al., 1993
oktas Clould cover (0–8) Default: 3 Standard value
kw Attenuation coefficient of water 0.04 m−1 Fasham et al., 1990
I0 Incident light 1000 (W/m2) Standard value
Depth Depth of the modeled box 50 (m) Standard value
Vp Phytoplankton maximum growing rate Temperature dependent (d−1) Eppley, 1972 (scaled to Landry et al., 2009
α Initial slope of P-I curve 0.05 (Wm−2)−1 d−1 Fasham et al., 1993
k1 Half saturation constant for nitrate uptake 0.5 mMol N m−3 Fasham et al., 1990
k2 Half saturation constant for ammonium uptake 0.5 mMol N m−3 Gruber et al., 2006
mu1 Maximum phytoplankton mortality rate 0.024 d−1 Gruber et al., 2006
kc Self-shading coefficient 0.03 m2 (mMol N)−1 Fasham et al., 1990
γ Fraction of PP exuded as DON 0.05 Fasham et al., 1990
psi Nitrate uptake inhibition (by ammonium) 1.5 (mMol N)−1 Fasham et al., 1990
g Maximum zooplankton ingestion rate 0.6 d−1 Fennel et al., 2006
β Zooplankton ingestion efficiency 0.75 Fasham et al., 1990
mu2 Zooplankton maximum excretion rate 0.1 d−1 Fasham et al., 1990
mu5 Zooplankton maximum mortality rate due to consumption 0.05 (mMol N m−3)−1 d−1 Olivieri and Chavez, 2000
k3 Zooplankton ingestion half saturation constant 3.0 (mMol N m−3) Olivieri and Chavez, 2000
δ Fraction of zoop. losses to DON 0.2 Fasham et al., 1993
Vb Bacterial maximum growth rate 2.0 d−1 Fasham et al., 1990
mu3 Bacterial maximum loss rate 0.05 d−1 Fasham et al., 1990
k4 Bacterial uptake half saturation constant 0.5 mMol N m−3 Fasham et al., 1990
nu DON:ammonium uptake ratio 0.6 Fasham et al., 1990
mu4 Detritus maximum breakdown rate 0.05 d−1 Fasham et al., 1990
SD Detritus sinking rate 5 m d−1 Fasham et al., 1990
k5 Half saturation constant of phytoplankton mortality 0.2 (mMol N m−3) Popova et al., 1997
p1 Zooplankton preference for phytoplankton 0.5 Fasham et al., 1990
p2 Zooplankton preference for bacteria 0.25 Fasham et al., 1990
p3 Zooplankton preference for detritus 0.25 Fasham et al., 1990
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rosette of 10-L PVC Niskin bottles. Casts were routinely made to
525 m depth, bottom depth permitting.

Dissolved silicic acid, phosphate, nitrate and nitrite concentrations
were determined at sea using an automated analyzer (Atlas et al.,
1971), following procedures similar to those described in Gordon et al.
(1993). Samples for fluorimetric determination of chlorophyll-a (Chla)
and phaeopigment concentrations were taken only in the upper 200 m.
Further details of the standard sampling and analytical procedures,
along with all data and derived variables, can be found in the CalCOFI
data report series (e.g., Scripps Institution of Oceanography, 2002). For
model testing, we used basic information of physical (i.e., temperature)
andbiogeochemical (i.e., nitrate and chlorophyll concentrations) proper-
ties from the 0–50 m depth range at each sampling station.

Since phytoplankton biomass was estimated from extracted Chla, a
N:Chla conversion ratio was needed to compare with themodel results.
This ratio varies naturally by nearly one order of magnitude, depending
mainly on light and nutrient availability (e.g. Geider et al., 1998). Since
the study region is a coastal areawithmoderately high nutrient concen-
trations (at least during certain seasons), a N:Chla ratio of 5 (mg/mg)
was chosen. This is within the range reported for eutrophic (Laws and
Bannister, 1980; Osborne and Geider, 1986) or coastal environments
(Fennel et al., 2006) and is also within the range used by Gruber et al.
(2006) for central California and close to the upper limit of Chla:C
ratio reported by Li et al. (2010) for Point Conception (assuming a Red-
field C:N ratio). Li et al. (2010) found a progressive onshore-to-offshore
decrease of the Chla:C ratio. The N:C ratio of phytoplankton would also
be expected to decrease with nutrient limitation in the offshore oligo-
trophic waters. Given the compensatory effects of these trends on N:
Chla ratios, here we used the constant ratio (=5) for simplicity and to
avoid uncertainties associated to the C:N conversion.

Zooplankton data were more difficult to obtain in a format directly
comparable to the model output (N concentration). This information
is usually available as numerical abundance or, more commonly, as
bulk biomass (e.g., displacement volume). However, Lavaniegos and
Ohman (2007) provide basic information for calculating carbon con-
tents of meso- and macrozooplankton in the SCCS based on detailed
taxonomic analyses. We use their data from at least two complete an-
nual cycles, corresponding to the cold and warm phases of the PDO, to
generate a mean annual cycle in nitrogen units, applying the Redfield
ratio (Redfield, 1934) to the carbon data. This climatologic year is the
one used to compare with the model simulations.

However, this annual cycle is constructed using data from only two
years (see Fig. 14 in Lavaniegos and Ohman, 2007). In order to confirm
whether the annual cycle described in their data was a consistent fea-
ture in time, we also used macrozooplankton (>505 μm) displacement
volume (DV) from CalCOFI cruises (http://oceaninformatics.ucsd.edu/
datazoo/data/). Data from nighttime net tows (19:00 to 06:00) collect-
ed from 1969 to 2008 on the southernmost 5 lines of the CalCOFI grid
(Fig. 1) were transformed into ash free drymass (AFDM) using the con-
version factors reported by Ohman and Wilkinson (1989). This AFDM
was then transformed assuming that 45% was C (Ohman, pers.
comm.) and converted to N using the Redfield ratio (Redfield, 1934).

Direct comparison of DV-derived biomass and those computed from
the Lavaniegos andOhman (2007) relationship yields a high correlation
coefficient (r>0.8) and a slope close to one (m=0.7). This suggests that
the annual cycle of zooplankton biomass is coherent throughout the

http://oceaninformatics.ucsd.edu/datazoo/data/
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time series. However the DV-derived data should not be used for direct
comparisonwith themodel results due to a shift in community compo-
sition (mainly a long-termdecline in pelagic tunicates) that affected the
biovolume:carbon ratio (Lavaniegos and Ohman, 2007).
2.5. Model-data comparison

We ran themodel forcedwith the 42 available years of wind-derived
upwelling (daily CUI, monthly CUI and wind-stress curl), creating three
time series of ecosystem response. From these time series, we generated
climatologic cycles of the different variables (N,P,Z).To comparewith the
three model runs, CalCOFI data at each station included in the compari-
son (Fig. 1) were used to calculate the climatologic cycles for each loca-
tion. For the general comparison between model and data presented in
Fig. 4, all field data were merged into a unique time-series, creating a
common climatologic cycle of each variable for the entire SCCS.
3. Results

3.1. Model results

3.1.1. Coastal upwelling
Themodelwas run for the 42 years of available data of CUI (both daily

and monthly). To make both simulations comparable, both CUI time-
series were adjusted to provide exactly the same amount of upwelled
water during the simulation time (Table 2). Simulated phytoplankton
and zooplankton biomass induced by the daily and monthly CUI forcing
showed clear annual cycles of both trophic levels, with values peaking
in spring/summer and lower biomass during fall and winter (Fig. 2).
The shapes of the time series were similar for bothmonthly and daily up-
welling indices. The average outflow of P and Z biomass computed for
these two simulationswas 1.49% of the total biomasswithin themodeled
box with maximum values around 4% during spring (not shown).

In both cases, the total biomass of phytoplankton and zooplankton
was dependent on the total input of nutrients forced by upwelling.
The greater the flux of nutrient to the euphotic layer, the larger the bio-
mass concentration. However, despite the similarities of the results
obtained with the two upwelling estimates, there were significant (t-
test, pb0.01) differences in the total biomass obtained with the two
forcings (Table 3). On average, summed phytoplankton and zooplank-
ton biomass was 6.5% higher in simulations forced by the daily CUI, al-
though total nutrient input was exactly the same in both simulations.
3.1.2. Wind-stress-curl upwelling
Simulations performed with upwelling induced from wind-stress

curl do not show an annual cycle each year (Fig. 3). However, when
peaks in phytoplankton and zooplankton biomass occurred, they
were generally during spring/early summer, sometimes with second-
ary maxima during fall. It is also noteworthy that biomass concentra-
tion was only an order of magnitude smaller for upwelling driven by
wind stress curl compared to that generated from coastal upwelling
(Figs. 2 and 3), while water flux (and nutrients) into the modeled
box are between 4 and 3 times lower (Table 2).
Table 2
Integrated values mean and standard deviation of the fluxes into the modeled box cal-
culated for the three different upwelling indexes.

Total flux
(m3)

Mean flux
(m3 s−1)

Standard deviation
(m3 s−1)

Daily CUI 1.14*1011 86.13 85.47
Monthly CUI 1.14*1011 84.14 68.40
Wind-stress
curl

3.202*107 0.097 0.0778
3.2. Model-field data comparison

3.2.1. Climatological cycles
Pooled data from the different stations in the SCCS (encircled sta-

tions in Fig. 1) were used to compute climatological values of the differ-
ent variables during the simulation period (black dots in Fig. 4). The
obvious pattern observed in these climatological-pooled data was a
phytoplankton bloom in spring following the increase in the upwelling
intensity and surface nitrate concentration. A few weeks later, there
was a corresponding increase of zooplankton biomass,which contribut-
ed (along with nutrient depletion) to the decline of the phytoplankton
bloom. A secondary phytoplankton bloom can be seen in June/July,
when zooplankton biomass declined and nutrient concentrations
again supported net positive growth of the phytoplankton community.

Climatologic trends are well reproduced by the model for nitrate,
phytoplankton and zooplankton when CUI (solid black and gray
lines in Fig. 4) forced the rate of external nutrient supply to the sys-
tem (see insets in Fig. 4A, B and C). The slopes of the linear regres-
sions between the model estimates and data values were close to
1.0 (m=0.68–0.88 in all cases, except for nitrate computed with the
monthly CUI which has m=0.4). It is also noteworthy that the corre-
lation coefficient was usually higher (r=0.87 for nitrate; r=0.81 for
phytoplankton and r=0.87 for zooplankton) and more significant
(pb0.01) when the model was forced by daily CUI (black line) com-
pared to the monthly CUI values (gray line).

The most obvious mismatch between the climatological cycles of
data and model occurred for the summer/fall values of zooplankton
biomass (Fig. 4c). The data show a sharp decline in zooplankton bio-
mass in mid-summer, with low biomass remaining through the end
of the year while predicted values almost double the observed in
the second half of the year and are well outside the confidence inter-
vals calculated for the field data.

Wind-stress curl-driven upwelling in the model forced a much
smaller flux of nitrate into the upper layer than coastal upwelling
(Fig. 4a), but the shape of the climatological cycle was quite similar to
the one presented by the pooled data. As noted, planktonic biomass
(both phytoplankton and zooplankton) simulated using only the
wind-stress curl upwelling was at least one order of magnitude lower
than the observations (Fig. 4b and c). However, the general shapes of
the climatological cycles were still similar to those observed in the
data, with higher values in spring and low the rest of the year. In this
case, the correlation coefficients of the regressions between observa-
tions and simulations were lower than with the CUI (insets in Fig. 4),
and the slopes of those regressions were much smaller than 1
(m=0.001 for phytoplankton and m=0.0003 for zooplankton).

It is also possible to compare climatological cycles at each station
of the CalCOFI grid with those predicted by the different model runs
(Fig. 5). In Fig. 5, only those correlation coefficients corresponding
to statistically significant (pb0.01) slopes above 0.4 are included, as
the model needs not only to reproduce the temporal behavior
(given by the r2) but also the range of values (represented by the
slope). Background gray levels in this figure correspond to the r2

values while isopleths represent the slopes of the linear fits between
model and data. It is clear that maximum correlation values occur at
the coastal stations where the slope values are closer to one in the
simulation forced by daily CUI.

For the model forced by upwelling associated with the wind-stress
curl (lower panels of Fig. 5), higher correlations in terms of r2 and m
were found in the southwestern regions of the CalCOFI grid, present-
ing an almost complementary distribution with respect to the pattern
for CUI forcing.

3.2.2. Interannual variability
To compare themodel phytoplankton output to the observed phyto-

plankton data, three different time windows were selected during pe-
riods representing different climatic conditions. The first window was



Fig. 2. Time series of phytoplankton (black line) and zooplankton (gray line) N biomass during 42 years of model simulation (upper panel) and during a central decade (lower
panel) based on forcing by daily CUI (left graphs) and monthly CUI (right graphs).
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2000–2004, characterized by the absence of important disturbances of
the system (such as major El Niño events) and positive values of the
NPGO (Fig. 6 left panels). The spatial distributions of r2 during these
‘neutral’ years were similar to those observed with the climatological
cycles (compare Figs. 5 and 6), with the CUI better simulating the
inner part of the SCCS while the wind-stress curl-induced upwelling
better represents the offshore region. It is also noteworthy that squared
correlation coefficients for the actual data (Fig. 6) were roughly half the
values obtained when compared with the climatological cycles (Fig. 5).

A second time window, 1995–1999, included one of the most en-
ergetic ENSO events of the last decades and still positive values of the
NPGO. Substantial differences relative to the neutral years are evi-
dent, as correlation coefficients dropped below 0.1 for all stations
for both types of upwelling forcing.

A final comparison was made using the 1993–1994 years as repre-
sentative of the negative phase of the NPGO and with no El Niño per-
turbation (right panels of Fig. 6). The distributions of the correlation
values were quite similar to those observed in the climatological com-
parison (Fig. 5) and during 2000–2004 (left panels of Fig. 6). The ab-
solute values of r2 were low due to the small number of observations
available during 1993–1994.
Table 3
Integrated values (over time) of phyto- and zooplankton biomass (mg N/m3) using the
daily and monthly CUI. % Differences are computed as 100*(daily−monthly)/daily.

CUI series Σ Phytoplankton biomass Σ Zooplankton biomass Σ Total biomass

Daily 4.28*105 3.25*105 7.53*105

Monthly 4.06*105 2.97*105 7.07*105

Difference 5.14% 8.61% 6.11%
4. Discussion

A very simple physical-biologicalmodel is able to simulate with rea-
sonable statistical significance the climatological behavior of a complex
ecosystem such as the SCCS. This is true for both nutrient and phyto-
plankton, as well as for zooplankton biomass, which tends to be more
difficult to reproduce in models. However, some key modifications
had to be made to the model to achieve good model-data comparisons.

4.1. Modifications to the model

The modifications to the original model structure focused on two
main aspects: the effect of temperature on phytoplankton growth
rate, and the formulation of the grazing and mortality terms of the
zooplankton.

4.1.1. Temperature effect on phytoplankton growth
Therewere significant differences inmodel behaviorswhen using the

original Eppley function for the temperature response of phytoplankton
growth, as opposed to the scaled response developed here from data of
Landry et al. (2009). The differencesweremainly in the amount of nitro-
gen in the modeled box. When the original function was used, the aver-
age amount of free nitrate in the model was considerably lower than
observed (difference of one order of magnitude) due to the much more
rapid uptake by phytoplankton. When the growth rate was scaled to
the experimentally measured values, the amount of nitrate was much
closer to the data (Fig. 4a). Phytoplankton and zooplankton biomass
were not greatly affected, remaining close to values in field data inde-
pendent of the phytoplankton growth expression used. It is quite clear

image of Fig.�2


Fig. 3. Time series of phytoplankton (black line) and zooplankton (gray line) N biomass
during 42 years of model simulation (upper panel) and during a central decade (lower
panel) based on forcing by the wind stress curl.
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that, at least for the SCCS, the use of field-derived estimates of phyto-
plankton growth rates is fundamental to obtaining an adequate repre-
sentation of nitrate concentration in the surface layer.

However, even with the modification of the phytoplankton
growth rate, climatological values of modeled nitrate were lower
(5% for daily CUI and 35% for monthly CUI) than the observed concen-
trations (Fig. 4a). One of the likely reasons for these discrepancies is
the highly simplified model structure which only consider a single
phytoplankton type, do not include iron limitation (which is com-
monly observed in the field; Hopkinson and Barbeau, 2008; King
and Barbeau, 2007), and has only a basic expression for ammonium
competition. Boundaries conditions for model simulations (cloud
cover, deep nutrient concentration and wind forcing resolution)
could also be part of the reasons for the observed discrepancies.
4.1.2. Zooplankton cycles
Previous work by Gruber et al. (2006) has shown that better rep-

resentations of plankton observations in the Monterey Bay coastal re-
gion were achieved when grazing parameter values and the mortality
formulation of the zooplankton compartment in Fasham et al. (1990)
were modified. The zooplankton community in the SCCS is very dif-
ferent from that in the Central North Atlantic for which the original
model was developed, and the original zooplankton mortality func-
tion gave unrealistic cyclical behavior under nutrient-rich conditions
(Steele and Henderson, 1992). Here, the mortality function was chan-
ged to a squared expression (Eq. (A.15)), as recommended by Steele
and Henderson (1981) and as used by Fasham (1995) and
McGillicuddy et al. (1995) for the same purpose. Ohman and Hirche
(2001) provided field evidence supporting this density-dependent
mortality of zooplankton. In addition, the grazing expressions
(Eqs. (A.7), (A.12) and (A.13)) were changed to a Holling-type III
functional response as proposed by Olivieri and Chavez (2000) for
the northern CCS. Introducing these model refinements eliminated
the limit cycles from the model simulations and improved the fit
with the observations, giving further support to their necessity
when modeling coastal environments, at least in the CCE region.

With thesemodifications, themagnitude and timing of the zooplank-
ton bloomswere fairly well reproduced by themodel although large dif-
ferences between model and observation were observed at the end of
summer and through the fall (Fig. 4c). This can likely be attributed to a
shift in zooplankton community size structure, which is not adequately
represented in the field data. Lavaniegos and Ohman (2007) only identi-
fied zooplankton individuals larger than 0.5 mm for constructing the an-
nual zooplankton cycles used for comparison with the model
simulations. Larger organisms typically dominate biomass during the
first half of the year, feeding on larger phytoplankton taxa, which are
more abundant during the bloom phase (Vargas et al., 2007). During
post-bloom, oligotrophic conditions, however, small phytoplankton are
expected to increase in relative abundance as a food source (Agawin
et al., 2000; Calbet, 2001; Echevarria et al., 2009; Takahashi et al.,
1975), forcing a shift in the zooplankton assemblage toward species of
smaller size (Lochte et al., 1993; Sieracki et al., 1993; Steele and Frost,
1977; Vargas et al., 2007). These smaller animals are not included in
the field data analysis by Lavaniegos and Ohman (2007), explaining in
part why zooplankton biomass estimates in this data set dropped so
drastically after the phytoplankton bloom period (Fig. 4 C).

The hypothesis is supported by microzooplankton biomass data ac-
quired in April 2006, May 2007 and November 2008 offshore of Point
Conception during the process cruises of the CCE-LTER Program (http://
cce.lternet.edu/; Ohman, unpubl.; Landry, unpubl.). Comparing micro-
zooplankton to macrozooplankton biomass, the ratio of micro:macro al-
most doubles between the bloom (April-May) and the non-bloom
seasons (November), indicating the enhanced biomass contribution and
role of smaller organisms during the second half of the year (Table 4).

In contrast to the field data, the modeled zooplankton compartment
can be regarded as a closure term which includes parameterizations of
both large and small forms, the latter feeding not only on phytoplank-
ton but also on bacteria and detritus (see formulae in Appendix 1).
The model may therefore more accurately represent total zooplankton
biomass throughout the year independent of its size structure. During
the bloomperiod, the goodfit between themodel and data is consistent
with observations that the bulk zooplankton biomass is dominated by
large species, while the larger simulated than observed biomass in the
second half of the year is likely due to the underrepresentation of the
smaller size classes in the field data.

4.2. Monthly vs. daily forcing

Differences in the model responses to forcing by the daily versus
monthly time series of the CUI provide insight into the effect of
high-frequency variability in wind stress on system response. SSA an-
alyses indicate that both CUI forcings are composed of three basic sig-
nals: annual, semiannual and a low-frequency signal. These signals
are exactly the same in the monthly and daily CUI time series, and
the sum of the three components gives reconstructions that are also
identical for both time series (same amplitude and frequency). The
major difference between the reconstructed signals is that the three
components represent nearly 93% of total variability for the monthly
time series, but only 55% of total variability for the daily data. This
means that the high-frequency variability contains about 45% of the
energy of the daily series, but only 7% of the monthly values.

Using CUI forcing with daily variability yielded 4.9% higher phy-
toplankton biomass and 8.5% higher zooplankton biomass than the
simulation forced by monthly CUI (Table 3). Daily forcing also gave

http://cce.lternet.edu/
http://cce.lternet.edu/
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Fig. 4. Comparisons of climatological cycles of nitrate (a), phytoplankton biomass (b)
and zooplankton biomass (c) in the observational data (black dots) and in the model
forced by daily CUI (solid black line), monthly CUI (solid gray line) and wind curl
(dashed black line). Insets in each figure show scatter plots between observations
and model results: daily CUI (gray circles), monthly CUI (gray squares) and wind stress
curl (black triangles).
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the best fit to the field data (Fig. 4). This is consistent with the re-
sults of Gruber et al. (2006), who speculated that their model
underestimated system chlorophyll because they used monthly
means for the external forcing (upwelling and wind intensities), there-
bymissing the short-termvariations typical of upwelling environments.
Furthermore, Veneziani et al. (2009) found that realistic surface forcing
was necessary to adequately represent the hydrographic spatial struc-
ture and temporal dynamics of the coastal CC region. This has also
been suggested by Macías et al. (2010), who showed that the temporal
dynamics of nutrient input can affect the total biomass produced by
their effect on the matching of production-consumption cycles.
Yokomizo et al. (2010) used a conveyor-belt 1D model of the Cal-
ifornia coast, showing that short-scale interruptions of upwelling
allowed more time for nutrient uptake to occur on the shelf, increas-
ing the associated primary production in the region. The same expla-
nation may be applied to our model even if space is not explicitly
included. In our simulations, short-scale disruptions of the upwelling
(including in the daily CUI data) also represent interruptions of the
outflow from the modeled box (see model set-up description in
M&M), thereby increasing the residence time of the water within
this box. This should allow for more efficient nutrient incorporation
and biomass accumulation than when those interruptions are elimi-
nated from the CUI time-series (as in the monthly data).

4.3. Coastal upwelling vs. wind-stress curl-driven upwelling

How different processes contribute to the dynamics of the pelagic
ecosystem in the SCCS is not entirely established. Early authors have
viewed the inverse relationship between phytoplankton standing
stock and the depth of the nitracline as an indication that regional pri-
mary production is largely determined by vertical advection andmixing
of nitrate to the euphotic zone (Eppley andHolm-Hansen, 1986; Eppley
et al., 1990; see also Aksnes et al., 2007). Our results tend to support this
perspective, suggesting that the dynamics of the pelagic ecosystem are
mainly driven by the magnitude and strength of coastal upwelling.
However, coastal upwelling only can regulate the nitrate delivery that
underlies phytoplankton and zooplankton dynamics in the northeast-
ern coastal region of the bight, not in the offshore areas (Fig. 5).

More recent observations have found no correlations between ei-
ther remotely sensed chlorophyll data (Legaard and Thomas, 2006;
Santoro et al., 2010) or in situ chlorophyll measurements (Kim et al.,
2009) and local winds or SST. This has led to the alternative view that
coastal upwelling is not the dominant forcing mechanism in the SCCS.
However, production in the deeper euphotic zone (invisible to satel-
lites) could be responsible for much of the wind-forced variability in
primary and secondary production in the region, leading to the lack of
correlation between wind and satellite-derived production estimations
reported previously. Similarly, the in situ chlorophyll data used by Kim
et al. (2009) to compare with wind forcing were from the Scripps Pier,
an extremely shallow nearshore location more likely affected by local
tidal dynamics, swell and other processes than by regional winds.

Although much weaker than coastal upwelling on an areal basis,
upwelling induced by wind-stress curl is a potentially important
source of nutrients to offshore surface waters, which comprise a
large area of the SCCS (Rykaczewski and Checkley, 2008). The present
model suggests that the amount of nutrients introduced into the sur-
face layer (and consequently the induced phytoplankton and zoo-
plankton biomass) by the wind curl is roughly one tenth that of
coastal upwelling (Fig. 4), in good agreement with some previous re-
ports (e.g., Schwing et al., 1996). This is, however, a likely underesti-
mate of the importance of wind-curl upwelling because we forced the
model with winds that were very coarsely resolved in space and time.
Recent estimates of wind-stress curl-induced upwelling based on
high-resolution winds (Pickett and Paduan, 2003) and mooring data
(Dever et al., 2006) have shown that it could be similar in magnitude
to the coastal upwelling in some regions of the CC.

Despite the low absolute value of wind-stress curl-induced up-
welling in our model, we observe a clear seasonality corresponding
to the spring intensification of winds in the region (Mendelssohn
and Schwing, 2002; Murphree et al., 2003). This intensification is in
phase with changes in coastal upwelling (Fig. 4), with both mecha-
nisms working in synchrony to bring nutrients to the surface layer.

4.4. Interannual variability and remote forcing

The model implementation allowed exploration of the mean or cli-
matological state of the system and how the ecosystem responds to
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Fig. 5. Spatial patterns of correlation coefficients (background shading) and regression slopes (isopleths) between observed and modeled nitrate concentrations (left panels) and
observed and modeled phytoplankton biomass (right panels). Upper panels are for comparisons to the model forced by daily CUI, and lower panels for wind stress curl-driven up-
welling simulations.
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isolated periods of perturbed forcing (Fig. 6). While themodel was able
to reproduce system behavior in the absence of major climatic pertur-
bations (left panels Fig. 6), it was no able to replicate observed ecosys-
tem responses to strong El Niño events such as seen during
1997–1998 (Bograd and Lynn, 2001) when most of the correlation be-
tween model and data disappeared (central panel of Fig. 6). An impor-
tant effects of El Niño events in the region is the northward propagation
of Kelvinwaves from the equator, which lead towarmer and saltier wa-
ters in the coastal area off California (Enfield andAllen, 1980; Huyer and
Smith, 1985). During 1997–1998, these waves deepened the thermo-
cline (and nitracline) and raised sea level along the North American
coast, resulting in decreased primary production and the lowest chloro-
phyll concentrations on record (Chavez et al., 1998, 1999; Kahru and
Mitchell, 2000). This was followed by a period of increased cross-
shore gradients in dynamic height, a significant shoaling of the nitra-
cline, and a dramatic rebound in primary and secondary production,
leading to the most extensive phytoplankton bloom ever observed in
the equatorial Pacific (Chavez et al., 1999). These observations indicate
that marine productivity can be controlled by large-scale remote forc-
ing. The 0-D model implemented here with a constant 60 m base to
the upper mixed layer cannot account for changing nutricline depths
as occurred during the El Nino. Thus, it is not surprising that the ecosys-
tem in the model did not respond as it did in situ.

In contrast to ENSO, themodel-data correlations are not strongly af-
fected by shifts in sign of the NPGO. The correlation distributions are, in
fact, quite similar during the positive and negative phases of this climat-
ic index (right and left panels of Fig. 6). However, maximum phyto-
plankton biomass predicted by the model during the negative phase
of the NPGO are on average 24% lower than those during positive
phase, corresponding to a weakening of coastal upwelling intensity.
As pointed out by Di Lorenzo et al. (2008), the NPGO is highly corre-
lated with upwelling intensity and primary production in the CCE. Thus
changes in the NPGO may already be included in the CUI fluctuations
that force themodel. Indeed, CUI values were significantly higher during
the positive NPGO period (t-test, p-valueb0.001). The fact that the
model demonstrates equal skill in predicting biomass patterns during
negative and positive phases of this climatic index (Fig. 6) seems to con-
firm that control of primary production by the NPGO cycles is mainly
done throughmodification of the intensity of upwelling favorablewinds.

5. Conclusions

We have presented a simple wind-forced physical-biological
model that gives statistically significant simulations of the basic an-
nual cycles of nitrate, phyto- and zooplankton in the Southern Cal-
ifornia Current ecosystem. Scaling the phytoplankton growth rate
parameterization to experimentally measured field rates markedly
improved the model's representation of nitrate concentration.
Forcing the model with daily variability in upwelling favorable
winds (CUI) also enhanced the fit between simulations and data
relative to monthly mean wind forcing, demonstrating the impor-
tance of high-frequency wind variability in modulating the system
dynamics. Upwelling due to wind-stress curl induced one order of
magnitude less biomass than did coastal upwelling. However,
wind-stress curl-induced upwelling was likely underestimated in
the model due to poor resolution of the wind gradients. Important-
ly, wind-stress curl upwelling occurred synchronously with coastal
upwelling, extending nutrient enrichment to the offshore. Finally,
the model indicated that NPGO remote forcing of production pat-
terns occurs through modifications of upwelling activity, by
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Fig. 6. Distributions of correlation coefficients comparing phytoplankton observations and simulations during ‘neutral’ years (2000–2004, left panels), ‘El Niño’ years (1995–1999,
central panels) and negative NPGO years (1993–1994, left panels). Model forcing is by daily CUI (upper panels) and wind-curl upwelling (lower panels).

Table 4
Ratio microzooplankton:macrozooplankton biomass in the different CCE-LTER process
cruises offshore of Point Conception.

Cruise name Date Micro:Macro

LTER-P0704 April 2007 1.01
LTER -P0605 May 2006 1.34
LTER-P0810 October 2008 2.47
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affecting the intensity of the along-shore winds, while El Niño ef-
fects are more related to changes in surface water mass properties,
some of which are caused by remote forcing not considered by this
model. Consequently, NPGO effects are well represented in the
wind-forced model, but the model does a poor job when simulating
the effects of ENSO perturbations.
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Appendix 1. Biogeochemical model equations

Phytoplankton:

dP
dt

¼ 1−Ωð Þ � J � Q � Pð Þ−G1−m1Þ−P � f lux
Vt

� �
; ðA:1Þ

Where:

J ¼

 
log

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I0 � λð Þ2 � α2

q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vp2 þ I0 � λð Þ2 � α2

� �q� �
� Vp � α � I0 � λð Þð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

I0 � λð Þ2 � α2
q

� ðkw þ kc � Pð Þð Þ

−
log

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I0 � λð Þ2

q
� e− kwþ kc�Pð Þð Þ�Depthð Þ

� �
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vp2 þ I0 � λð Þ2 � α2 � e− kwþ kc�Pð Þð Þ�Depthð Þ2

� �r� �
� Vp � α � I0 � λð Þð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

I0 � λð Þ2 � α2
q

� ðkw þ kc � Pð Þð Þ

!
=Depth;

ðA:2Þ

Where:

Vp ¼ 1
3:7

� �
� 0:6 � 1:066T

� �� �
ðA:3Þ
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T in °C

Q ¼ Q1 þ Q2; ðA:4Þ
being:

Q1 ¼ Nn
e−psi�Nr

k1 þ Nnð Þ ; ðA:5Þ

and

Q2 ¼ Nr

k2 þ Nrð Þ ; ðA:6Þ

G1 ¼ g � Z � p1 � P2

k3 � F þ F2
; ðA:7Þ

being:

F ¼ p1 � Pð Þ þ p2 � Bð Þ þ p3 � Dð Þ; ðA:8Þ
and

F2 ¼ p1 � P2
� �

þ p2 � B2
� �

þ p3 � D2
� �

; ðA:9Þ

m1 ¼ mu1 �
P2

k5 þ Pð Þ ; ðA:10Þ

And flux refers to the incoming/outcoming water flux to the simulated box while Vt is the total volume of the simulated box.
Zooplankton:

dZ
dt

¼ β � G1 þ G2 þ G3ð Þ−m2−m5ð Þ−Z � f lux
Vt

� �
; ðA:11Þ

Where:
G1=defined above;

G2 ¼ g � Z � p2 � B2

k3 � F þ F2
; ðA:12Þ

G3 ¼ g � Z � p3 � D2

k3 � F þ F2
; ðA:13Þ

m2 ¼ mu2 � Z; ðA:14Þ

m5 ¼ mu5 � Z2; ðA:15Þ

Bacteria:

dB
dt

¼ U1 þ U2−G2−m3ð Þ−B � f lux
Vt

� �
; ðA:16Þ

Where:

U1 ¼ B � Vb � Nd
k4 þ Sþ Nd

; ðA:17Þ

U2 ¼ B � Vb � S
k4 þ Sþ Nd

; ðA:18Þ

being:

S ¼ min Nr;nu � Ndð Þ; ðA:19Þ

G2=defined above;

m3 ¼ mu3 � B; ðA:20Þ
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Detritus:

dD
dt

¼ 1−βð Þ � G1 þ G2ð Þ−β � G3−m4 þm1ð Þ−D � f lux
Vt

� �
� SD

Depth

� �
; ðA:21Þ

Where:

m4 ¼ mu4 � D; ðA:22Þ

And all other parameters have been described elsewhere.
Nitrate:

dNn
dt

¼ − J � Q1 � Pð Þ þ in�Nn−Nn
� �

� f lux
Vt

� �
; ðA:23Þ

Where:

in_Nn is the nitrate concentration in the incoming flux (i.e. the deep waters nitrate concentration).

Ammonium:

dNr
dt

¼ − J � Q2 � Pð Þ−U2 þm3 þ 1−δð Þ �m2−Nr � f lux
Vt

� �
; ðA:24Þ

Dissolved Organic Nitrogen (DON):

dNd
dt

¼ −U1 þ γ � J � Q � Pð Þ þm4 þ δ �m2ð Þ−Nd � f lux
Vt

� �
; ðA:25Þ
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