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Estimation of infection density and epidemic 
size of COVID‑19 using the back‑calculation 
algorithm
Yukun Liu1*†  , Jing Qin2†, Yan Fan3, Yong Zhou4, Dean A. Follmann2 and Chiung‑Yu Huang5

Abstract 

The novel coronavirus (COVID-19) is continuing its spread across the world, claiming more than 160,000 lives and sick‑
ening more than 2,400,000 people as of April 21, 2020. Early research has reported a basic reproduction number (R0) 
between 2.2 to 3.6, implying that the majority of the population is at risk of infection if no intervention measures were 
undertaken. The true size of the COVID-19 epidemic remains unknown, as a significant proportion of infected indi‑
viduals only exhibit mild symptoms or are even asymptomatic. A timely assessment of the evolving epidemic size is 
crucial for resource allocation and triage decisions. In this article, we modify the back-calculation algorithm to obtain 
a lower bound estimate of the number of COVID-19 infected persons in China in and outside the Hubei province. 
We estimate the infection density among infected and show that the drastic control measures enforced throughout 
China following the lockdown of Wuhan City effectively slowed down the spread of the disease in two weeks. We 
also investigate the COVID-19 epidemic size in South Korea and find a similar effect of its “test, trace, isolate, and treat” 
strategy. Our findings are expected to provide guidelines and enlightenment for surveillance and control activities of 
COVID-19 in other countries around the world.
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Introduction
In early December 2019, a cluster of pneumonia cases 
of unknown etiology was reported in Wuhan, a city 
of 11 million residents in central China. The Chinese 
Center for Disease Control and Prevention (China CDC) 
reported a novel coronavirus as the causative agent of this 
outbreak on January 9, 2020. To contain the spread of the 
virus, Wuhan, the epicenter of the coronavirus epidemic, 
has been placed in lockdown since January 23, 2020. The 
order was later expanded to the entire Hubei province 
in the next few days, affecting nearly 56 million people. 
However, it was estimated that 5 million people already 
left the central Chinese city, as China’s great Lunar New 
Year migration has already broken across the nation in 
the first few weeks of January. Some carried with them 

the new virus that has since spread throughout China 
and to 215 other countries, claiming almost 750,000 lives 
and sickening more than 20,000,000 people as of April 10, 
2020. After characterizing the outbreak a Public Health 
Emergency of International Concern in late January, the 
World Health Organization (WHO) eventually declared 
COVID-19 as a pandemic on March 11, 2020.

Thus far, early research on the basic reproduction num-
ber (R0) of COVID-19 has reported an estimated R0 in 
the range of 2.2 to 3.6 [1–4], which means that, on aver-
age, each infected person spreads the infection to more 
than two persons. Therefore, the majority of the popu-
lation is at risk of infection if no intervention measures 
were undertaken. The true size of the COVID-19 epi-
demic remains unknown, as a significant proportion of 
infected individuals only exhibit mild symptoms or are 
even asymptomatic.

The intensive care needed to treat COVID-19 patients 
is adding pressure to the already stressed healthcare 
system worldwide. A recent report from WHO found 
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that the case fatality rate was 5.8% in Wuhan, compared 
with 0.7% in the rest of the country during the same 
time period [5]. The striking difference is mainly due to 
the sudden surge of severely ill people overwhelming 
the healthcare system. Hence a timely assessment of the 
evolving epidemic size is crucial for resource allocation 
and triage decisions.

In the literature, there are generally three different 
types of approaches for estimating the number of infected 
persons. The first approach fits and estimates a model for 
the incidence rate curve during the observation period 
and then extrapolates into the future [6, 7]. Although 
easy to implement, this approach is known to be risky 
and unreliable due to extrapolating a fitted model out-
side the range of the observed data. The second approach 
involves modeling the dynamics of the epidemic of inter-
est. Mathematical models of infectious diseases have a 
long history [8]. Unfortunately, the deterministic models 
proposed for general epidemics are complicated, and the 
stochastic models are even more complicated.

The third method is the back-calculation procedure 
developed by Brookmeyer and Gail [9, 10], the focus 
of this work. An obvious advantage of this method is 
that it requires no assumptions about the number of 
infected individuals in the population or the proportion 
of infected individuals or models on the dynamics of the 
COVID-19 epidemic. We consider applying the back-
calculation procedure to estimate the epidemic size. This 
procedure was originally developed for estimating the 
number of subjects infected with human immunodefi-
ciency virus (HIV). It projects the observed numbers of 
confirmed cases to numbers previously infected, where 
the number of confirmed cases in each time interval fol-
lows a multinomial distribution with cell probabilities 
that can be expressed as a convolution of the distribution 
of the infection time (termed as infection distribution) 
and that of the time from infection to diagnosis (termed 
as incubation distribution). As a result, the problem is 
reduced to estimating the size of a multinomial popula-
tion. This approach has been applied to study other infec-
tious diseases such as bovine spongiform encephalopathy 
epidemic [10, 11].

Direct application of the back-calculation procedure, 
however, requires the knowledge of the incubation distri-
bution of the disease under study. For HIV, the majority 
of infected individuals will eventually develop symptoms 
and get diagnosed; as a result, the incubation time can 
be reliably estimated. However, the incubation distribu-
tion for COVID-19 varies across different regions due to 
different testing and contacting tracing policies. Hence 
the naive back-calculation procedure can not be directly 
applied to COVID-19, especially in the early stage of 

pandemics. To tackle this problem, we propose a modi-
fied back-calculation procedure by imposing a paramet-
ric model on the incubation distribution of COVID-19, 
alleviating the requirement of a known incubation dis-
tribution. Similar to its original form, the modified back-
calculation procedure can not be used to predict future 
new cases but it gives a lower bound estimate of the 
number of confirmed cases in the near future, which is a 
crucial piece of information to guide decision making on 
medical resource allocation.

The paper proceeds as follows. In section  “Meth-
ods”, we introduce our modified back-calculation pro-
cedure and the maximum full likelihood estimators for 
all model parameters. In section  “Results”, we apply the 
proposed procedure to analyze the COVID-19 epidem-
ics outside Hubei province, China (section “COVID-19 
epidemics outside Hubei province, China before March 
15, 2020”), inside Hubei province (section “COVID-
19 epidemics in Hubei province, China”) and in South 
Korea (section “COVID-19 epidemics in South Korea”). 
We conclude in section “Conclusion”. Section 4 contains 
some discussions.

Methods
Let U denote the calendar time of COVID-19 infection 
for an individual and let T denote the incubation time 
from infection to diagnosis. Note that cases may be 
diagnosed through active surveillance testing, not just 
based on development of symptoms. Therefore an indi-
vidual is diagnosed before a calendar time τ if and only 
if U + T ≤ τ . Suppose the numbers of confirmed cases 
of COVID-19 in a series of time intervals [τ0, τ1) , [τ1, τ2) , 
..., [τK−1, τK ) are available, where we set τ0 ≡ −∞ , so that 
no infection occurred prior to τ0 , and τK  is the date of the 
last available report. Assume that the distribution of U 
(infection distribution) given U ≤ τK  has a density func-
tion φ(u;α) , u ≤ τK  , where α is a pα-dimensional vector 
of parameters. Moreover, we assume that, given U = u , 
T is a nonnegative, continuous random variable with the 
distribution function Fu(t;β) , where β is a pβ-dimen-
sional vector of parameters. To implement the maximum 
likelihood estimation, we assume that Fu(t;β) ≡ F(t;β) , 
that is, the incubation time is independent of the date 
when the individual was infected. This assumption may 
not be valid for the confirmed case in Wuhan or other 
cities in the Hubei province, as the medical resource in 
the early stage of the epidemic is extremely scarce and 
thus it may take a long time for infected individuals to be 
diagnosed. In fact, the surge in the number of confirmed 
cases in China on February 13 was due to a new diagno-
sis classification rule for cases in the Hubei province; the 
RT-PCR test for COVID-19 was not available for many of 
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the previously infected individuals despite having symp-
toms of pneumonia. On the other hand, this assumption 
seems reasonable for areas outside of Hubei province as 
the healthcare system has not been overly stressed.

It follows from the assumption that T independent of 
U given U ≤ τK  that the probability of being diagnosed 
in the time interval [τj−1, τj) , conditioning on being 
infected before the last examination time τK  , is given by

Let θ = (α⊺,β⊺)⊺ and define 
πj(θ) =

∫ τK
τ0

{
F(τj − u;β)− F(τj−1 − u;β)

}
φ(u;α)du.

Denote by N the (unknown) number of individuals 
infected before τK  and let Xj , j = 1, . . . ,K  be the num-
ber of cases diagnosed in the time interval [τj−1, τj) . 
Define n =

∑K
j=1 Xj , so that a total of N − n individu-

als were infected but not diagnosed before τK  . Define 
πK+1(θ) = Pr(U + T ≥ τK | U ≤ τK ) = 1−

∑K
i=1 πj(θ) . 

Figure  1 depicts the structure of observed data and 
model parameters. Write X̃ = (X1, . . . ,XK ,N − n)⊺ 

(1)

Pr(τj−1 ≤ U + T < τj | U ≤ τK )

=

∫ τK

−∞

Pr (τj−1 ≤ U + T < τj ,

U = u,U ≤ τK )/Pr(U ≤ τK )du

=

∫ τK

−∞

Pr(τj−1 − u ≤ T < τj − u)

Pr(U = u,u ≤ τK )/Pr(U ≤ τK )du

=

∫ τK

−∞

Pr(τj−1 − u ≤ T < τj − u)φ(u;α)du

=

∫ τK

−∞

{
F(τj − u;β)− F(τj−1 − u;β)

}
φ(u;α)du.

and π̃(θ) = (π1(θ), . . . ,πK (θ),πK+1(θ))
⊺ , so X̃  follows 

the multinomial distribution with trial size N and cell-
probabilities π̃(θ) . Given the observed data, X1, . . . ,XK  , 
the likelihood function of (N , θ) is

The corresponding log-likelihood, up to a constant, is

where Ŵ(x + 1) = x! is the Gamma function. We propose 
to estimate (N , θ) by the maximizer of likelihood function

Then the expected number of confirmed cases in the time 
interval [τj−1, τj) can be estimated by N̂ × π̂j(θ̂) , where

It is worthwhile to point out that the back-calculation 
algorithm described above estimates the two sets of 
parameters (α,β) simultaneously; this is different than 
the original algorithm where the parameters β in the 
Weibull distribution were replaced by values derived 
from other studies which provided information about the 

N !

{
�K

i=1 Xi!} × (N − n)!





K�

j=1

πj(θ)
Xj



× πK+1(θ)

N−n.

ℓ(N , θ) = log{Ŵ(N + 1)} − log{Ŵ(N + 1− n)}

+

K∑

j=1

Xj log{πj(θ)}

+ (N − n) log{πK+1(θ)},

(N̂ , θ̂) = arg max
N ,θ

ℓ(N , θ).

πj(θ̂) =

∫ τK

τ0

{
F(τj − u; β̂)− F(τj−1 − u; β̂)

}
φ(u; α̂)du.

| | | | | |
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Fig. 1  Depiction of the data structure. U’s are the calendar times of infection and T’s are the incubation times. U’s and T’s are unobserved while the 
daily numbers of diagnosed cases X1, . . . , XK in the K time intervals are observed. Here π1, . . . ,πK are the probabilities of being diagnosed in the K 
time intervals among those infected before time τK
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incubation time [9, 10]. In our analysis, T stands for the 
duration between infection and laboratory confirmation, 
whose information plays an important role in guiding 
medical resource allocation. Since no active surveillance 
testing and contact tracking were conducted in China 
before March 15, the length of time to confirmation is 
expected to be longer than the incubation time, that is, 
the duration between infection and symptom onset.

We have performed the analysis by incorporating the 
estimated incubation distribution reported in [12, p. 11], 
but the model did not fit well. As a result, we decided 
to estimate the two sets of parameters simultaneously. 
However, one major consequence of such a strategy is 
that the distribution of U and T are estimated subject 
to a location shift factor. To see this, we note that the 
infection time, U, and the time from infection to diagno-
sis, T, are not directly observed in the data, and we only 
get to observe U + T  , that is, the time of confirmation. 
Hence a different set of random variables T ∗ = T − δ and 
U∗ = U + δ yield the same distribution as T + U . On the 
other hand, although the location shift factor δ can not 
be estimated directly from the observed data, we can 
assess the magnitude of the location shift by comparing 
the estimated incubation distribution to what reported in 
the existing literature. Note that, under location shift, the 
relative difference in time between two landmark time 
points, such as the peak and lowest point in the infection 
density or last week compared to this week, can be esti-
mated from the data.

Results
COVID‑19 epidemics outside Hubei province, China 
before March 15, 2020
The National Health Commission of the People’s Repub-
lic of China has published daily numbers of confirmed 
cases of COVID-19 since January 20, 2020; see http://
www.nhc.gov.cn/xcs/yqtb/list_gzbd.shtml​ for all news 
releases. We analyze data from areas outside the Hubei 
Province during the 8-week period between January 20 
and March 15. Note that March 15 was selected because 
the majority of the newly confirmed cases have been 
imported cases afterwards. The daily numbers of con-
firmed cases are graphically depicted in Figure 2A. It can 
be observed that the daily number of confirmed cases 
reached its peak on February 15 with 890 new cases, 11 
days after the lockdown of Wuhan City on January 23. 
The spike of 261 new cases on February 20 was due to 
delayed reports of outbreaks in two prisons.

We modeled the incubation distribution using the 
Weibull distribution, which has been shown a reasonable 

approximation for the incubation time in infectious dis-
ease research. As argued before, the stationarity assump-
tion for the time to diagnosis, that is, the incubation 
distribution does not depend on the time of infection, 
should hold approximately in cases diagnosed outside 
the Hubei Province. Moreover, for modeling the infection 
density function φ(t,α) , we assume a step function with 
jump discontinuities every 7 days starting from January 
20 (day 0), so that the risk of infection is constant within 
each week. Since the first two cases diagnosed outside of 
Hubei were reported to have visited Wuhan on January 
7 and 9 and developed symptoms on January 13 and 14, 
respectively, we set τ0 to January 1, 2020 to account for 
the possible infection period. Specifically, the infection 
density function among cases infected before March 15 
is of the form

where a0 = −19 , aj = 7× (j − 1) , j = 1, . . . , 9 . Note that 
we require 

∑9
j=1 αj(aj − aj−1) = 1 to ensure that φ(u,α) 

is a proper density function.
The proposed back-calculation method estimates a 

total of N̂=13,130 individuals (standard error [SE] 15; 
95% confidence interval [CI] 13,101–13,159) who were 
infected before March 15. This includes 13,071 con-
firmed cases on and before March 15, which means that 
we expect 59 = 13,130-13,071=N̂ − n additional cases 
to be confirmed after March 15, should there be no new 
infections. The expected numbers of new cases under the 
fitted model are shown in Fig. 2a. The predicted numbers 
track well with the observed data, suggesting that the 
proposed model fits well. The maximum likelihood esti-
mates of the shape and size parameters for the Weibull 
distribution are 1.03 (SE 0.004) and 5.39 (SE 0.17), 
respectively. This corresponds to a median of 3.8 days (SE 
0.12). As discussed before, the incubation distribution is 
estimated subject to a location shift. Recently, Qin et al. 
[12, p. 11] analyzed the length-biased incubation time 
from 1211 confirmed COVID-19 cases who left Wuhan 
before the lockdown and reported a median incubation 
period of 8.13 days (95% CI 7.37–8.91). This suggests a 
location shift factor of about 5 days in our estimates.

What’s also of interest is the infection density esti-
mate after the lockdown of Wuhan. The maximum like-
lihood estimates for aj ’s in the 9 selected time intervals, 
including the time interval preceding January 20, are 
(2.56× 10−5, 5.03× 10−2, 7.34 × 10−2, 1.74 × 10−2,

7.72× 10−12, 3.55× 10−14, 6.75× 10−5, 7.92× 10−4,

9.05× 10−4) with standard errors 

φ(u,α) =

9∑

j=1

αjI(aj−1 ≤ u < aj),

http://www.nhc.gov.cn/xcs/yqtb/list_gzbd.shtml
http://www.nhc.gov.cn/xcs/yqtb/list_gzbd.shtml
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(1.08× 10−5, 1.53× 10−3, 1.29× 10−3, 1.40× 10−3, 4.93

×10−4, 1.07× 10−11, 1.21× 10−4, 1.77× 10−4, 2.64 × 10−4 ). 
By definition, these estimates are for infected individuals 
who have been or will be diagnosed. Since the number of 
diagnosed individuals is proportional to the total number 
of infected (including those who were asymptomatic), 
the values provide estimates of relative risk among all 
infected individuals. After accounting for a location shift 
factor of 5 days, the peak of infection occurred immedi-
ately after the lockdown of Wuhan city (Fig. 2b). More-
over, the incidence increases 46% during the week of 
Wuhan lockdown from the preceding week, but dropped 
76% in the next week, suggesting that the travel ban that 
started from Wuhan and its neighboring cities had ini-
tially increased the disease spread in other provinces, but 
was able to effectively slow down the spread of the dis-
ease in just two weeks.

Finally, continuous assessment of potential new cases 
to be diagnosed in the near future can be implemented 
by applying the back-calculation algorithm using up-to-
date data. Figure 2c shows the projected number of con-
firmed cases with data available up to that time point, 
assuming no new infections afterward. The difference 
between the expected and observed cumulative num-
ber of confirmed cases gives the near-term prediction of 
additional cases to be diagnosed. Since the prediction is 
relatively unstable for the first few weeks of the epidemic 
due to the limited amount of data, we only perform pre-
diction after February 10, that is, the fourth week into the 
epidemic. As shown in Fig.  2c, the prediction obtained 
after February 24 is very close to the total number of con-
firmed cases at the end of the study period (March 15). 
Ignoring the spike occurred around February 20, which 
was most likely caused by the delayed report of cases in 
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two prisons, the prediction algorithm performs reason-
ably well after February 17. This shows that the back-cal-
culation algorithm can potentially provide a useful utility 
for the planning of health care allocation, especially for 
an epidemic that is still growing.

COVID‑19 epidemics in Hubei province, China
We also apply the proposed back-calculation algo-
rithm to evaluate the COVID-19 epidemics in Hubei 
province. As in the previous section, we focus on data 
reported during the 8-week period between January 20 
and March 15. Note that the diagnosis classification rule 
was relaxed for cases in Hubei province after February 
12, 2020. Among the 14,840 confirmed cases reported 
on February 12, 13,332 cases did not meet the old diag-
nosis rule. The exceptionally large number 4823 of new 
cases on February 13 may also include cases that did 

not meet the old diagnosis rule. To reduce the impact 
caused by the modification of the classification rule, we 
set the numbers of new cases on February 12 and 13 
under the old classification rule to be equal and both to 
14, 840− 13, 332 = 1508 . Then we redistributed the extra 
13, 332+ 4823− 1508 = 16, 647 cases to each of the 25 
days preceding February 14 according to the number of 
reported cases under the old classification rule.

Applying the modified back-calculation procedure, we 
estimated that 68,617 individuals (SE 13; 95% CI 68,592–
68,642) were infected before March 15 in the Hubei 
province. Since a total of 68,499 confirmed cases were 
reported on and before March 15, suggesting that at least 
118 additional cases will be confirmed after March 15. 
The observed, adjusted, and expected numbers of new 
cases are shown in Fig. 3a. Again, the proposed model fits 
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well as the predicted epidemic sizes are very close to the 
observed ones.

The maximum likelihood estimates of the shape and 
size parameters for the imposed Weibull distribution are 
1.02 (SE 0.001) and 6.98 (SE 0.096), respectively. This cor-
responds to a median of 4.9 days (SE 0.10). Compared 
with the median incubation time of 8.13 days (95% CI 
7.37–8.91) reported in Qin et al. [12, Page 11], this sug-
gests a location shift factor of approximated 4 days in 
our model fit. Moreover, the estimated infection den-
sity in the Hubei province (see Fig. 3B) exhibits a similar 
pattern as that for regions outside the Hubei province. 
The risk of infection was the highest during the 3-week 
period between January 20 and February 10, with esti-
mated intensity of 0.02 (SE 4 × 10−4 ), 0.08 (SE 8× 10−4 ), 
and 0.04 (SE 8× 10−4 ) in these three consecutive weeks. 
This implies that the incidence increases 300% during the 
week of Wuhan lockdown from the preceding week, but 
dropped 50% in the next week. Again this result supports 
that the strict travel ban initially increased the disease 
spread, but later slowed down the spread of the disease 
in a short time.

COVID‑19 epidemics in South Korea
Due to the soaring COVID-19 cases, South Korea raised 
the alert level to the highest, Red, on February 23 and 
quickly adopted a “test, trace, isolate, and treat” strategy 
to contain the spread of the virus. To further illustrate 
the proposed method, we now analyze data from South 
Korea during the period between February 20 and April 
20, 2020. The cutoff date was selected because restric-
tions on social distance were relaxed after April 20, 
which can potentially lead to a remarkable increase in 
the number of new confirmed cases. We set τ0 as Febru-
ary 13, 2020 to account for the possible infection period. 
The proposed method gives N̂ =10,682 (SE 11; 95% CI 
10,661–10,703), and projects at least XK+1 = 39 addi-
tional cases to be confirmed after April 20, 2020. The 
lower panel of Figure 3 shows the observed and expected 
numbers of daily new confirmed cases, as well as the esti-
mated infection density.

The maximum likelihood estimates of the shape and 
size parameters for the Weibull distribution are 0.87 (SE 
0.02) and 5.39 (SE 0.25), respectively, corresponding o a 
median of 1.78 days (SE 0.15) in days to diagnosis. The 
highest infection risk occurred during the two-week 
interval between February 20 and March 5, where the 
estimated intensity in these two weeks are 0.0264 and 
0.0775. The risk stayed low after March 5, with an esti-
mated intensity lower than 0.01. To the best of our 
knowledge, we are not aware of any published data on the 
incubation distribution in South Korea. However, if the 
same reference number as in China is used, we estimate 

the location shift parameter to be approximately 6. After 
accounting for the location shift factor, the peak of infec-
tion occurred again immediately after the prevention and 
control strategy took place in South Korea. This indicates 
that the prevention and control strategy adopted by the 
South Korea government had initially increased the dis-
ease spread, but was able to have it slowed down remark-
ably in 2 weeks.

Conclusion
Different countries have taken different measures in 
response to the novel coronavirus, and there has been a 
continuing heated debate on whether aggressive COVID-
19 control measures cost more than they are worth. 
Among all countries, China has imposed the most sweep-
ing restrictions in response to COVID-19. The authorities 
locked down cities, restricted movements of millions and 
suspended business operations to prevent further out-
break of the disease. South Korea, another country on the 
front-line of the epidemic, adopted the “test and trace” 
strategy to aggressively test people for the disease and 
quarantine those who tested positive, so that the rest of 
the population can go about their daily lives. Both coun-
tries have observed a significant decline in the number of 
confirmed cases. Our analysis provides some preliminary 
evidence on the effectiveness of these measures by ana-
lyzing data from China and Korea. We conclude that the 
extreme measures undertaken by the Chinese govern-
ment and the “test and trace” strategy adopted by Korea 
government have effectively slowed down the spread of 
the disease in both countries in about two weeks.

Discussion
In this paper, we propose to modify the back-calcula-
tion algorithm by imposing a parametric model for the 
incubation distribution, thus avoid the requirement of a 
known incubation distribution. Such an extension, how-
ever, induces an identifiability issue, that is, the incuba-
tion distribution and the infection density are identifiable 
up to a location shift. In the case where the incubation 
time is of interest, we suggest to approximate the loca-
tion shift factor by comparing the estimated mean/
median incubation time to what reported in the existing 
literature. We also demonstrate that the back-calculation 
algorithm can be used to estimate the number of infected 
individuals to be diagnosed in the near future. This pro-
vides a useful utility to guide the planning of medical 
resource allocation in the middle of the epidemic.

As mentioned in Section 2, the distribution of the incu-
bation time, that is the time from infection to diagno-
sis, depends on the testing strategy and thus may evolve 
over time due to policy change. Hence it is desirable to 
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allow the incubation distribution to be time-dependent. 
However, in this case, model fitting may be unstable and 
requires external information to guide the selection of 
the parametric model form. Future research on devel-
oping a stable algorithm that can account for the time-
dependent incubation distribution is warranted.
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