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Capabilities for nuclear data sensitivity and uncertainty analysis have been recently implemented in
numerous continuous-energy Monte Carlo codes, including the Reactor Monte Carlo (RMC) code.
Previous work developed the capability for RMC of computing sensitivity coefficients of the effective mul-
tiplication factor and related uncertainties, due to nuclear data. In this work, such capability was
extended to generalized responses in the form of ratios of linear response functions of the forward flux
based on the collision history-based approach as implemented in SERPENT2. The superhistory algorithm
was also adopted in RMC to reduce memory consumption for generalized sensitivity calculations. These
new capabilities of RMC were verified by comparing results of TSUNAMI-1D in SCALE6.1 code package,
and SERPENT2 through Jezebel, Flattop and the UAM TMI PWR pin cell benchmark problems.

� 2016 Elsevier Ltd. All rights reserved.
1. Introduction

In the past several years, there has been an increasing interest
in performing sensitivity and uncertainty analysis with
continuous-energy Monte Carlo codes. Several codes, including
MCNP6 (Kiedrowski and Brown, 2013), SERPENT2 (Aufiero et al.,
2015), the continuous-energy (CE) version of TSUNAMI-3D
(Perfetti and Rearden, 2013) in SCALE6.2, MONK10 (Baker et al.,
2015), McCARD (Shim and Kim, 2011), TRIPOLI4 (Truchet et al.,
2015), and MORET5 (Jinaphanh et al., 2015), have developed
capabilities of computing sensitivity coefficients of the effective
multiplication factor with regard to nuclear data. Furthermore,
some of these Monte Carlo codes—for example SERPENT2
(Aufiero et al., 2015) and CE-TSUNAMI-3D (Perfetti and Rearden,
2014)—have developed capabilities of computing generalized
sensitivity coefficients based on different methods. As known, esti-
mating generalized sensitivity coefficients requires two terms: the
direct term which describes the perturbations of nuclear data to
the response function, and the indirect term which describes the
perturbations of nuclear data to flux or spectrum. Calculating the
direct term is relatively easy, whereas computing the indirect term
usually requires introducing generalized perturbation theory
(GPT). CE-TSUNAMI-3D uses the GEAR-MC method (Perfetti and
Rearden, 2014); such method further divides the indirect term into
two terms: (1) the intra-generational term that describes how
much importance a neutron produces in the current generation
until its disappearance; (2) the inter-generational term that
describes how much importance a neutron generates in the future
generations (Perfetti and Rearden, 2014). Since the inter-
generation term is computed using the iterated fission probability
(IFP) method (Kiedrowski and Brown, 2013), the GEAR-MC method
faces the challenge of huge memory requirements. Rather than
solving the generalized perturbation equation explicitly, SERPENT2
uses the collision history-based method applying the concept of
accepted and rejected events. Such method takes advantage of
the Monte Carlo method itself and is relatively easy to implement.

In previous work, the Reactor Monte Carlo (RMC) code (Wang
et al., 2015) acquired the capability of computing sensitivity coef-
ficients of the effective multiplication factor with regard to nuclear
data (Qiu et al., 2015). In this work, such capability of RMC was
extended to generalized responses based on the collision history-
based method (Aufiero et al., 2015) with the major difference that
the collision history-based method implemented in SERPENT2 is
based on delta-tracking technique, whereas the implementation
in RMC is based on the ray-tracking technique. Furthermore,
RMC relies on the superhistory algorithm (Qiu et al., 2016) to
reduce memory consumption for the generalized sensitivity calcu-
lations. Section 2 of this manuscript presents the underlying theory
for the collision history-based method, Section 3 describes the
superhistory algorithm, and Section 4 provides a comparison of
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the results obtained using these newly-developed features in RMC
with results of TSUNAMI-1D in SCALE6.1 code package (Oak Ridge
National Laboratory, 2011) and SERPENT2 in three different bench-
mark problems.

2. Methodology

2.1. Generalized sensitivity coefficients

The sensitivity coefficient function is defined as the relative
change in the response function, for example the effective multipli-
cation factor divided by the relative change in nuclear data, and is
expressed as

SRx ¼ dR=R
dx=x

; ð1Þ

where R is any kind of response functions and x is any nuclear data
including microscopic cross sections, nubar, or scattering or fission
energy transfer functions, etc.; x is in general function of position r!,

incident and outgoing direction X
!

and X
!0, incident and outgoing

energy E and E0. The energy-resolved sensitivity coefficients com-
puted in this work are energy bin-integrated, in the form of

SRx;g ¼
Z Eg�1

Eg

SRx ðEÞdE; ð2Þ

where g is the energy bin index and Eg and Eg�1 are the lower and
upper energies, respectively, in bin g. The energy-integrated sensi-
tivity coefficients can be expressed in the form of

SRx ¼
Z 1

0
SRx ðEÞdE: ð3Þ

It should be noted that for microscopic cross sections and
nubar, sensitivity coefficients are usually integrated over incident
energy, whereas for scattering and fission energy transfer functions
sensitivity coefficients are conventionally integrated over outgoing
energy. Furthermore, for scattering transfer functions, sensitivity
coefficients can also be expressed as a function of incident energy
(also suitable for fission v transfer function) and scattering cosine.
In this work, the linear response function is assumed of the follow-
ing form

R ¼ hR1;Wi
hR2;Wi ; ð4Þ

where W is the neutron flux, R1 and R2 are any kind of macroscopic
cross sections, and h i is an inner product over phase space. Using
generalized sensitivity coefficients, one can conduct sensitivity
and uncertainty analysis to different types of response functions.
For example, setting R2 ¼ 1 allows to calculate sensitivity coeffi-
cients of one-group cross section obtained by Monte Carlo transport
calculations, and these coefficients can be further used to study
uncertainty propagation (Park et al., 2011) in depletion calculations.
In this work, methods are restricted to first order perturbation the-
ory; therefore, the perturbation of generalized response, dR, caused
by perturbations of cross sections can be expressed as

dR ¼
dR1
dx W
R1W

Rdx�
dR2
dx W
R2W

Rdxþ @R
@W

@W
@x

dx

* +
: ð5Þ

Substituting Eq. (5) into Eq. (1), generalized response sensitivity
coefficients can be expressed as

SRx ¼
dR1
dx Wx
R1W

�
dR2
dx Wx
R2W

þ @R
@W

@W
@x

x
R

* +
: ð6Þ
The first two terms on the right hand side of Eq. (6) are called
the direct effect terms, which describe the impact of perturbations
of cross sections on the generalized response. Scoring the direct
effect terms in Monte Carlo transport calculations is relative easy
to implement and can use standard Monte Carlo tally techniques
(X-5 Monte Carlo Team, 2003). Considering the track length esti-
mator, for example, a score for hR1Wi is equal to

hR1Wi ¼ 1
Ctot

XCtot

c¼1

1
Pcwc

0

XPc
p¼1

XLp;c
s¼1

R1 �wp;c
s � lp;cs ; ð7Þ

where c is cycle index, Ctot is the total number of active cycles, p is
particle index in cycle c, Pc is the total number of particles in cycle c,
wc

0 is initial weight of every particle in cycle c, s is track index for
particle p in cycle c, Lp;c is total number of tracks for particle p in
cycle c, and wp;c

s and lp;cs are the current weight and track length of
particle p at track s in cycle c; and a score for @R1

@x Wx
� �

is given by

@R1

@x
Wx

� �
¼ 1

Ctot

XCtot

c¼1

1
Pcwc

0

XPc
p¼1

XLp;c
s¼1

N1 � x � dr1 ;x �wp;c
s � lp;cs ; ð8Þ

where R1 ¼ N1r1, N1 is the number density, r1 is a microscopic
cross section, dr1 ;x is the delta function and equals to one when
r1 ¼ x or r1 contains x and zero otherwise. The last term in Eq.
(6) is known as the indirect effect term, which describes the impact
of perturbations of cross sections on the flux and can be computed
by

@R
@W

@W
@x

x
R

� �
¼

@W
@x R1x

� �
R1Wh i �

@W
@x R2x

� �
hR2Wi : ð9Þ

Scoring the indirect term is more complicated than the direct
effect term. TSUNAMI-3D in SCALE6.2 uses the GEAR method
(Perfetti and Rearden, 2014) that is based on the generalized per-
turbation theory to compute the indirect term. SERPENT2 uses
the collision-based history method based on the concept of
accepted and rejected events (Aufiero et al., 2015) without relying
on GPT.

2.2. Collision history-based method

According to Eq. (9), the key to compute the indirect term is to
obtain scores for the numerators on the right hand side. Still taking
the track length estimator as an example, one can obtain

@W
@x

R1x
� �

¼ 1
Ctot

XCtot

c¼1

1
Pcwc

0

XPc
p¼1

XLp;c
s¼1

R1 � @w
p;c
s =wp;c

s

@x=x
�wp;c

s � lp;cs : ð10Þ

In order to compute the relative change of particle weight @wp;c
s =wp;c

s

due to relative change of nuclear data @x=x, the collision history-
based method (Aufiero et al., 2015) artificially increases all cross
sections (RG) involved in generalized sensitivity calculations by a
factor of f a. As a result, all the reactions G are accepted by a proba-
bility of 1

f a
and rejected by a probability of 1� 1

f a
. This way, the dis-

tribution of particles is unchanged. Fig. 1 shows a neutron history of
unperturbed system after all cross sections are increased by a factor
of f a ¼ 2.

With accepted and rejected events, one can consider perturba-
tion in neutron weight with the same neutron tracks as an unper-
turbed system by using biased sampling. The basic idea is quite
similar to correlated sampling method (Bernnat, 1974; Nagaya,
2012). Assuming pðSÞ is the probability density function at phase
space S for the unperturbed system and p�ðSÞ is the probability
density function at phase space S for the perturbed system, one
can obtain



Fig. 1. Neutron history for the unperturbed system.
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p�ðSÞ ¼ p�ðSÞ
pðSÞ pðSÞ ¼ wf ðSÞpðSÞ; ð11Þ

where wf ðSÞ is a weight factor when using pðSÞ as the biased prob-
ability density function in the perturbed system; therefore, if the
neutron history in the perturbed system uses the same tracks as
the unperturbed system, the neutron weight should be modified
by multiplying the additional weight factor wf ðSÞ at every track,
as shown in Fig. 2, where ⁄ is used as a sign for the perturbed
system.

A score for Eq. (7) for both the perturbed and unperturbed sys-
tems must be evaluated. Considering the track length l5, a score for
Eq. (7) in the unperturbed systems is

hWR1i ¼ R1w5

Z
l5

dr ¼ R1 �w5 � l5; ð12Þ

and a score for Eq. (7) in the perturbed systems is
Fig. 2. Neutron history and wei
hW�R1i ¼ R1w5 � R
�
t e

�f �aR
�
t l1

Rte�f aRt l1
�
R�
c

R�
t

Rc
Rt

� R
�
t e

�f �aR
�
t l2

Rte�f aRt l2
�
R�
el

R�
t

Rel
Rt

�R
�
t e

�f �aR
�
t l3

Rte�f aRt l3
�
R�
f

R�
t

Rf

Rt

� R
�
t e

�f �aR
�
t l4

Rte�f aRt l4
�
R�
inel
R�
t

Rinel
Rt

�
Z
l5

dx

¼ R1w5 � l5 � e
�f �aR

�
t ðl1þl2þl3þl4Þ

e�f aRtðl1þl2þl3þl14Þ �
R�

c

Rc
� R

�
el

Rel
� R

�
f

Rf
� R

�
inel

Rinel
ð13Þ

By artificially enforcing f �aR
�
t ¼ f aRt , one obtains

hW�R1i ¼ R1 �w5 � l5 � R
�
c

Rc
� R

�
el

Rel
� R

�
f

Rf
� R

�
inel

Rinel
: ð14Þ

A positive increment in the cross section for the accepted colli-
sions will increase the particle weight whereas that for the rejected
collision will reduce the particle weight; therefore, the perturba-
tions in the cross sections in Fig. 2 can be expressed as
ght perturbation approach.
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R�
c ¼ Rc � dRc;

R�
f ¼ Rf � dRf ;

R�
el ¼ Rel þ dRel;

R�
inel ¼ Rinel þ dRinel:

ð15Þ

Substituting Eq. (15) into Eq. (14), one obtains

hW�R1i ¼ R1 �w5 � l5 � 1� dRc

Rc

� �
� 1þ dRel

Rel

� �
� 1� dRf

Rf

� �

� 1þ dRinel

Rinel

� �
: ð16Þ

Subtracting Eq. (12) from equation Eq. (16) and maintaining
only the first order perturbation term, one obtains

h@WR1i ¼ hW�R1i � hWR1i

� R1 �w5 � l5 � � dRc

Rc
þ dRel

Rel
� dRf

Rf
þ dRinel

Rinel

� �
: ð17Þ

and a score for the Eq. (10) in track 5 in Fig. 2 is

@W
@x

R1x
� �

¼ R1 �w5 � l5 � � dRc

dx
� x
Rc

þ dRel

dx
� x
Rel

� dRf

dx
� x
Rf

þ dRinel

dx
� x
Rinel

� �
¼ R1 �w5 � l5 � ð�dx;Rc þ dx;Rel

� dx;Rf
þ dx;Rinel

Þ
ð18Þ

Comparing Eq. (18) with Eq. (10), it derives that

@w=w
@x=x

¼
X
i

dix;accepted � dix;rejected

� 	
; ð19Þ

where i is the index of collision in the neutron history. Eq. (19) pro-
vides an algorithm, i.e., scoring accepted and rejected reactions con-
cerning the perturbed nuclear data, to compute the perturbation in
particle weight for the perturbed system with the same tracks as
the unperturbed system. In order to consider the effect of source
perturbation (Nagaya and Mori, 2005), the accepted and rejected
events should be passed to all the progeny neutrons produced by
the source neutron until the fission neutrons establish a stable pop-
ulation. Then Eq. (19) is modified as follows

@w=w
@x=x

¼
Xc�kþ1

j¼c

X
i2j

dj;ix;accepted � dj;ix;rejected

� 	
; ð20Þ

where j is the cycle index, i is the index of collision in cycle j, c is the
current cycle when a score for Eq. (10) is tallied, and k is the amount
of generations or cycles used to establish an asymptotic population
for the fission neutrons. Usually, a generation of ten is enough for
most systems (Kiedrowski and Brown, 2013; Aufiero et al., 2015).

Substituting Eq. (20) into Eq. (10), one obtains

@W
@x

R1x
� �

¼ 1
Ctot

XCtot

c¼1

1
Pcwc

0

XPc
p¼1

XLp;c
s¼1

R1

�
Xc�kþ1

j¼c

X
i2j

dj;i;p;cx;accepted � dj;i;p;cx;rejected

� 	
�wp;c

s � lp;cs ; ð21Þ

where dj;i;p;cx;accepted and dj;i;p;cx;rejected are the value (one or zero) of accepted

and rejected events of x reaction at the i-th collision of the ðc � jÞ-
th ancestor neutrons of the particle p in cycle c.

Implementing accepted and rejected events requires the
following steps:
� Sample the flight distance l according to l ¼ � lnðnÞ=Rri�1 ,
where Rri�1 is the total macroscopic cross section of the
material at the current position ri�1, i is the collision index,
and n is a random number.

� Sample a collision nuclide according to probability

R j
ri�1

=Rri�1
where j is the isotope index and Rri�1

¼ P
jR

j
ri�1

.

� Sample a reaction type according to probability rj;k
ri�1

=r j
ri�1

where k is the reaction type index, and r j
ri�1

¼ P
kr

j;k
ri�1

where
r is a microscopic cross section.

� Accept the reaction type with a probability of 1
f a
and reject it

with a probability of 1� 1
f a
. If the reaction type is accepted,

generate a positive score for Eq. (20) and update the neutron
direction and energy according to the reaction type, other-
wise generate a negative score for Eq. (20) and keep the
neutron state unchanged. If fission occurs, pass the scores
for the accepted and rejected events carried by the progen-
itor neutron to all its neutron progeny.

� Update position and repeat steps 1–4 in the new position
ri ¼ ri�1 þ l.

3. Superhistory algorithm for the collision history-based
method

As discussed in Section 2, in order to consider the effect of fis-
sion source perturbation, the scores of accepted and rejected
events for the source neutrons should be passed to all their neu-
tron progeny for sufficient generations (e.g., 10) once the fission
neutrons establish a stable population. As a result, the size of tallies
to store the accepted and rejected events are proportional to the
number of particle histories per cycle, and calculating numerous
generalized sensitivity coefficients for a large number of isotopes
and reaction types on a fined energy bins may require considerable
memory consumptions. In order to reduce such huge memory
requirements, different algorithms have been put forward.
For example, MCNP6 uses a sparse data handling scheme
(Kiedrowski and Brown, 2013) based on the fact that not every par-
ticle produces a progeny. Another example, McCARD uses adjoint
Wielandt algorithm in which the pedigree of a single history is uti-
lized by applying the MC Wielandt method (Choi and Shim, 2015).
A third example, SERPENT2 stores the information (collision
nuclide, reaction type, neutron energy and whether this reaction
is accepted or rejected) of every collision point and calculates the
accepted and rejected events only when having a score for Eq.
(21), i.e. at the asymptotic generation, rather than having a direct
score for the perturbed nuclear data at every collision point before
the fission neutrons establish a stable population. The memory
consumption of the collision history-based method may be expen-
sive due to the power iteration process and to the fact that parti-
cles in the following cycles can be simulated only when all
particles in a cycle die. The particle simulation procedure in the
power iteration process is shown in Fig. 3, where g means cycle
or generation. As a result, if any information needs to be passed
to the progeny, the tally size to store the information would be
proportional to the number of particle histories in every cycle.

In this work, an algorithm for the collision history-based
method, namely, the superhistory algorithm, is applied in the
RMC code to further reduce memory consumption of the collision
history-basedmethod. By reducing the frequencies of source renor-
malization, the superhistory method was first used to decrease the
biases of effective multiplication factor and flux distributions
(Brissenden and Garlick, 1986), but it can be also applied to source
convergence acceleration (Blomquist and Gelbard, 2002; She et al.,
2012). In the superhistory method, a source neutron and all its pro-
geny neutrons are tracked for a number of generations, called a



Fig. 3. Process of power iteration method.
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supergeneration, before any fission neutrons are stored into the fis-
sion neutron bank for the next cycle. The history of a source neutron
and all its progeny before being stored in the fission bank is called a
superhistory, which has a pedigree of ordinary fission-to-fission
histories. The particle simulation procedure in the superhistory
method is shown in Fig. 4. Superhistories are simulated one by
one and information on all previous neutrons are obtained within
each superhistory rather than waiting for the end of all cycles.

The superhistory algorithm modifies Eq. (21) as follows

@W
@x

R1x
� �

¼ 1
Ctot

XCtot

c¼1

1
Pc

XPc
p¼1

1
Q k;p;cwk;p;c

0

XQk;p;c

q¼1

XLq;k;p;c
s¼1

R1

� @w
q;k;p;c
s =wq;k;p;c

s

@x=x
�wq;k;p;c

s � lq;k;p;cs

¼ 1
Ctot

XCtot

c¼1

1
Pc

XPc
p¼1

1
Q k;p;cwk;p;c

0

XQk;p;c

q¼1

XLq;k;p;c
s¼1

R1

�
Xk�1

j¼0

X
i2j

dj;i;q;k;p;cx;accepted � dj;i;q;k;p;cx;rejected

� 	
�wq;k;p;c

s � lq;k;p;cs : ð22Þ
Fig. 4. Process of superhistory method.
where c is cycle index, Ctot is the total number of active cycles, p is
superhistory index in cycle c, Pc is the total number of superhisto-
ries in cycle c, where k is the value of supergeneration and in this
work it also represents the amount of generations used to establish
an asymptotic population for the fission neutrons, Q k;p;c is the total
number of neutrons in the supergeneration in superhistory p in
cycle c, wk;p;c

0 is initial weight of every particle in the supergenera-
tion in superhistory p in cycle c, s is track index for particle q in
the supergeneration in superhistory p in cycle c, Lq;k;p;c is total num-
ber of tracks for particle q in the supergeneration in superhistory p

in cycle c, wq;k;p;c
s and lq;k;p;cs are the current weight and track length of

particle q at track s in the supergeneration in superhistory p in cycle

c, and dj;i;q;k;p;cx;accepted and dj;i;q;k;p;cx;rejected are the value (one or zero) of accepted

and rejected events of x reaction at the i-th collision of the j-th
ancestor neutrons of the particle q in the supergeneration in super-
history p in cycle c.

The memory requirement used to store accepted and rejected
events is proportional to the expected number of fission points
caused by a single particle history rather than the number of par-
ticle histories in every cycle. Assuming that for critical systems

Q k;p;c ¼ 1, which means the average number of fission neutrons
caused by a source neutron is one, the memory requirement for
the superhistory algorithm is much smaller than that for the power
iteration method. However, it should be noted that the superhis-
tory algorithm represents a compromise between memory con-
sumption and computational efficiency (theoretically, it should
be as efficient as MCNP6 which adopts the non-overlapping blocks
algorithm) since sensitivity coefficients can only be computed at
specific generations, i.e. at the supergenerations, whereas the mul-
tiple overlapping algorithms implemented in SERPENT2 may be
more efficient than the superhistory algorithm by a factor of k
(where k is the amount of generations or cycles used to establish
an asymptotic population for the fission neutrons) assuming every
cycle can have a score for sensitivity coefficients.
4. Verification and results

In this work, the superhistory algorithmwas used to implement
the collision history-based method into the continuous-energy
Reactor Monte Carlo (RMC) code developed by Tsinghua Univer-
sity, Beijing, China (Wang et al., 2015) for reducing memory con-
sumption of calculating generalized sensitivity coefficients. The
newly developed capability of RMC was verified by comparing
with results computed by TSUNAMI-1D in SCALE6.1 (Oak Ridge
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National Laboratory, 2011) and SERPENT2 (Aufiero et al., 2015) in
three different benchmark problems: Jezebel, Flattop and the
UAM TMI PWR pin cell. All the calculations performed by RMC
are on the Inspur TS10000 HPC Server, the Tsinghua Performance
Computational Platform with 740 nodes. Each node has 12 CPUs
(Intel Xeon X5670 at 2.93 GHz) sharing 32 gigabytes or 48 giga-
bytes of memory. All calculations performed by RMC and SER-
PENT2 are in continuous-energy mode based on the ENDF/B-VII
nuclear data library whereas TSUNAMI-1D calculations used the
238 groups cross-section library based on ENDF/B-VII nuclear data
library. For consistency, the same response function (referred to as
F28/F25 from now on)

R ¼

R R R X238U
f

ðr; EÞWðr; E;XÞdEdrdX

R R R X235U
f

ðr; EÞWðr; E;XÞdEdrdX
; ð23Þ

where R238U
f and R235U

f represent fission cross section for U-238 and
U-235 respectively,was chosen for all the three problems even
though all the three codes can perform different types of linear
response functions and SERPENT2 can also compute bilinear
response functions (Aufiero et al., 2015) in the form of flux and
adjoint flux. In RMC calculations, for evaluating the impact of per-
turbed fission source, the perturbation of the particle weight is
computed by looking back into ten generations, meaning that the
asymptotic generation is set to be ten.
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4.1. Jezebel benchmark

The Jezebel (NEA Nuclear Science Committee, 2011) benchmark
consists of a bare sphere of plutonium. Sensitivity coefficients, for
comparison with TSUNAMI-1D and SERPENT2, were evaluated for
five isotopes using a 175-group structure (Aufiero et al., 2015).
The response function was calculated in a central sphere of 1-cm
Table 1
Energy integrated sensitivity coefficients of the response function F28/F25 for the
Jezebel benchmark.

Nuclide Nuclear
data

RMC TSUNAMI-
1D

Relative
difference (%)

F28/F25 RSD
(%)

F28/F25

Pu-239 Inelastic �1.601E�01 0.06 �1.588E�01 0.77
Pu-239 n,2n �1.986E�03 0.33 �1.964E�03 1.10
Pu-239 Fission 5.181E�02 0.15 5.004E�02 3.54
Pu-239 n,gamma 1.007E�02 0.13 1.006E�02 0.11
Pu-239 Elastic �6.410E�02 0.25 �6.380E�02 0.47
Pu-239 Disappear 1.007E�02 0.13 1.006E�02 0.11
Pu-239 Total �1.643E�01 0.12 �1.645E�01 �0.15
Pu-240 nubar �1.806E�03 1.29 �1.829E�03 �1.26
Pu-240 Elastic �4.082E�03 0.91 �4.077E�03 0.12
Pu-240 Inelastic �8.036E�03 0.26 �7.984E�03 0.66
Pu-240 n,2n �6.811E�05 1.79 �6.654E�05 2.36
Pu-240 Fission �2.534E�03 1.04 �2.559E�03 �0.98
Pu-240 n,gamma 6.247E�04 0.57 6.139E�04 1.75
Pu-240 Disappear 6.247E�04 0.57 6.139E�04 1.75
Pu-240 Total �1.410E�02 0.36 �1.407E�02 0.16
Pu-241 Elastic �1.407E�04 6.30 �1.426E�04 �1.30
Pu-241 Inelastic �6.156E�04 0.92 �6.056E�04 1.65
Pu-241 n,2n �3.733E�05 2.30 �3.657E�05 2.08
Pu-241 Fission 8.172E�05 9.73 6.889E�05 18.62
Pu-241 n,gamma 4.051E�05 2.36 3.915E�05 3.47
Pu-241 nubar �1.429E�04 4.94 �1.538E�04 �7.14
Pu-241 Disappear 4.051E�05 2.36 3.915E�05 3.47
Pu-241 Total �6.714E�04 1.97 �6.767E�04 �0.77
Ga-69 Elastic �1.731E�03 1.19 �1.746E�03 �0.84
Ga-71 Disappear 3.825E�05 2.17 3.624E�05 5.53
radius. The energy-resolved F28/F25 sensitivity coefficients for
the Jezebel problem computed by RMC and TSUNAMI-1D are pre-
sented in Table 1. Relative differences between RMC and
TSUNAMI-1D are within 3–5% for most of the nuclear data, indicat-
ing RMC generally agrees with TSUNAMI-1D. The largest difference
between RMC and TSUNAMI-1D lies in the Pu-240 fission cross
section where a difference of 18.62% is observed. The significant
difference is due to the large relative standard deviation of RMC,
i.e., 9.73%.

Figs. 5, 7 and 9 show that the energy-resolved F28/F25 sensitiv-
ity coefficients with regard to Pu-249 inelastic cross section, Pu-
249 elastic cross section, and Pu-249 total chi, respectively, agree
very well among RMC, SERPENT2 and TSUNAMI-1D. Moreover,
Figs. 6, 8 and 10 show that in general the difference between
RMC and SERPENT2 is within three standard deviations of RMC
sensitivities.
4.2. Flattop benchmark

The Flattop (NEA Nuclear Science Committee, 2011) benchmark
is a sphere of delta-phase plutonium reflected by an annulus of
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Fig. 5. Energy resolved F28/F25 sensitivity coefficients to Pu-239 inelastic cross
section for the Jezebel benchmark.
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Fig. 6. Difference of energy resolved F28/F25 sensitivity coefficients to Pu-239
inelastic cross section for the Jezebel benchmark.
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Fig. 7. Energy resolved F28/F25 sensitivity coefficients to Pu-239 elastic cross
section for the Jezebel benchmark.

10
4

10
5

10
6

10
7

−4

−3

−2

−1

0

1

2

3

4
x 10

−3

Energy, eV

D
iff

er
en

ce
 p

er
 u

ni
t l

et
ha

rg
y

RMC − SERPENT2
± 3σ of RMC

Fig. 8. Difference of energy resolved F28/F25 sensitivity coefficients to Pu-239
elastic cross section for the Jezebel benchmark.
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Fig. 9. Energy resolved F28/F25 sensitivity coefficients to Pu-239 total chi for the
Jezebel benchmark.
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Fig. 10. Difference of energy resolved F28/F25 sensitivity coefficients to Pu-239
total chi for the Jezebel benchmark.
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normal uranium. As in the previous case a 175 group structure was
used for evaluating the sensitivity coefficients and the response
function was calculated in a central sphere of 1-cm radius for eight
different isotopes. The energy-resolved F28/F25 sensitivity coeffi-
cients for the Flattop problem computed by RMC, SERPENT2 and
TSUNAMI-1D are presented in Table 2. The relative differences
between RMC and SERPENT are within 4%, whereas the relative dif-
ferences between RMC and TSUNAMI-1D are within 6%, indicating
RMC is in better agreement with SERPENT than with TSUNAMI-1D.
Figs. 11, 13 and 15, show that the energy-resolved F28/F25 sensi-
tivity coefficients with regard to Pu-239 fission cross section, Pu-
239 chi and U-235 nubar, respectively, agree well among RMC,
SERPENT2 and TSUNAMI-1D, whereas Figs. 12, 14 and 16 show
that the differences between RMC and SERPENT2 are mostly within
three standard deviations of RMC sensitivities.
4.3. UAM TMI PWR pin cell benchmark

The UAM TMI PWR pin cell problem is the Exercise 1 (I–1) in the
Phase I of the OECD LWR UAM benchmarks (Ivanova et al., 2013).
In this case a 238 group structure was used to calculate sensitivity
coefficients for a total of 34 different isotopes, and the response
function was evaluated in the whole fuel pellet volume. The
energy-resolved F28/F25 sensitivity coefficients for the UAM TMI
PWR pin cell benchmark computed by RMC and TSUNAMI-1D are
presented in Table 3. The relative differences between RMC and
TSUNAMI-1D are within 9%. Figs. 17, 19, 21 and 23 show the
energy-resolved F28/F25 sensitivity coefficients with regard to H-
1 total cross section, Hf disappearance cross section, U-238 disap-
pearance cross section, and O-16 elastic cross section, respectively.
Figs. 18, 20, 22 and 24 show the differences among the three codes
with regard to the same four nuclear data. In general, the F28/F25
sensitivity coefficient profiles among RMC, SERPENT2 and
TSUNAMI-1D agree well. However, some differences between
RMC and TSUNAMI-1D can be observed in the energy range
between 106 eV and 107 eV (Fig. 23). Differences between RMC
and SERPENT2 are roughly within three standard deviations of
RMC sensitivities, the differences between the two Monte Carlo
codes and TSUNAMI-1D, instead, are much larger, i.e., up to 50%
relative difference in the sensitivity estimates. This behavior may
be attributed to the fact that TSUNAMI-1D used the 238 multi-
group nuclear data library whereas RMC used the continuous-
energy nuclear data library.



Table 2
Energy integrated sensitivity coefficients of the response function F28/F25 for the Flattop benchmark.

Nuclide Nuclear Data RMC SERPENT2 TSUNAMI-1D RMC-SERPENT2 relative
difference (%)

RMC-TSUNAMI
relative difference (%)

F28/F25 RSD (%) F28/F25 RSD (%)

Pu-239 nubar 5.671E�02 0.14 5.680E�02 0.11 5.528E�02 �0.16 2.60
Pu-239 Inelastic �1.137E�01 0.13 �1.138E�01 0.10 �1.136E�01 �0.13 0.11
Pu-239 n,2n �1.445E�03 0.66 �1.465E�03 0.48 �1.364E�03 �1.35 5.95
Pu-239 Fission 1.728E�01 0.09 1.726E�01 0.07 1.720E�01 0.12 0.51
Pu-239 Elastic �1.409E�02 2.13 �1.462E�02 1.56 �1.396E�02 �3.63 0.91
Pu-239 Disappear 1.860E�02 0.16 1.847E�02 0.12 1.908E�02 0.75 �2.47
Pu-239 Total 6.219E�02 0.60 6.114E�02 0.47 6.211E�02 1.72 0.13
Pu-240 Elastic �1.252E�03 5.75 �1.260E�03 4.37 �1.218E�03 �0.64 2.81
Pu-240 Inelastic �6.171E�03 0.55 �6.200E�03 0.00 �6.145E�03 �0.48 0.42
Pu-240 Disappear 1.253E�03 0.61 1.200E�03 0.00 1.270E�03 4.39 �1.32
Pu-240 Total �5.648E�03 1.60 �5.800E�03 1.72 �5.580E�03 �2.63 1.20
U-235 Inelastic �4.853E�04 3.48 �4.890E�04 2.66 �4.881E�04 �0.76 �0.58
U-235 Fission �1.005E+00 0.00 �1.004E+00 0.00 �1.005E+00 0.01 0.00
U-235 nubar �7.529E�03 0.30 �7.486E�03 0.24 �7.619E�03 0.58 �1.18
U-235 Disappear 6.183E�04 0.90 6.170E�04 0.65 6.418E�04 0.20 �3.67
U-235 Total �1.005E+00 0.01 �1.005E+00 0.00 �1.005E+00 �0.01 �0.01
U-238 Elastic �1.256E�01 0.41 �1.254E�01 0.31 �1.246E�01 0.14 0.79
U-238 Inelastic �8.000E�02 0.28 �8.017E�02 0.21 �8.043E�02 �0.21 �0.53
U-238 n,2n �1.242E�03 1.24 �1.267E�03 0.95 �1.241E�03 �2.00 0.02
U-238 Fission 9.655E�01 0.01 9.654E�01 0.01 9.655E�01 0.01 0.00
U-238 nubar �4.968E�02 0.13 �4.973E�02 0.11 �4.975E�02 �0.08 �0.14
U-238 Disappear 4.440E�02 0.14 4.417E�02 0.10 4.520E�02 0.52 �1.76
U-238 Total 8.030E�01 0.07 8.027E�01 0.05 8.044E�01 0.04 �0.17
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Fig. 11. Energy resolved F28/F25 sensitivity coefficients to Pu-239 fission cross
section for the Flattop benchmark.

10
4

10
5

10
6

10
7

−5

−4

−3

−2

−1

0

1

2

3

4

5
x 10

−3

Energy, eV

D
iff

er
en

ce
 p

er
 u

ni
t l

et
ha

rg
y

RMC − SERPENT2
± 3σ of RMC

Fig. 12. Difference of energy resolved F28/F25 sensitivity coefficients to Pu-239
fission cross section for the Flattop benchmark.
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4.4. Memory consumption

The memory consumptions of the superhistory algorithm and
the normal algorithm which is implemented in the power iteration
process (power method) for the Jezebel, Flattop and the UAM TMI
PWR pin cell benchmarks are summarized in Table 4. The memory
consumption of the superhistory algorithm for the Jezebel, Flattop
and the UAM TMI PWR pin cell problems are only 0.38%, 0.47%,
0.14% of that of the normal algorithm, respectively. This suggests
that the superhistory algorithm consumes much less memory than
the normal algorithm. It should be noted that the normal algorithm
is not optimized, meaning it does not use memory reducing
schemes like MCNP6 or SERPENT2. The computational time is not
addressed in this work. Nevertheless, it could be inferred that the
efficiency of the superhistory algorithm would be similar to the
normal algorithm with only one particle history per cycle.
5. Conclusions

A new feature for generalized sensitivity analysis with regard to
nuclear data was developed in the continuous-energy Monte Carlo
code RMC (Reactor Monte Carlo). This new capability relies on the
collision history-based method that was previously implemented
in SERPENT2, and uses the superhistory algorithm in order to
reduce the memory consumption when computing generalized
sensitivity coefficients. The newly developed capability of RMC
was verified by comparing with results from the deterministic code
TSUNAMI-1D part of the SCALE6.1 code package, and the Monte
Carlo code SERPENT2, through Jezebel, Flattop and the UAM TMI
PWR pin cell benchmark problems. Numerical results show that
RMC, SERPENT2 and TSUNAMI-1D reach a good agreement gener-
ally, although the differences between the Monte Carlo codes and
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Fig. 13. Energy resolved F28/F25 sensitivity coefficients to Pu-239 total chi for the
Flattop benchmark.
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Fig. 14. Difference of energy resolved F28/F25 sensitivity coefficients to Pu-239
total chi for the Flattop benchmark.
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Fig. 16. Difference of energy resolved F28/F25 sensitivity coefficients to U-235
nubar for the Flattop benchmark.
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Fig. 15. Energy resolved F28/F25 sensitivity coefficients to U-235 nubar for the
Flattop benchmark.

Table 3
Energy integrated sensitivity coefficients for the UAM TMI PWR pin cell benchmark
for the response function F28/F25.

Nuclide Nuclear
data

RMC TSUNAMI-
1D

Relative
difference (%)

F28/F25 RSD
(%)

F28/F25

U-234 Inelastic �6.686E�05 5.28 �6.499E�05 �2.87
U-234 n,2n �5.780E�07 24.78 �5.604E�07 �3.15
U-234 n,gamma 3.678E�03 0.38 3.385E�03 �8.64
U-235 Inelastic �8.428E�03 0.44 �8.373E�03 �0.66
U-235 n,2n �2.995E�04 1.13 �2.949E�04 �1.54
U-235 Fission �2.754E�01 0.09 �2.759E�01 0.21
U-235 n,gamma 1.629E�01 0.06 1.641E�01 0.74
U-235 Total �1.213E�01 0.26 �1.203E�01 �0.81
U-238 Inelastic �2.181E�01 0.08 �2.171E�01 �0.46
U-238 n,2n �7.826E�03 0.22 �7.902E�03 0.97
U-238 Fission 9.729E�01 0.01 9.733E�01 0.04
U-238 n,gamma 2.047E�01 0.06 2.219E�01 7.76
U-238 nubar �1.835E�03 2.76 �1.849E�03 0.75
U-238 Total 9.437E�01 0.06 9.511E�01 0.77
O-16 Elastic �7.715E�02 0.87 �7.881E�02 2.11
O-16 n,alpha �6.159E�03 0.24 �6.042E�03 �1.94
O-16 Inelastic �5.747E�03 0.27 �5.821E�03 1.27
O-16 Disappear �6.159E�03 0.24 �6.093E�03 �1.09
O-16 Total �8.906E�02 0.76 �9.080E�02 1.92
H-1 Disappear 4.094E�02 0.11 4.045E�02 �1.21
H-1 Total �6.681E�01 0.11 �6.831E�01 2.19
Cr-53 n,gamma 5.552E�05 2.89 5.510E�05 �0.75
Fe-56 n,gamma 1.503E�04 1.79 1.528E�04 1.60
Zr-90 n,gamma 1.284E�03 0.64 1.206E�03 �6.49
Zr-91 n,gamma 4.308E�03 0.34 4.505E�03 4.36
Sn-117 n,gamma 1.097E�04 2.11 1.110E�04 1.17
Hf-177 Total 4.837E�04 1.10 4.706E�04 �2.78
Hf-179 n,gamma 2.611E�05 4.28 2.602E�05 �0.35
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TSUNAMI-1D are larger than the differences between RMC and
SERPENT2, which may be attributed to the fact that TSUNAMI-1D
used the 238 multi-group nuclear data library whereas RMC and
SERPENT2 used the continuous-energy nuclear data library. The
superhistory algorithm applied for the collision history-based
method is effective in reducing memory consumption. Future work
will focus on extending the capabilities of computing sensitivity
coefficients to bilinear ratios (Aufiero et al., 2015) and apply the
generalized sensitivity coefficients to uncertainty propagation in
depletion calculations (Park et al., 2011).
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Fig. 19. Energy resolved F28/F25 sensitivity coefficients to Hf disappearance cross
section for the UAM TMI PWR pin cell benchmark.
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Fig. 20. Difference of energy resolved F28/F25 sensitivity coefficients to Hf
disappear cross section for the UAM TMI PWR pin cell benchmark.
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Fig. 21. Energy resolved F28/F25 sensitivity coefficients to U-238 disappear cross
section for the UAM TMI PWR pin cell benchmark.
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Fig. 17. Energy resolved F28/F25 sensitivity coefficients to H-1 total cross section
for the UAM TMI PWR pin cell benchmark.
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Fig. 18. Difference of energy resolved F28/F25 sensitivity coefficients to H-1 total
cross section for the UAM TMI PWR pin cell benchmark.
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Fig. 22. Difference of energy resolved F28/F25 sensitivity coefficients to U-238
disappear cross section for the UAM TMI PWR pin cell benchmark.
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Table 4
Comparison of memory consumption of different algorithms.

Problem Normal
algorithm

Superhistory
algorithm

Superhistory-to-normal
ratio

Jezebel 2.8G 10.6 M 0.00379
Flattop 8.1G 38.2 M 0.00472
Pin cell 33.0G 46.5 M 0.00141
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Fig. 23. Energy resolved F28/F25 sensitivity coefficients to O-16 elastic cross
section for the UAM TMI PWR pin cell benchmark.
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Fig. 24. Difference of energy resolved F28/F25 sensitivity coefficients to O-16
elastic cross section for the UAM TMI PWR pin cell benchmark.
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