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Abstract

Essays in Applied Microeconomics

by

Jiayi Xu

This dissertations studies topics related to public economics, public policy, and

financial economics. The first chapter examines how shifting the tax burden between

residential and business property affects local government spending, business activities,

and residential mobility. I exploit shifts in the tax burden stemming from staggered

reassessment cycles. The infrequency of reassessments results in sudden and often sub-

stantial shifts in the property tax burden, while the differential timing of reassessments

across towns allows for credible causal identification. The analysis reveals that local

governments are not sensitive to revenue source, as shifting the tax burden between

residents and businesses does not affect revenue levels or the nature of public expen-

ditures. However, I find that higher business tax burdens reduce the number of small

establishments in industries that have low profit margins, a result that is evident in data

on local business counts, commercial vacancy rates, and foreclosures. Further, increased

business property tax burdens appear to reduce employment levels and wages. In con-

trast, I do not find significant evidence of increased residential mobility. The analysis

is informative for tax policy and contributes to the literatures on the residual versus

strategic views of tax rate setting and the benefit versus capital views of tax incidence.

In Chapter 2, we provide new evidence of the ”flypaper effect” in a context

xiii



of a budget shortfall generated by a targeted tax reduction. Specifically, we examine

whether local government increases tax revenue from other sources, reduces expendi-

tures that benefit the targeted group, and consider the net impact of these responses

on income and economic productivity after China abolished its agricultural tax in 2004.

Comparing nearly identical counties in adjacent provinces reveals that differences in rev-

enue shortfall are not offset by increased taxes. However, local agriculture expenditure

is disproportionately reduced, attenuating the benefits to farmers. Further, farmers in

counties that experienced larger revenue shortfalls suffered losses of net income.

The final chapter investigates the impacts of firm scandals by scandal types

and sectors. This chapter exploits a unique setting that generates a large set of system-

atically reported scandals, allowing us to measure investors’ responses across scandal

types. We document the recent 10-year scandals and use an event study approach to

estimate the effects across product quality, personal information, and business practice

scandals. We find that the effects are the largest for defective products, but there are

also strong negative responses to personal information breaches. We find little stock

response to the revelation of deceptive business practices. We also make comparisons

across industry sectors and find that the consumer goods sector suffers the largest im-

pacts, followed by the services sector, while the technology sector exhibits the smallest

responses. These results shed light on how the market responds to various types of

scandals and whether some industries are more vulnerable to negative effects.
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Chapter 1

Property Taxes and Government

Expenditures, Business Activities, and

Residential Mobility

1



1.1 Introduction

Property tax is one of the most important revenue sources for local govern-

ments in the United States, and the majority of this revenue is generated from residential

and business property. There has been a long debate regarding property tax incidence

that is dominated by two competing views: the “benefit tax” view and the “capital

tax” view (Zodrow, 2001). The benefit tax view considers property tax as a payment

for public goods received (Tiebout, 1956), while the capital tax view considers it a tax

on the use of capital which can drive investment out of high tax jurisdictions and can

reduce wages and increase rents (Mieszkowski, 1972; Zodrow and Mieszkowski, 1986).

Understanding the impact of shifting the tax burden between residential and business

property is important for policy. For example, in the 2020 election, California voted on

a law that would substantially shift the tax burden toward businesses by eliminating

the artificially low assessed values created by Proposition 13.

To shed light on the implications of shifting the property tax burden between

residential and business property, I examine: 1) whether local government revenue levels

and spending patterns are sensitive to the source of property tax revenue (business or

residential); 2) the impact of shifting the tax burden towards businesses on whether they

move or close, their employment levels, and the wages they pay; and 3) the impact of

shifting the tax burden towards residents on housing vacancies, sales, and foreclosures.

There are several challenges to identifying the causal effect of shifting the tax

burden on local government, business, and residential outcomes. First, the tax burdens

2



faced by business and residential properties are endogenously determined by political

factors and the local economic environments including the size and influence of the local

business community. Second, tax levels affect the provision of public services that can

alter business and residential outcomes. To overcome these issues, this paper exploits

shifts in the tax burden between residential and business properties stemming from

staggered reassessment cycles. The infrequency of reassessments results in sudden and

often substantial shifts in the property tax burden, while the differential timing across

towns allows for credible causal identification. I first implement a staggered difference-

in-differences design to study whether local governments are sensitive to changes in the

level and composition of the tax base. If shifting the tax burden between business and

residential property does not affect total revenue and categorical expenditures, then it

is possible to abstract from the role of public goods provision and isolate the pure tax

burden effects on business and residential outcomes. For businesses, I examine the effect

of property taxes on business exit, employment levels, and wage payments. For residents,

I examine how the tax burden affects housing vacancies, sales, and foreclosures.

In the U.S., states require local governments to reassess properties on a fixed

schedule every few years.1 In non-reassessment years, the assessed values are essentially

unchanged even if local economies experience dramatic changes in property values. As

a result, during reassessment years, revised property values reflect cumulative market

changes for the past several years. In addition, differences in business and residential

1For example, Ohio requires its counties to update property values every three years, and North
Carolina asks its counties to conduct reassessments at least every eight years. There are five states that
do not have specific reassessment cycles. They are CA, DE, NJ, NY, and PA.
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property growth patterns and assessment methods can create a wedge between their

values, and thus, the infrequent nature of reassessments can cause large changes in

the relative tax burden of residential and business property.2 This paper focuses on

reassessments in Connecticut, which has a five-year reassessment cycle that results in

large cumulative property value changes and shifts in relative tax burdens.

This paper explores how the tax burden shifts between business and residen-

tial properties affect government, business and residential outcomes. My finding shows

government fiscal decisions do not vary with changes in property tax base. For busi-

nesses, I find that higher business tax burdens reduce the number of establishments in

industries that traditionally have low profit margins, and it is also evident in data on

local business counts, commercial vacancy rates, and foreclosures. Further, increased

business property tax burdens appear to generate adverse effects on labor markets. In

contrast, I do not find significant evidence of increased residential vacancies, sales, or

foreclosures.

This study incorporates multiple data sources. For government outcomes, I

combine administrative financial data with property assessment information, and man-

ually collect categorical public expenditure data such as highway and transportation

spending from municipal annual audit reports. To understand impacts on business

activities, I gather information on establishment numbers from the U.S. County Busi-

ness Patterns database, vacancy counts from the USPS Vacant Address database, and

2In general, residential assessments rely on a sale approach combined with a cost approach, while an
income approach is often used for businesses. The differences in assessment methods will be explained
in detail in section 3.2.
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business property transactions from Zillow ZTRAX. For labor market outcomes, I use

aggregate wage payments and employment information from the Connecticut Depart-

ment of Labor. For residential mobility, I supplement USPS vacancy and Zillow ZTRAX

data with vacancy information from the American Community Survey.

Specifically, the analysis generates five primary findings. First, there is no

evidence that changes in the size of the property tax base or tax base composition have

an effect on local revenue levels. When local property tax bases fluctuate substantially

due to reassessment, one might expect significant changes in property tax revenues.

However, I find that local governments adjust tax rates such that revenues are largely

unaffected. While this may be surprising, it is consistent with the literature, including

Lutz et al. (2011) and Alm et al. (2011), who find no relationship between assessed

property values and local property tax revenue following the Great Recession. The

finding also provides new evidence for the tax rate setting residual view, which argues

that when the tax base falls (rises), local governments increase (decrease) the tax rate

to stabilize revenue (Netzer, 1964; Ross and Yan, 2012). Having established that the

tax base has little effect on local revenue, I then test whether changes in tax base

composition (business versus residential) affect local revenue, and find no significant

evidence that it does. That is, there is no evidence that local governments attempt to

extract more revenue when a greater share of the tax burden falls on businesses.

Second, local public spending does not appear to respond to tax source changes.

In particular, there is no evidence that having a larger share of taxes coming from

businesses results in greater expenditures on highway and transportation and public

5



safety.3 There is also no evidence that higher residential tax shares increase education

spending. This result contributes to the literature on the role of revenue source on

spending by distinguishing based on taxpayer identity.4 Previous studies primarily

focus on the importance of tax rates for political activities (Bordignon et al., 2003;

Vermeir and Heyndels, 2006), but few have focused on the composition of the tax base.

The finding that paying higher tax shares does not translate to higher public benefits is

not consistent with the property tax benefit view. Further, because local governments

do not appear to adjust public spending when the tax revenue source changes, I can

abstract from public goods provision and isolate the pure tax effect on business and

residential outcomes.

Third, higher business property taxes increase local business exit. I find that

higher taxes reduce the number of local business in industries with low profit margins,

which is consistent with the capital view. In the manufacturing industry, for example,

there is a reduction in local small businesses (with fewer than ten employees). Specifi-

cally, a one percent increase in business tax burden leads to a decrease of 0.39% in total

small business counts three years after a tax increase. Adverse effects are also observed

in the retail industry. Another measure of business exit is vacancy, which is caused by

firms vacating their properties. I find higher business tax burdens increase the volume

of long-term (i.e., over six months) vacant business properties. By isolating the role of

3A recent U.S. Chamber of Commerce survey suggests businesses are more demanding for these
public spending.

4Previous studies such as Martinez (2019) differentiate revenue sources by tax versus non-tax revenue.
In addition, a series of public finance studies, such as Dahlberg et al. (2008) and Leduc and Wilson
(2017), examine the impacts of local and intergovernmental revenues on local expenditures.
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property taxes free from changes in public goods provision, these findings contribute

to the literature on property taxation and business which has previously documented

few negative effects (Bartik, 1985a; Gabe and Bell, 2004). In addition, as the property

tax increases identified in this paper may be short-lived, while losing businesses (due to

closing or relocation) could be long-lasting, this is of significant policy interest.5

Fourth, I find that firms pass the additional tax burden to employees by re-

ducing wage payments and employment. A one percent increase in business tax burden

results in a 0.06% to 0.08% reduction in annual aggregate wages, and a 0.02% to 0.05%

reduction in employment levels. This finding is consistent with the capital tax view,

which argues that part of the tax burden is borne by local workers through changes

in their wages and employment. As most of the literature on tax incidence primarily

focuses on state and federal corporate income taxes, this paper contributes by providing

new evidence on the impact of local property taxes (Desai et al., 2007; Suárez Serrato

and Zidar, 2016; Fuest et al., 2018).

Finally, I do not find significant evidence of increased residential vacancies,

sales, or foreclosures in response to higher residential property taxes. These results

are informative, as prior empirical evidence on the consequences of higher property

taxes on residential mobility is inconclusive. For example, using tax changes driven

by relative assessment growth and instrumented by statewide shifts in housing demand

in Ohio, Fraenkel (2019) finds that higher property tax bills cause some homeowners

5Unlike corporate income tax reforms, which may be perceived by businesses as being permanent,
the tax shocks examined by this paper are driven by periodic property reassessment, and thus, maybe
perceived as short-term in nature.
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to sell their properties, while Ding et al. (2020) show that higher tax bills caused by

property reassessments in Philadelphia do not increase home sales among vulnerable

homeowners.

The paper is organized as follows. Section 2 presents background information

on property reassessments. Section 3 describes the construction of the data set. Section

4 introduces the tax shifting mechanism between business and residential properties.

Section 5 presents the empirical strategy. Sections 6 to 10 report local government,

business, and residential outcomes. Section 11 concludes.

1.2 Background: Property Reassessment

Reassessment is the process of reviewing the values of all properties to ensure

uniformity and equality. Connecticut law require all 169 towns in the state to conduct

a property reassessment every five years. By law, municipalities must assess property

at 70% of its fair market value at 5-year intervals. Between reassessments, the assessed

values stay constant unless there is damage to a property requiring complete demolition

or total reconstruction or new construction completed on the property.6 Figure 1.1

displays property value changes in reassessment and non-reassessment years. The left

panel of the figure is a histogram of the percent change in year-to-year real property

values for non-reassessment years, which are very small. Changes in reassessment years

are shown in the right panel, and are substantial, reflecting cumulative real estate market

variation for five years.

6See Connecticut CSG 12-62 and CGS § 12-62a (b).
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Each year, a group of towns goes through the reassessment as scheduled by the

state. Figure 1.2 shows that towns located in the same area face different reassessment

schedules, revealing that assessment timing is not a function of geography. Therefore,

if the property market experiences a price shock in a particular year, the changes will

show up on tax bills in different years based on town-level reassessment cycles.7

In reassessment years, variation in assessment approaches can create wedges

between business and residential property value changes. In general, there are three

assessment approaches: the sales approach, the cost approach, and the income approach.

Assessors consider each approach’s reliability based on the type of property and the

availability of market data. The most reliable method is given the greatest weight in

calculating final values. In general, residential assessments rely on the sale approach

combined with the cost approach, and the income approach is used only for businesses.

The sales approach compares a property with similar properties recently sold in arm’s

length transactions. Differences in physical conditions, locations, and other aspects are

adjusted according to assessors’ judgments. It follows the idea that a property’s real

value can be reflected by the cost of purchasing an equally desirable substitute property.

In applying the cost approach, an assessor first estimates the land’s market value by

analyzing comparable land sales. Next, the assessor calculates the cost of replacing the

property at the time of reassessment, and this estimated replacement cost is depreciated

using a property’s current condition. Finally, the income approach estimates businesses’

property market values such as retail, warehousing, offices, and industrial space. Unlike

7Municipalities cannot defer reassessments. Any town or city that fails to comply with the provisions
forfeits ten percent of state grants-in-aid for the fiscal year following the required reassessment year.
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the other two methods, it relies on the income a property can produce. It considers

property as an investment, and the final value reflects what an informed investor would

pay for the earning stream associated with a particular property. Typically, assessors

gather information on the income and operating expenses from property owners. Then,

the net income is converted to a present value using an appropriated capitalization rate.

Economic condition is another important factor that could lead to different

value changes between business and residential properties. For instance, lower interest

rates on business mortgages can boost urban development in downtown areas, thereby

attracting more people and increasing apartment rents. As a result, it could cause

commercial apartment buildings to appreciate faster than residential homes. Further-

more, business assessments heavily rely on the income approach, which considers the

predictable income stream as a major factor, but residential housing assessment relies

more on properties’ characteristics.

Municipalities must notify property owners about reassessment results by send-

ing written notice in November. The notice indicates the property’s value before and

after reassessment, states that the owner has the legal right to appeal the new assess-

ment, and explains how they may do so.8 For example, if 2020 is a reassessment year,

property owners will receive notices of their new assessed values in November of 2020.

People who disagree with the values can appeal before March of 2021.

The newly assessed values are used to prepare local budgets starting in July

after the reassessment year.9 The assessment information is submitted to the board of

8See Connecticut CGS § 12-62 (f).
9Local governments in Connecticut adopt a uniform fiscal year which begins July 1 and ends June
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finance to determine property tax revenue for budget purpose after it is reviewed and

approved by the tax commission. For example, the 2020 assessment values are used to

prepare local budgets for the fiscal year starting in July of 2021 and ending in June of

2022. Between April and May of 2021, the board of finance will hold annual budget

meetings and adopt the budget after the tax commission approves the final tax base.

The property tax levy is then set, and tax bills are computed and mailed in time for

payment to begin on July 1. In other words, the first tax bills impacted by the 2020

reassessment will be sent in June of 2021 and are due on July 1, 2021, which is also the

start of the municipal fiscal year.

1.3 Data

The data used in this study comes from multiple novel sources. The prop-

erty assessment data is obtained from the State of Connecticut Office of Policy and

Management. Municipal financial data is manually collected from local annual audit

reports. The County Business Patterns data set includes information on the number of

establishments by industry and firm sizes, and labor outcomes are gathered from the

Connecticut Department of Labor. Three more data sets, the USPS Vacant Address

data, American Community Survey and Zillow ZTRAX provide information on property

vacancies and transactions.

The State of Connecticut Office of Policy and Management maintains property

assessment lists by property types for each of its 169 municipalities, and I use residential

30.
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and business assessed values from this administrative data source. Local fiscal measures

are gathered from the Municipal Fiscal Indicators data set, including data such as

property tax revenues, intergovernmental revenues, and total local revenues. Detailed

public spending data is scraped from local annual audit reports.10 I use local spending on

highway and transportation, public safety, and education to test whether changes in tax

revenue sources affect public spending composition. The highway and transportation

departments are typically in charge of road and bridge maintenance, highway signs,

and parking lots; and public safety expenditure includes spending on police and fire

departments.

To estimate the effect on business exit, I use the County Business Patterns

database to determine the number of establishment in each town.11 With this data,

I can examine how businesses from various industries respond to property tax shocks

differently. Another advantage is that it provides establishment counts by number

of employees, enabling me to conduct heterogeneity analysis. In addition to business

counts, I also use the number of vacant business addresses to measure business mobility

and closures. I follow Immergluck (2016) and divide vacant addresses into short-term

and long-term vacancies (i.e., less and over six months of vacancy). Short-term vacancies

are most likely to be caused by owners’ selling or leasing decisions, and long-term

vacancies are likely to be a reasonable indicator for weak business demand. Vacancy

10Audit reports after 2011 are downloaded from Connecticut’s Electronic Audit Reporting System
(EARS), and earlier reports are collected from local financial departments and town clerk offices.

11The data comes from the U.S. Census Bureau’s Business Register of U.S. companies, which includes
all companies with paid employees, covering most North American Industry Classification System in-
dustries. Beginning in 2017, a data point is only published if it contains three or more establishments,
and thus, this paper only uses establishment data before 2017.
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data comes from the USPS Vacant Address database, and it includes information such

as vacant address counts and the number of months an address has been vacant.12 An

advantage of using the USPS dataset is that it maintains vacant addresses for residential

and business properties and is the only existing dataset with commercial and industrial

vacancies. Previous studies such as Silverman et al. (2013) and Immergluck (2016)

use the USPS data to study residential vacancies, and this paper extends the usage

by focusing on business properties. I also use property transaction records from Zillow

ZTRAX to examine business mobility and closures.13 This paper examines two types of

transactions: traditional sales and foreclosures. Traditional market sales are those with

deed types that do not include transfers between families and inheritances. Foreclosures

are defined broadly, including foreclosure deeds, deeds in lieu of foreclosure, and tax

deeds.

Statistics on labor outcomes are obtained from the Connecticut Department

of Labor. Connecticut has a Quarterly Census of Employment and Wages (QCEW)

program serves as a near census of employment and wage information.14 From this

program, I observe annual average employment and annual aggregate wage payments

by industry, which are reported by the employers on their Unemployment Insurance

12USPS counts vacant addresses in order to track undeliverable mail. If an address is vacant (not
collecting their mail) for 90 days or longer, USPS delivery staff will label it as a vacant address. Vacant
information is published at the census level by the U.S. Department of Housing and Urban Development,
but I aggregate them into the town level for this study. In 2010, USPS began implementing new
procedures to improve the vacant indicator’s accuracy, and thus, I only use vacant data after 2010.

13Property level transaction records are sourced from legal recordings processed by each county
recorder’s offices. The transaction records are initially reported by parcel I.D. For this study, I ag-
gregate them to town levels.

14The program produces a comprehensive tabulation of employment and wage information for work-
ers covered by Connecticut Unemployment Insurance (UI) laws and Federal workers covered by the
Unemployment Compensation for Federal Employees (UCFE) program.
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Quarterly Contribution Returns.

For residential mobility, I use both USPS Vacant Address data and the Zil-

low ZTRAX data and supplement this with vacancy information from the ACS. An

advantage of the ACS data is that it classifies vacant units as vacancy for rent, vacancy

for sale, and seasonal vacancies. For this study, I focus on both vacancy for rent and

vacancy for sale.

1.4 Business and Residential Tax Shifting

The infrequent nature of reassessments often results in substantial changes in

tax base levels. For example, during the Great Recession, overall property values in

Connecticut fell by over 12%. In addition, infrequent reassessments can cause large

changes in the relative tax burdens of business and residential property. In this section,

I explain how the tax shifting between business and residential properties affects rev-

enue sources from the government perspective and tax burdens from the perspective of

business and residents.

Property tax is determined by two components: property assessed values (V )

and millage rate (m). The assessed value is the basis upon which the property tax levy

is distributed among the property owners. The millage rate is the number of dollars

of tax assessed for each $1,000 of assessed values. The taxes paid by a property owner

will be T = V × m. For example, a rate of 20 mills results in a tax payment of $20

for each $1,000 assessed value. Residential and business properties are the two primary
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sources of property tax revenues, and the tax paid by business is TB = V B ×m, with

residential taxes similarly defined. As there is only one millage rate in Connecticut,

applying to both businesses and residences, the share of tax paid by businesses is a

function of assessed values, sB = V B

V tot . Therefore, relative changes in business and

residential assessed values will shift the property tax shares between them.

Figure 1.3 shows how residential and businesses values changed differently

when reassessment happened after the Great Recession. As we can see from the figure,

although both property types experienced depreciation, residential property experienced

much larger decreases during this period. On average, residential values dropped by

12.28% and business values by 2.23%.

1.4.1 Changes in Government Tax Revenue Sources

From the government’s perspectives, changes in business and residential rela-

tive assessed values reflect shifts in tax revenue sources as shown in equation 1.1:

∆sBt = (
V B
t

V tot
t

−
V B
t−1

V tot
t−1

) (1.1)

∆sBt represents the percentage point changes in business tax shares. For example, if sBt

is 0.15 and sBt−1 is 0.1, then ∆sBt = 0.05 suggests that a 5 percentage point tax revenue

shift towards businesses from t − 1 to t and also implies a 5 percentage point revenue

shift away from residential properties.

Figure 1.4 shows the shift in property tax revenue sources caused by reassess-

ments in the five years after the Great Recession. Year 0 is the scheduled reassessment
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year, including 2009, 2010, 2011, 2012, and 2013. The top graph suggests that the tax

revenue share on businesses increased by an average of 4 percentage points (on a base

of 21 percentage point), which is accompanied by a commensurate drop for residential

property. The magnitude of the shifts vary substantially by town. For example, the

average change in business revenue share is over 8 percentage points for the highest 20%

of towns, while the increase is less then 1 percentage point for the bottom 20%.

1.4.2 Changes in Business and Residential Taxes

From perspective of a business, the tax shifting from residents to businesses

can lead to much large percentage changes in their tax burdens. For example, if a 5

percentage point tax burden shifts to businesses between t − 1 and t on a base of 10

percentage points (i.e., sBt−1 = 0.1 and sBt = 0.15), then it will result in a 50% increase

in their tax burdens as expressed in equation 1.2:

%∆sBt = (
V B
t

V B
t−1

× V tot
t

V tot
t−1

− 1) (1.2)

The measure %∆sBt represents the percent change in business tax burden between

t − 1 and t. Specifically, this captures the change in the assessed value of businesses

relative to the overall change in the tax base. Because assessed values stay constant

between the 5-year intervals for reassessment, %∆sBt will approximate to zero if t is a

non-reassessment year. In a reassessment year, the expression captures the percentage

changes in business tax burden due to reassessment timing. For example, after the Great

Recession, the average percentage change on business tax burden in a non-reassessment
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year is 0.19%, which is statistically insignificant from zero. The average tax burden

changes on businesses in a reassessment year during the same period is 7.6%. Figure

1.5 displays the distribution of these changes.

The size of the percentage change in business tax burden can vary substantially

across towns. The variation depends in part on residential property share and in part on

changes in assessed values. Equation 1.3 rewrites the %∆sBt to show the determinants

of the shock size:

%∆sBt ≈ log(
sBt
sBt−1

) ≈ sRt−1(1 − gRt
gBt

) (1.3)

where gBt =
V B
t

V B
t−1

and gRt =
V R
t

V R
t−1

.15 The percentage change in the share that businesses

pay is approximately equal to the residential share in the town multiplied by one minus

the relative growth rates in assessed values. For example, if a town experienced a 10

percent decline in residential property values and no change in business property values

(gR = 0.9 and gB = 1), then %∆sBt would be around 8 percent if residential properties

were 80 percent of the property tax base but only 2 percent if residential properties were

20 percent of the base. On average, residential properties contribute to approximately

80% of real property tax bases, while businesses make up about 20%. The wide range

of shocks across towns in evident in Figure 1.5, with many towns experiencing business

tax increase exceeding 15 percent.

Similar to businesses, tax shifting also impacts residents. I create the percent-

age change on residential tax burden between year t and t − 1 in the same manner as

15More details can be found in Appendix 1.A.
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in equation 1.4:

%∆sRt = (
V R
t

V R
t−1

× V tot
t

V tot
t−1

− 1) (1.4)

The measure %∆sRt represents the percent change in the residential tax burden between

t−1 and t. For instance, after the Great Recession, the percentage change in residential

tax burden is -0.24% during non-reassessment years, and is -4.9% during reassessment

years.

1.5 Empirical Design

The endogeneity of property taxes is a primary challenge in the literature.

Recent studies try to solve it in different ways, such as exploiting spatial variation in

tax break policies (Mast, 2020), focusing on homeowners with low demand for public

services such as retirees (Shan, 2010), or studying the spillover effects of school levies

on businesses (Enami et al., 2018). This paper exploits tax burden shifts between

business and residential properties due to differential reassessment timing across towns.

I introduce the staggered reassessment cycles in section 1.5.1, and then discuss the

empirical designs for government, business and residential outcomes in sections 1.5.2 to

1.5.5.

1.5.1 Staggered Difference-in-Differences Design

Each year, a group of towns will carry out their reassessments. Figure 1.2

shows the geographic distribution of towns based on their reassessment cycles, reveal-
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ing that assessment timing is not correlated with locations. The staggered difference-

in-differences identification strategy is valid under the assumption that the timing of

reassessment across towns is not correlated with economic factors. That is, we have

two towns with the same business and residential tax shares and that experience the

same local economic trends, so the only difference between them is their reassessment

schedule: one will be reassessed earlier and the other will be reassessed later.

Consider two towns, A and B, that are similar but have different reassessment

schedules. During the Great Recession, they experience similar shocks. However, the

shocks to assessed values and taxes are only realized afterwards in different years based

on their reassessment schedules. If the reassessment year for town A is 2011, then the

value changes caused by the Great Recession in town A will be reflected on 2011 tax

bills and paid in 2012. If the reassessment year for town B is 2013, then the changes

would be reflected on town B’s 2013 tax bills and paid in 2014. Both changes reflect the

lagged fluctuations of the market and are independent from things that happened in

2011 and 2013. Consequently, town B can be used as a control when town A is treated

in 2011, and town A in turn can act as a control when town B is treated in 2013.

An important element of the design is that it is a short-term identification

strategy based on a fiver-year reassessment cycle. In other words, the tax shocks ex-

amined by this paper may be perceived as temporary tax changes by businesses, and

therefore, the effects detected by this design might be smaller. On the other hand, if the

findings indicate that even short term property tax increases can generate long-lasting

effects, then it should draw more attentions to local governments when determining
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property tax policy.

1.5.2 Effect of Changes in Tax Bases on Local Revenue

To investigate how local governments respond to shocks in overall property

assessed values, I first estimate the elasticity of the millage rate with respect to the tax

base using regression 1.5:

lnmit = β ∗ ln(V tot
it ) +Xit + γt + θi + εit (1.5)

mit represents millage rates in year t for town i and V tot
it is the total tax base. If

local governments completely ignore tax base changes, we would expect β to be a very

small number that is statistically insignificant from 0. On the other hand, if local

governments adjust the millage rate to fully offset changes in tax bases and maintain

constant revenue, then β should be insignificantly different from -1. Subscript t is the

budget year, and Xit is a set of control variables motivated by prior literature, including

share of female, share of foreign-born, and share of higher education. θi and γt indicate

town fixed effects and year fixed effects. The town fixed effects control for unobserved

economic characters that are constant over time, whereas year fixed effects control for

statewide macroeconomic trends. Standard errors are clustered at the town level.

As infrequent reassessments can also lead to large changes in tax base composi-

tions by changing relative assessed values between business and residential properties, I

then examine how changes in these assessed values affect local revenues using regression

20



1.6:

∆Yit = β1 ∗ ∆V B
it + β2 ∗ ∆V R

it +Xit + γt + θi + εit (1.6)

∆Yit is the change in local revenue in town i calculated between year t − 1 and t,

which includes changes in property tax revenue, other local revenue, intergovernmental

transfers, and total revenue. This regression separates the influence of business (β1)

and residential (β2) assessed values on revenue outcomes. If local governments do not

response to changes in tax base composition, then we would expect both β1 and β2 to

be insignificant.

1.5.3 Effect of Changes in Tax Revenue Sources on Public Spending

To understand whether shifts in tax revenue source affect public spending, I

estimate the following regression:

∆Yit = β ∗ ∆sBit +Xit + γt + θi + εit (1.7)

∆sBit represents the percentage point change in total tax revenue coming from busi-

ness properties. ∆Yit is the change in categorical public spending in town i calculated

between year t − 1 and t (measured both as percent change and per-capita change).

Specifically, I examine whether local governments spend more on highway and trans-

portation and public safety if more revenue comes from the business sector. I also test

whether local governments reduce spending on education if residential tax shares are

lower. Since local governments may not respond to revenue source changes immediately,

I also examine longer-run period effects up to 3 years following tax source changes.
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1.5.4 Effect of Changes in Taxes on Business Outcomes

I then estimate the effect of changes in business tax burden on business out-

comes:

∆Yit = β ∗ %∆sBit +Xit + γt + θi + εit (1.8)

%∆sBit represents the percent change in property taxes on businesses stemming from

reassessments. I consider two classes of outcome variables: business exit and labor mar-

ket outcomes. Business exit includes measures of number of establishments, property

vacancies, and property transactions. The number of establishments is differentiated by

industry and firm size. For vacancies, I consider both short-term and long-term vacan-

cies following Immergluck (2016). Transaction records include the number of business

market sales and the number of foreclosures. As property taxes may not generate

immediate impacts on outcomes such as moving and selling decisions, I also examine

longer-run effects up to 3 years following tax changes. Labor outcomes include aggregate

annual wages and average annual employment.

1.5.5 Effect of Changes in Taxes on Residential Outcomes

To examine how residential tax burdens on residents affect housing outcomes,

I replace %∆sBit with %∆sRit and estimate equation 1.9:

∆Yit = β ∗ %∆sRit +Xit + γt + θi + εit (1.9)

where %∆sRit represents the percent change in tax burden on residents due to reassess-

ment. I examine property vacancies and transaction records, and differentiate vacancies
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by length (short-term vacancy and long-term vacancy). In addition, I classify vacant

residential properties as vacant for sale and vacant for rent. Transaction records include

the number of residential market sales and the number of foreclosures. As with business

properties, I consider longer-run effects up to 3 years following reassessment.

1.6 Local Revenue

As the infrequency of reassessments can result in sudden and substantial

changes in the tax base, I first investigate how local governments respond when there

is a shock to overall assessed property values. When property values fluctuate substan-

tially, one might expect significant changes in property tax revenue. For example, after

the Great Recession, there were significant budgetary declines at the state and federal

levels.

Previous studies suggest that when tax bases fluctuate, whether local govern-

ments experience revenue shocks is primarily determined by how they set their property

tax rates. There are two different views on the role of tax rate setting. The residual

view suggests that local governments can adjust millage rate to offset changes in tax

base. An important implication of this view is that the elasticity of the tax rate with

respect to the tax base is equal to one. Alternatively, the strategic view suggests that

the tax rate is a choice variable and is selected based on local preferences toward main-

taining and attracting investment (Brueckner, 2003; Ihlanfeldt and Willardsen, 2014).

If the strategic view plays a dominant in tax rate setting, we should expect local gov-

23



ernments to reluctantly increase the tax rate when the tax base drops and experience

revenue losses. Previous literature finds mixed evidence of these two views (Brueckner

and Saavedra, 2001; Ihlanfeldt and Willardsen, 2014; Brien, 2018).

As shown in Table 1.1, I find that when the tax base decreases by 1%, local

millage rates increase by 0.94%, offsetting changes in the tax base. The coefficient is

not statistically different from negative one, which is consistent with the residual view.

The estimate in column (2) results an insignificant impact of property tax base changes

on property tax revenue, which is consistent with prior literature documenting property

tax stability (Lutz, 2008; Alm et al., 2011; Doerner and Ihlanfeldt, 2011). Estimates in

columns (3) to (5) suggest that tax base changes generate little impact on other local

revenue sources, intergovernmental transfers, and total revenue.

Having established that changes in the property tax base have little effect on

local revenue, I next examine whether local governments respond differently when there

is a change in tax base composition. Table 1.2 reports the results of separating the

influence of business and residential tax base on local revenue. As we can see from

column (1), neither changes in business nor residential assessed value impact property

tax revenue, suggesting that local governments adjust millage rates to stabilize prop-

erty tax revenue regardless of whether the change in tax base stems from business or

residential property. Although a decline in total revenue is observed in column (4) for

residential properties, the magnitude is economically small, and it seems to be driven

by intergovernmental transfers.16 Appendix Table 1.A also shows similar findings by

16One possible explanation for the changes in intergovernmental transfers could be an increase in
Education Equalization Grants during and after the Great Recession.
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examining the impact of changes in business tax shares on local revenue.

1.7 Categorical Public Spending

Earlier studies such as Bordignon et al. (2003) and Vermeir and Heyndels

(2006) have pointed to the importance of tax rate setting for local political activities.

However, little is known about whether local governments care about the source of

property tax revenue when making spending decisions. If local government cares about

tax revenue source, we should expect business taxpayers (or residents) to receive more

public benefits if the tax burden shifts towards them. In this section, I examine how

the shifting of tax revenue source affects government spending behavior.

To test whether local governments reward businesses when tax shares shift

toward them, I first examine changes in local highway and transportation spending.

Earlier studies have provided evidence on positive correlations between highway and

transportation spending and business activity (Bartik, 1985b; Reynolds and Maki, 1990;

Garcia-Mila and McGuire, 1992). A 2019 U.S. Chamber of Commerce survey also indi-

cates that low quality of roads were a primary concern of small business owners. High-

way and transportation spending also includes parking lots, which may be a priority

for business owners. Highway and transportation spending may therefore dispropor-

tionately benefit business taxpayers.17 The results in columns (1) and (2) of Table 1.3

suggest little evidence of grater highway and transportation spending after the tax bur-

17According to the Connecticut department of transportation, local town governments take 80% of
road maintenance responsibilities on average.
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den shifts toward businesses. Moreover, estimates in panel B and C imply that there is

no evidence of longer-run effects.

Another public services that local businesses are likely to value is public safety.

Earlier studies document the positive impact of public safety spending on business per-

formances (Tannenwald, 1996; Papke, 1991). And, according to a recent NFIB report

on small businesses, local crime is a top issue.18 Therefore, I test whether local govern-

ments allocate more resources to public safety when businesses pay a higher tax share.

The results shown in columns (3) and (4) of Table 1.3 reveal changes in public safety

spending that are economically small and statistically insignificant.

An increase in the tax share for business is accompanied by a commensurate

decrease for residents. As education is more likely to be a preferred public good for

residents, I examine whether an increase in business tax share leads to a decline on edu-

cation spending. The results in columns (5) and (6) reveal that the impact on education

spending is economically small and statistically insignificant across specifications.

Overall, I find that local governments are not sensitive to changes in tax rev-

enue sources or tax base compositions. In addition, tax payers from different interest

groups do not appear to benefit from bearing higher tax shares, which is inconsistent

with the property tax benefit view.19 Further, since the shifts in tax revenue sources

caused by reassessment do not lead to public service provision changes, I can rule out

such a mechanism and estimate the pure tax effects on business and residential out-

18https://www.nfib.com/assets/NFIB-Problems-and-Priorities-2016.pdf
19An important condition for a tax to be benefit is who bear a higher property tax burden than others

in the same jurisdiction must receive correspondingly higher benefits from public services.
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comes.

1.8 Property Taxes and Business Exit

According to the capital view, high property taxes are unattractive to busi-

nesses, and may push businesses out of high tax areas and into low tax areas. However,

earlier studies have mostly found a lack of adverse effects of property taxes (Carlton,

1983; Bartik, 1985a; Dye et al., 2001), and one explanation is that the benefits of public

goods outweigh any negative property tax effects (Gabe and Bell, 2004). Given the find-

ing that higher property tax burdens for businesses do not change local public services

in the previous section, I test the capital view by estimating the tax effect on busi-

ness mobility and closure. I consider three different outcomes to estimate business exit:

the number of business establishments, business property vacancies, and transaction

records.

Earlier studies examining the effect of taxes on business localities primarily

focus on corporate income taxes (Ohrn, 2019; Giroud and Rauh, 2019). This paper con-

tributes to the existing literature by examining the role of property taxes and focusing

on small firms. Because business owners may not immediately respond to tax shocks, I

examine the effects on business decisions 1, 2, and 3 years following the shocks.

1.8.1 Number of Establishments

Information on the number of establishments are collected from the CBP data

set. Figure 1.6 shows that the majority of firms have fewer than ten employees. For
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this study, I follow the most common firm size classification standard and divide estab-

lishments into micro firms (fewer than ten employees), small firms (10-49 employees),

and medium and large firms (50+ employees). Micro and small firms make up nearly

90% of establishments in all industries (Appendix Table 1.B).

The estimates in column(1) of Table 1.4 indicate that a higher business tax

burden is not associated with a significant decrease in establishments overall. One

possible explanation for this could be that, on average, property taxes do not make up

a large enough proportion of business costs to affect their profitability. Furthermore, as

the identification is based on short-run tax changes, the overall impacts could be small.

However, it is reasonable to believe that firms in industries with different profit margins

may respond to tax changes differently. Thus, I test for heterogeneous effects.

In general, we should expect property taxes to generate larger effects in in-

dustries with lower profit margins. In the U.S., average net profit margin across all

industries is 7.71%, while net profit margins for manufacturing and retail industries are

around 2%.20 Thus, I examine how the number of establishments is affected by property

taxes for industries with low profit margins (i.e., manufacturing and retail).

Table 1.5 presents estimates of the effect of property taxes on manufacturing

firms. The average number of manufacturing businesses in each town is 54.96, and

more than half of them are operations with fewer than ten employees. I find that

higher business property taxes are associated with a decreasing number of manufacturing

20According to a NYU Stern database, manufacturing and retails are among the sectors with the
lowest profit margins. For example, the net margin for rubber& tires and grocery & food retail is 1.26%
and 1.44%. Data source: http://pages.stern.nyu.edu/ adamodar/New˙Home˙Page/datafile/margin.html
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establishments, as shown in column (1). The effects grow larger over time and become

significant in the second year after the shock. A one percent increase in business tax

burden results in a 0.12% to 0.18% decrease in manufacturing firms in the second and

third years. I also find that the decrease are largely driven by micro-firms closing or

moving, as indicated in column (2). The effects are significant in each of the three

years following reassessment. The magnitudes suggest a 0.14% to 0.39% decrease of

micro-manufacturing firms when the business tax burden increases by one percent. In

addition to its lower profit margins, another explanation for manufacturing firms’ high

elasticity suggested by earlier literature is that manufacturing firms are more oriented to

a national market, and hence local costs are a more important competitive consideration

(Bartik, 1991).

Table 1.6 displays the property tax effects on retail firms. Negative results

in column (1) suggest that higher tax burdens might influence retail establishments

adversely, with the effects become statistically significant in the third year after the

reassessment. A one percent increase in business tax burden leads to a decrease of

0.08% retail establishments in the third year after the shock. One possible explanation

for the smaller effect on retail stores is that they serve local markets, and thus, may be

geographically constrained.

I also examine the effects on finance and professional services industry. The

results are reported in Table 1.7, and no significant effects are detected for firms in

these service industries. One possible explanation could be these businesses are more

location dependent. A recent study by Diodato et al. (2016) suggests that the location
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preferences of services are at least as strongly driven by supply links as those of man-

ufacturing, whereas services industries such as knowledge intensive business firms have

stronger location dependency to meet labor needs than manufacturing. Besides, these

service firms tend to have higher profit margins, and small changes in taxes will not

have large impacts on profitability to exit current locations.21

1.8.2 Business Property Vacancy Rate

Higher property taxes may result in a growing volume of vacant business prop-

erties, suggesting that, on net, more firms are leaving the area, which is detrimental to

local economies. This section examines the relationship between property taxes and

business vacancies using USPS vacancy data. I follow Immergluck (2016) and divide

vacant addresses into vacancies for a period of less than six months (short-term vacancy)

and over six months (long-term vacancy). Short-term vacancies are most likely to be

caused by properties listed to be sold or rented. Therefore, it can be considered as

a measurement of owners’ selling or leasing decisions. Previous studies also find that

longer vacancies are correlated with higher crime rates (Cui, 2010; Ellen et al., 2013).

Although some properties may eventually be sold or rented, vacancies exceeding six

months are likely to be a reasonable indicator for weak business demand and market

distress.

Table 1.8 examines the impact of property taxes on quarterly business vacan-

21Finance and the professional services industry have the highest profit margins, according to the
NYU Stern database. For example, the net profit margins for regional banks can be as high as 30.50%,
and the margins for software designs are nearly 20%. Data sources see footnote 18.
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cies. Two specifications are estimated. Columns (1) and (3) report percent changes by

taking log differences in vacant addresses, while columns (2) and (4) present vacancy

rates by scaling the number of vacant addresses by total business addresses in the base-

line year. I test the impact on short-term vacancies in the first two columns and find

no statistically significant effect in the first two years. A possible explanation for this

is that the USPS sample only includes properties that are vacant (not collecting their

mail) for 90 days or longer. In other words, the results would not capture properties

that are successfully transacted within 90 days, or properties with mail collection even

if the properties are empty and listed on the market. However, I find that the effect

becomes significant by the third year, with a one percent increase in the business tax

burden resulting in a 1.41% increase in short-term vacancies.

Examining long-term vacancies, I find suggestive evidence that higher property

tax burdens lower the demand for businesses. One year after the shock, a one percent

increase in tax burden leads to the long-term vacancy rates increasing between 0.025

to 0.036 percentage points, as shown in column (4), suggesting that higher property

tax burdens depress market demand and cause properties to experience longer vacancy

periods.

One may argue that when demand decreases, property owners have an incentive

to reduce prices in order to sell or rent properties faster rather than allowing properties

to be vacant. However, a recent behavioral economics study by Bokhari and Geltner

(2011) finds evidence of loss aversion among business property sellers. In a depressed

market, property owners tend to hold higher reservation prices to avoid loss relative to
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their purchase prices, even if it takes longer to sell. As the average lease term for retail

was 7.9 years in 2013 and increased to 9.6 years in 2018, it may be worth a loss averse

seller to wait to find an ideal tenant.22 Another explanation for higher vacancy rates

is price anchoring. For example, property owners may be accustomed to certain rent

levels and index their expectations based on past experience, even if market conditions

change.

1.8.3 Business Property Transactions

In this section, I use transaction records from Zillow to examine how owners’

selling decisions respond to higher business property taxes. I first examine whether

higher taxes increase traditional sales in the three years following the shock in Table 1.9.

The results in column (1) indicate that higher taxes generate statistically insignificant

effects on business property sales across all three years. However, the results in column

(2) suggest that increasing the business tax burden causes increased business property

foreclosures. This is evident in the second and third year after the shock, with a 1

percent increase in business property taxes increasing foreclosures by 0.96% to 1.03%.

As a placebo test for these results, I examine whether current business tax

burden changes have predictive power for prior business outcomes. Specifically, I regress

business variables calculated over earlier periods (t-1 and t-2) on percentage changes in

business tax burdens between t-1 and t for towns in non-reassessment years. The results

reported in Appendix Table 1.C panel A reveal insignificant coefficients, suggesting that

22Data source:https://ggwash.org/view/68318/why-is-that-house-or-storefront-vacant
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preexisting trends in the dependent variables are unlikely to be driving the results.

Overall, I find higher property tax burdens on businesses reduce the number

of establishments in industries with lower profit margins, especially for firms with fewer

than ten employees. The result is evident in data on local business counts, commercial

vacancy rates, and foreclosures. The findings are consistent with the capital view, and

in line with Enami et al. (2018), which also finds adverse effects on the number of

establishments by studying the impact of school district levies on firms. In addition,

given that short-term property tax increases may have long-lasting effects on business

location decisions, the results is highly relevant to policy.

1.9 Property Taxes and Wages and Employment

Higher tax bills may cause businesses to move to less expensive locations, but

it is also a common view that the tax costs may be passed on to workers (Suárez Serrato

and Zidar, 2016). In addition, according to the capital view, higher property taxes are

not only borne by capital owners but also affect wages, land rents, and housing prices

(Mieszkowski, 1972). Earlier studies examining the incidence of corporate income tax

suggest that an exogenous rise of $1 in tax would reduce the wage bill between 45 and

75 cents (Randolph, 2006; Desai et al., 2007; Arulampalam et al., 2012). Recent studies

have also demonstrated relationships between changes in corporate income tax and firm

employment (Ljungqvist and Smolyansky, 2014; De Simone et al., 2019; Giroud and

Rauh, 2019). As most of previous studies focus on corporate income taxes at the state
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or federal levels, this paper contributes to the literature by providing new evidence on

the impact of local property taxes on businesses and could find different results.

Table 1.10 examines the impacts of business property taxes on wages and

employment for firms across all industries. Estimates in column (1) suggest that higher

business property tax burdens are associated with lower annual average employment.

The impacts are significant across all three years, implying a decline between 0.02%

and 0.05%. Negative and statistically significant effects are also observed for wages in

column (2). In the first year after the shock, a one percent increase in the business

tax burden decreases the annual aggregate wage by 0.06%. The effects grow larger in

subsequent years and are significant for all three years with a range between -0.06% and

-0.08%. Estimates in column (3) measure the impact on annual wages per employee (i.e.,

annual average wage). The negative magnitudes indicate higher business tax burdens

generate adverse effects on annual average wages, though the effects are only significant

three years after the tax shock. Estimates in column (4) represent the influences by

change on employment per capita (i.e., employment rate). A one percent increase in

business tax burden leads to the employment rate dropping between 0.014 and 0.027

percentage points within three years after the shocks.

Next, I test the heterogeneous effects on wages and employment for the same

division of industries presented in section 1.8. Table 1.11 presents results for manu-

facturing firms. Negative impacts are detected on both aggregate wage payments and

average annual payments in the second and third years after the shock as shown in

column (2) and (3). In particular, a one unit increase in the business tax burden leads
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to a 0.26% to.29% decline in aggregate wage payments, and a 0.15% decrease in annual

average wages two years after the shock. Results for retail industries are reported in

Table 1.12. Although I observe some negative magnitudes on both wage and employ-

ment outcomes, they are not statistically significant. Table 1.13 presents estimates for

the finance and professional services industries. In the second year after the shock, I

observe adverse and significant effects on employment. I also find negative and statisti-

cally significant effects on aggregate wages and employment rates in the third year after

the sock, as shown in columns (2) and (4).

Local employment trends could contaminate estimates on local labor outcomes.

For example, suppose there is an increasing trend in employment that leads residential

property values to rise. In this case, when a reassessment year comes, residential proper-

ties will be reassessed upwards and tax burdens on business will be reduced. Therefore,

I add a town-specific year trends as shown in the Appendix Table 1.D. Coefficients

reported in column (1), (3), (5), (7), (9) are from our base identifications. The results

across specifications are quite similar, suggesting that preexisting trends in employment

are unlikely to be driving our results. In addition, the insignificant results from the

placebo test shown in Appendix Table 1.C panel B indicates that the estimates can be

interpreted causally.

Overall, I find that when business property tax burdens increase, the taxes

are passed through to labor by reducing wage payments and employment, which is

consistent with the property tax capital view as well as earlier literature on state or

federal corporate taxes.
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1.10 Property Taxes and Residential Mobility

This section uses the USPS vacant address records, ACS housing vacancy data,

and Zillow property transaction records to examine how residents respond to higher

property tax burdens.

1.10.1 Residential Property Vacancy Rate

Similar to the previous section, I split USPS vacant addresses into short-term

and long-term vacancies (i.e., less and over six months of vacancy). Recall that an

increasing number of short-term vacancies might reflect a higher volume of property

transactions, while long-term vacancies measure local market demand. The results re-

ported in Table 1.14 do not reveal any meaningful effects on vacancies. One limitation

of the USPS data is that it does not distinguish properties by vacancy reason. For

example, a vacation house could also be counted as vacant property by USPS based on

the mail collection standard. Therefore, I use ACS vacant housing data as a supple-

ment data set to further examine the relationship between property taxes and housing

vacancies.

An advantage of the ACS data is that it classifies vacant properties into several

groups such as vacant for sale, vacant for rent, and vacant for recreational purposes. I

use the number of vacant for-sale housing for each town to measure if higher property

taxes affect homeowners’ selling decisions. Table 1.15 reports the estimates based on

the ACS data. Similar to the findings from USPS data, I do not detect significant
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effects. Overall, I do not find any significant relationship between residential vacancies

and property taxes.

1.10.2 Residential Property Transactions

In this section, I use housing transaction records from Zillow to test whether

property taxes affect residential sale decisions. In Table 1.16, I test how owners of

single family houses respond to property tax burden changes. The insignificant results

in both columns indicate that residents are not highly sensitive to tax burden changes.

A potential explanation for the insignificant results on residential foreclosures is that

Connecticut has had a foreclosure mediation program for residential properties since

2008. It aims to help homeowners and banks reach fair, voluntary, and negotiated

agreements to avoid foreclosure. This may help to explain why the number of residential

foreclosure events does not change when the property tax burden increases.23

Although I do not find significant effects on residential mobility, the finding

is not inconsistent with earlier research, as empirical evidence on the consequence of

higher property taxes on homeowner mobility is not conclusive. For example, Seslen

(2005) finds little evidence that property taxes impact elderly homeowners’ decisions,

while Shan (2010) finds higher property taxes increase elderly homeowners’ mobility.

Using variation from periodic property assessments in Ohio, Fraenkel (2019) finds that

higher property taxes induce a small number of owners to sell their properties, but has

no effect on foreclosures. However, Ding et al. (2020) shows that higher taxes caused

23The program is for residential properties only and does not apply to business properties
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by property reassessments in Philadelphia do not increase home sales among vulnerable

homeowners but does lead to a higher risk of tax delinquencies.

1.11 Conclusion

This paper examines how shifting the tax burden between residential and busi-

ness property affects local government spending, business activities, and residential mo-

bility. To address the endogeneity of property values and tax rates, I exploit shifts in the

tax burden stemming from staggered reassessment cycles using a difference-in-differences

design. This research incorporates multiple novel data sources such as financial data

from local audit reports, County Business Pattern data, USPS Vacancy data, and Zillow

ZTRAX.

The analysis reveals that local revenue does not respond to shocks in the size

of the tax base due to reassessment as governments could adjust property tax rate to

offset changes in tax base, which is consistent with the residual view of tax rate setting.

In addition, local governments are not sensitive to tax base revenue source changes, as

shifting the property tax burden between residents and businesses does not affect total

revenue and the types of public expenditures. Thus, changes in business and residential

outcomes reflect responses to changes in the property tax burden and not changes in

public goods provision. For business outcomes, I find that higher business tax burdens

reduce the number of establishments in industries that traditionally have low profit

margins, and it is also evident in data on local business counts, commercial vacancy
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rates, and foreclosures. Further, increased business property tax burdens appear to

generate adverse effects on employment levels and annual aggregate wage payments.

Both findings in business activities are in line with the property tax capital view of

tax incidence. In contrast, I do not find significant evidence of increased residential

vacancies, sales, or foreclosures.

The study contributes to the literature in several ways. First, it contributes to

the literature on revenue sources, and fiscal responses by differentiating revenue sources

based on taxpayers’ identities, distinguishing between residents and businesses. Second,

it contributes to the studies on the political implications of taxes by examining whether

local governments care about the tax base composition. The analysis is informative for

tax policy design, especially on the dynamics of tax sources and allocations. It also

provides new empirical evidence supporting the property tax residual views and the

capital view.
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Figures and Tables

Figure 1.1: Percent Changes in Assessment Values,

Non-reassessment vs. Reassessment Years

The left panel of this figure is a histogram of the percent change in year-to-year real property values

for non-reassessment years, and the percent changes in reassessment years are shown in the right panel.
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Figure 1.2: Town Groups by Reassessment Schedule

Town reassessment schedules are obtained from State of Connecticut Office of Policy and Management

website.
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Figure 1.3: Percent Changes in Assessment Values by Property Types,

Great Recession Periods

This figure shows the percentage changes of assessed values of business and residential properties due

to reassessments during the great recession period. The reassessment years included in this figure are

2009, 2010, 2011, 2012, and 2013
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Figure 1.4: Property Tax Revenue Shares, Great Recession Periods

(a) Business Property

(b) Residential Property

This figure shows the shifts of property tax revenue source caused by reassessment happened in and

after the great recession periods. Year 0 is the scheduled reassessment year during the great recession

periods, which are 2009, 2010, 2011, 2012, and 2013 for different reassessment groups. The top two

panels include all the towns, and the bottom two panels include the top 20% of towns whose revenue

shifted mostly towards businesses.
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Figure 1.5: Percent changes on Business Tax Burdens,

Great Recession Periods

This figure shows the percentage changes on business property tax burdens due to reassessments

during the great recession period. The scheduled reassessment year are 2009, 2010, 2011, 2012, and

2013 for different reassessment groups.
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Figure 1.6: Average Number of Establishments by Employee Size Class, Town Level

This figure shows the average number of establishments by employee size class at Connecticut’s town

level.
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Table 1.1: The Impact of Changes in Tax Bases

on Millage Rate and Revenues, 2009-2018

(1) (2) (3) (4) (5)

ln Millage

rate

ln Tax

revenue

ln Other

loc. revenue

ln Intergv.

revenue

ln Total

revenue

ln V tot
it -0.9386*** 0.0165 0.1774 0.0268 0.0388

(0.0664) (0.0371) (0.1398) (0.0833) (0.0303)

Obs 1,690 1,690 1,690 1,690 1,690

All regressions are weighted by 2008 town-level population.

All regressions are controlled with fraction of female, fraction of white,

fraction of population over 65, median household income, fraction of higher

education, percent of people below poverty line, year fixed effects and town

fixed effects.

Standard errors in parentheses are clustered at town level.

*** p<0.01, ** p<0.05, * p<0.1.

Table 1.2: The Impacts of Business and Residential Tax Bases

on Revenues and Expenditures, 2009-2018

(1) (2) (3) (4) (5)

∆ Property

tax pc.

∆ Other loc.

revenue pc.

∆ Intergv.

revenue pc.

∆ Total

revenue pc.

∆ Total

expend. pc.

∆V B
it pc. 2.9937 -0.5476 -0.3744 2.0717 3.1866

(3.8705) (0.8592) (4.8540) (2.2194) (2.5790)

∆V R
it pc. 3.1738 -0.1865 -4.2070** -1.2197* -1.2103*

(1.9495) (0.1361) (1.8750) (0.6215) (0.6866)

Obs 1,690 1,690 1,690 1,690 1,690

The unit for the assessment values is $1,000 per capita.

All regressions are weighted by 2008 town-level population.

All regressions are controlled with fraction of female, fraction of white, fraction of

population over 65, median household income, fraction of higher education, percent of

people below poverty line, year fixed effects and town fixed effects.

Standard errors in parentheses are clustered at town level.

*** p<0.01, ** p<0.05, * p<0.1.
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Table 1.3: The Impact of Changes in Tax Revenue Sources

on Categorical Public Spending, 2009-2018

(1) (2) (3) (4) (5) (6)

∆ ln Highway

&Transport

∆ Highway

&Transport pc.

∆ ln Public

Safety

∆ Public Safety

pc.

∆ ln

Education

∆ Education

pc.

Panel A: 1-year change [t,t-1]

∆sBit 0.0423 -0.0790 0.1547 0.9648* 0.0528 1.0648*

(0.1635) (0.2159) (0.0987) (0.4933) (0.0328) (0.6091)

Obs 1,445 1,445 1,432 1,432 1,480 1,480

Panel B: 2-year change [t+1,t-1]

∆sBit -0.0040 -0.1240 0.0705 -0.3305 -0.0071 0.2395

(0.2370) (0.2130) (0.1463) (0.9143) (0.1059) (1.9149)

Obs 1,271 1,271 1,266 1,266 1,312 1,312

Panel C: 3-year change [t+2,t-1]

∆sBit 0.0444 -0.1195 -0.0937 -0.1708 0.0743 1.8487

(0.2178) (0.2430) (0.1747) (0.9126) (0.0826) (1.4015)

Obs 1,109 1,109 1,103 1,103 1,144 1,144

All regressions are weighted by 2008 town-level population.

All regressions are controlled with fraction of female, fraction of white, fraction of population over 65,

median household income, fraction of higher education, percent of people below poverty line, year fixed

effects and town fixed effects.

Standard errors in parentheses are clustered at town level.

*** p<0.01, ** p<0.05, * p<0.1.
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Table 1.4: The Impact of Business Tax Burdens

on Number of Establishments, All Industries, 2009-2016

(1) (2) (3) (4)

∆ ln number

of est.

all

∆ ln number

of est.

< 10 empl.

∆ ln number

of est.

10-49 empl.

∆ ln number

of est.

≥ 50 empl.

Panel A: 1-year change [t,t-1]

%∆sBit 0.0040 0.0101 -0.0144 -0.0795

(0.0106) (0.0139) (0.0354) (0.0587)

Obs 1,312 1,312 1,312 1,312

Panel B: 2-year change [t+1,t-1]

%∆sBit 0.0043 0.0180 -0.0181 -0.0856

(0.0161) (0.0233) (0.0462) (0.0861)

Obs 1,148 1,148 1,148 1,148

Panel C: 3-year change [t+2,t-1]

%∆sBit -0.0147 0.0030 -0.0554 -0.0386

(0.0175) (0.0234) (0.0506) (0.0721)

984 984 984 984

Avg.est. 1246.05 880.93 291.21 73.90

All regressions are weighted by 2008 town-level population.

All regressions are controlled with fraction of female, fraction of white,

fraction of population over 65, median household income, fraction of higher

education, percent of people below poverty line, year fixed effects and town

fixed effects.

Standard errors in parentheses are clustered at town level.

*** p<0.01, ** p<0.05, * p<0.1.
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Table 1.5: The Impact of Business Tax Burdens

on Number of Establishments, Manufacturing, 2009-2016

(1) (2) (3) (4)

∆ ln number

of est.

all

∆ ln number

of est.

< 10 empl.

∆ ln number

of est.

10-49 empl.

∆ ln number

of est.

≥ 50 empl.

Panel A: 1-year change [t,t-1]

%∆sBit -0.0317 -0.1335* 0.0482 -0.0987

(0.0453) (0.0685) (0.1126) (0.1185)

Obs 1,240 1,240 1,240 1,240

Panel B: 2-year change [t+1,t-1]

%∆sBit -0.1138* -0.2110** -0.0743 0.0132

(0.0628) (0.0846) (0.1633) (0.1531)

Obs 1,085 1,085 1,085 1,085

Panel C: 3-year change [t+2,t-1]

%∆sBit -0.1827** -0.3885*** 0.1820 -0.2188

(0.0818) (0.1291) (0.1698) (0.1374)

Obs 930 930 930 930

Avg.est. 54.96 30.09 17.81 7.06

All regressions are weighted by 2008 town-level population.

All regressions are controlled with fraction of female, fraction of white,

fraction of population over 65, median household income, fraction of higher

education, percent of people below poverty line, year fixed effects and town

fixed effects.

Standard errors in parentheses are clustered at town level.

*** p<0.01, ** p<0.05, * p<0.1.
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Table 1.6: The Impact of Business Tax Burdens

on Number of Establishments, Retail, 2009-2016

(1) (2) (3) (4)

∆ ln number

of est.

all

∆ ln number

of est.

< 10 empl.

∆ ln number

of est.

10-49 empl.

∆ ln number

of est.

≥ 50 empl.

Panel A: 1-year change [t,t-1]

%∆sBit -0.0529 -0.0361 -0.0774 -0.0075

(0.0338) (0.0469) (0.0622) (0.0689)

Obs 1,288 1,288 1,288 1,288

Panel B: 2-year change [t+1,t-1]

%∆sBit -0.0459 -0.0635 -0.0517 0.0244

(0.0489) (0.0586) (0.0975) (0.0900)

Obs 1,127 1,127 1,127 1,127

Panel C: 3-year change [t+2,t-1]

%∆sBit -0.0835* -0.0752 -0.1263 -0.0207

(0.0503) (0.0597) (0.0973) (0.1025)

Obs 966 966 966 966

Avg.est. 174.96 122.32 42.86 9.77

All regressions are weighted by 2008 town-level population.

All regressions are controlled with fraction of female, fraction of white,

fraction of population over 65, median household income, fraction of higher

education, percent of people below poverty line, year fixed effects and town

fixed effects.

Standard errors in parentheses are clustered at town level.

*** p<0.01, ** p<0.05, * p<0.1.
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Table 1.7: The Impact of Business Tax Burdens

on Number of Establishments, Finance and Professional Service,

2009-2016

(1) (2) (3) (4)

∆ ln number

of est.

all

∆ ln number

of est.

< 10 empl.

∆ ln number

of est.

10-49 empl.

∆ ln number

of est.

≥ 50 empl.

Panel A: 1-year change [t,t-1]

%∆sBit 0.0316 0.0244 0.0132 -0.0911

(0.0244) (0.0355) (0.1063) (0.1318)

Obs 1,240 1,240 1,240 1,240

Panel B: 2-year change [t+1,t-1]

%∆sBit -0.0186 -0.0096 -0.1048 -0.2639

(0.0335) (0.0392) (0.1697) (0.1614)

Obs 1,085 1,085 1,085 1,085

Panel C: 3-year change [t+2,t-1]

%∆sBit -0.0275 -0.0156 -0.1839 -0.0740

(0.0379) (0.0471) (0.1457) (0.2027)

Obs 930 930 930 930

Avg.est. 228.11 176.26 41.19 10.66

All regressions are weighted by 2008 town-level population.

All regressions are controlled with fraction of female, fraction of white,

fraction of population over 65, median household income, fraction of higher

education, percent of people below poverty line, year fixed effects and town

fixed effects.

Standard errors in parentheses are clustered at town level.

*** p<0.01, ** p<0.05, * p<0.1.
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Table 1.8: The Impact on Quarterly Property Vacancies,

Businesses, 2012-2018

0-6 M. Vacancies 6 + M. Vacancies

(1) (2) (3) (4)

∆ ln Vacancy Vacancy Rate ∆ ln Vacancy Vacancy Rate

Panel A: 1-year change [t,t-1]

%∆sBit 0.3002 -0.0032 0.1763* 0.0252**

(0.8694) (0.0090) (0.0912) (0.0119)

Obs 1,162 1,162 1,162 1,162

Panel B: 2-year change [t+1,t-1]

%∆sBit -0.3344 -0.0102 0.2612 0.0359*

(1.4333) (0.0138) (0.1582) (0.0198)

Obs 996 996 996 996

Panel C: 3-year change [t+2,t-1]

%∆sBit 1.4057* 0.00028 0.1875 0.0349*

(0.8303) (0.0099) (0.1496) (0.0197)

Obs 830 830 830 830

All regressions are weighted by 2008 town-level population.

All regressions are controlled with fraction of female, fraction of white, fraction

of population over 65, median household income, fraction of higher education,

percent of people below poverty line, year fixed effects and town fixed effects.

Standard errors in parentheses are clustered at town level.

*** p<0.01, ** p<0.05, * p<0.1.
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Table 1.9: The Impact on Business Property Transactions, 2009-2018

(1) (2)

∆ ln

Tradi. sales

∆ ln

Forecolsures

Panel A: 1-year change [t,t-1]

%∆sBit 0.1290 0.4490

(0.5278) (0.5278)

Obs 1,395 1,395

Panel B: 2-year change [t+1,t-1]

%∆sBit 0.2928 0.9584**

(0.3023) (0.4826)

Obs 1,247 1,247

Panel C: 3-year change [t+2,t-1]

%∆sBit 0.0059 1.0288**

(0.2853) (0.3023)

Obs 1,110 1,110

All regressions are weighted by 2008

town-level population.

All regressions are controlled with frac-

tion of female, fraction of white, frac-

tion of population over 65, median

household income, fraction of higher

education, percent of people below

poverty line, year fixed effects and town

fixed effects.

Standard errors in parentheses are clus-

tered at town level.

*** p<0.01, ** p<0.05, * p<0.1.

60



Table 1.10: The Impact of Business Tax Burdens

on Labor Markets, All industries, 2009-2017

(1) (2) (3) (4)

∆ ln

Employ.

∆ ln

Agg. Wages

∆ ln Agg. Wages

per emp.

∆ Empl. pc.

× 100

Panel A: 1-year change [t,t-1]

%∆sBit -0.0220* -0.0608** -0.0387 -0.0142*

(0.0127) (0.0307) (0.0237) (0.0074)

Obs 1,502 1,502 1,502 1,502

Panel B: 2-year change [t+1,t-1]

%∆sBit -0.0514** -0.0725** -0.0212 -0.0291**

(0.0204) (0.0363) (0.0242) (0.0121)

Obs 1,334 1,334 1,334 1,334

Panel C: 3-year change [t+2,t-1]

%∆sBit -0.0430** -0.0847** -0.0417* -0.0273**

(0.0205) (0.0335) (0.0252) (0.0108)

Obs 1,168 1,168 1,168 1,168

All regressions are weighted by 2008 town-level population.

All regressions are controlled with fraction of female, fraction of white,

fraction of population over 65, median household income, fraction of

higher education, percent of people below poverty line, year fixed effects

and town fixed effects.

Standard errors in parentheses are clustered at town level.

*** p<0.01, ** p<0.05, * p<0.1.
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Table 1.11: The Impact of Business Tax Burdens

on Labor Markets, Manufacturing, 2009-2017

(1) (2) (3) (4)

∆ ln

Employ.

∆ ln

Agg. Wages

∆ ln Agg. Wages

per emp.

∆ Empl. per capita

× 100%

Panel A: 1-year change [t,t-1]

%∆sBit -0.0919 -0.1671 -0.0741 -0.0033

(0.0648) (0.1122) (0.0729) (0.0023)

Obs 1,163 1,163 1,163 1,163

Panel B: 2-year change [t+1,t-1]

%∆sBit -0.1409 -0.2898* -0.1524* -0.0022

(0.0970) (0.1550) (0.0783) (0.0029)

Obs 1,024 1,024 1,024 1,024

Panel C: 3-year change [t+2,t-1]

%∆sBit -0.1056 -0.2576* -0.1508** -0.0017

(0.1030) (0.1441) (0.0760) (0.0036)

Obs 891 891 891 891

All regressions are weighted by 2008 town-level population.

All regressions are controlled with fraction of female, fraction of white, fraction

of population over 65, median household income, fraction of higher education,

percent of people below poverty line, year fixed effects and town fixed effects.

Standard errors in parentheses are clustered at town level.

*** p<0.01, ** p<0.05, * p<0.1.
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Table 1.12: The Impact of Business Tax Burdens

on Labor Markets, Retail, 2009-2017

(1) (2) (3) (4)

∆ ln

Employ.

∆ ln

Agg. Wages

∆ ln Agg. Wages

per emp.

∆ Empl. per capita

× 100%

Panel A: 1-year change [t,t-1]

%∆sBit -0.0232 -0.0134 0.0096 -0.0004

(0.0333) (0.0414) (0.0278) (0.0012)

Obs 1,394 1,394 1,394 1,394

Panel B: 2-year change [t+1,t-1]

%∆sBit -0.0345 -0.0173 0.0174 -0.0006

(0.0471) (0.0641) (0.0461) (0.0018)

Obs 1,233 1,233 1,233 1,233

Panel C: 3-year change [t+2,t-1]

%∆sBit -0.0378 -0.0252 0.0134 -0.0011

(0.0472) (0.0788) (0.0652) (0.0019)

Obs 1,072 1,072 1,072 1,072

All regressions are weighted by 2008 town-level population.

All regressions are controlled with fraction of female, fraction of white, fraction

of population over 65, median household income, fraction of higher education,

percent of people below poverty line, year fixed effects and town fixed effects.

Standard errors in parentheses are clustered at town level.

*** p<0.01, ** p<0.05, * p<0.1.
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Table 1.13: The Impact of Business Tax Burdens

on Labor Markets, Finance and Professional Services, 2009-2017

(1) (2) (3) (4)

∆ ln

Employ.

∆ ln

Agg. Wages

∆ ln Agg. Wages

per emp.

∆ Empl. per capita

× 100%

Panel A: 1-year change [t,t-1]

%∆sBit 0.0089 -0.0047 0.0099 -0.0024

(0.0415) (0.0619) (0.0438) (0.0033)

Obs 1,174 1,174 1,174 1,174

Panel B: 2-year change [t+1,t-1]

%∆sBit -0.1825* -0.1714 0.0156 -0.0106

(0.0934) (0.1280) (0.0528) (0.0068)

Obs 1,035 1,035 1,035 1,035

Panel C: 3-year change [t+2,t-1]

%∆sBit -0.1275 -0.2316* -0.0849 -0.0126*

(0.0834) (0.1289) (0.0745) (0.0065)

Obs 899 899 899 899

All regressions are weighted by 2008 town-level population.

All regressions are controlled with fraction of female, fraction of white, fraction

of population over 65, median household income, fraction of higher education,

percent of people below poverty line, year fixed effects and town fixed effects.

Standard errors in parentheses are clustered at town level.

*** p<0.01, ** p<0.05, * p<0.1.
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Table 1.14: The Impact on Quarterly Residential Property Vacancies,

USPS, 2012-2018

0-6 M. Vacancies 6 + M. Vacancies

(1) (2) (3) (4)

∆ ln Vacancy Vacancy Rate ∆ ln Vacancy Vacancy Rate

Panel A: 1-year change [t,t-1]

%∆sRit -0.8994 -0.0004 0.1145 -0.0026

(1.3833) (0.0047) (0.1611) (0.0065)

Obs 1,162 1,162 1,162 1,162

Panel B: 2-year change [t+1,t-1]

%∆sRit 0.9891 0.0031 0.0625 -0.0089

(2.4644) (0.0054) (0.2439) (0.0097)

Obs 996 996 996 996

Panel C: 3-year change [t+2,t-1]

%∆sRit -0.3618 0.0036 0.0048 0.0050

(1.3559) (0.0053) (0.2323) (0.0142)

Obs 830 830 830 830

All regressions are weighted by 2008 town-level population.

All regressions are controlled with fraction of female, fraction of white, fraction

of population over 65, median household income, fraction of higher education,

percent of people below poverty line, year fixed effects and town fixed effects.

Standard errors in parentheses are clustered at town level.

*** p<0.01, ** p<0.05, * p<0.1.
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Table 1.15: The Impact on Residential Property Vacancies, ACS, 2012-2018

Vacant for sale Vacant for Rent Total

(1) (2) (3) (4) (5) (6)

∆ ln Vacancy
Vacancy

Rate
∆ ln Vacancy

Vacancy

Rate
∆ ln Vacancy

Vacancy

Rate

Panel A: 1-year change [t,t-1]

%∆sRit -0.4297 -0.0025 -0.2248 0.0030 -0.0860 0.0005

(0.6773) (0.0052) (0.4217) (0.0088) (0.2911) (0.0117)

Obs 1,352 1,352 1,352 1,352 1,352 1,352

Panel B: 2-year change [t+1,t-1]

%∆sRit 0.3763 0.0003 1.2311 0.0151 0.2550 0.0154

(1.0351) (0.0073) (0.9516) (0.0106)) (0.4633) (0.0150)

Obs 1,183 1,183 1,183 1,183 1,183 1,183

Panel C: 3-year change [t+2,t-1]

%∆sRit 1.2673 0.0119* -0.1312 0.0087 0.3554 0.0206

(1.0548) (0.0067) (0.7373) (0.0151) (0.6024) (0.0182)

Obs 1,014 1,014 1,014 1,014 1,014 1,014

All regressions are weighted by 2008 town-level population.

All regressions are controlled with fraction of female, fraction of white, fraction of population

over 65, median household income, fraction of higher education, percent of people below poverty

line, year fixed effects and town fixed effects.

Standard errors in parentheses are clustered at town level.

*** p<0.01, ** p<0.05, * p<0.1.
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Table 1.16: The Impact on Residential Property Transactions,

Single Family House, 2009-2018

(1) (2)

∆ ln

Tradi. sales

∆ ln

Forecolsures

Panel A: 1-year change [t,t-1]

%∆sRit 0.1578 -0.7403

(0.1147) (1.0952)

Obs 1,690 1,690

Panel B: 2-year change [t+1,t-1]

%∆sRit 0.0491 -0.6587

(0.1626) (1.3959)

Obs 1,521 1,521

Panel C: 3-year change [t+2,t-1]

%∆sRit -0.2237 -0.5436

(0.2039) (2.0454)

Obs 1,352 1,352

All regressions are weighted by 2008

town-level population.

All regressions are controlled with frac-

tion of female, fraction of white, frac-

tion of population over 65, median

household income, fraction of higher

education, percent of people below

poverty line, year fixed effects and town

fixed effects.

Standard errors in parentheses are

clustered at town level.

*** p<0.01, ** p<0.05, * p<0.1.
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Appendices

1.A Growth of Business Tax Shares

Let V B
t and V R

t be the assessed values of business and residential properties.

The millage rate is mt. The taxes paid by a business property owner will be TBt =

V B
t × mt with residential taxes similarly defined. As there is only one millage rate

in Connecticut, applying to both businesses and residences, the share of tax paid by

businesses is a function of assessed values, sBt =
V B
t

V tot
t

, with the millage rate canceling

out. The growth of sBt is therefore given by:

sBt /s
B
t−1 =

V B
t

V B
t

V tot
t−1

V tot
t

(1.10)

The last term decomposes as follows:

V tot
t /V tot

t−1 = gBt (1 − sRt−1) + gRt s
R
t−1

(1.11)

where gBt is the growth in businesses property assessments: V B
t /V

B
t−1. So the growth

in the overall variable is the sum of the growth of the components, weighted by their

shares. In conjunction with equation (8), this reveals:

sBt /s
B
t−1 =

1

1 + sRt−1( g
R

gB
− 1)

(1.12)

Taking logs, this is approximately

log(
sBt
sBt−1

) ≈ sRt−1(1 − gRt
gBt

) (1.13)

Therefore, the growth rate in the share that businesses pay is approximately equal to

the residential share in the town multiplied by one minus the relative growth rates in

assessed values.
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Table 1.C: Placebo Test: Testing for Preexisting Trends

in Main Dependent Variables

Dependent Variable Explanatory Variable Coefficient Standard error

Panel A: Business Exit [t-1, t-2]

∆ ln (no.est.) mfr., 1-9 %∆sBit 0.0564 (0.0858)

∆ Vacancy rate, 6+m %∆sBit 0.0054 (0.0010)

∆ ln (Foreclosure) %∆sBit 0.0075 (0.5752)

Panel B: Employment and Wages [t-1, t-2]

∆ ln (Employment) %∆sBit -0.0036 (0.0635)

∆ ln (Tot. Wages) %∆sBit 0.0627 (0.1092)

∆ ln Tot. Wages per emp. %∆sBit 2.2081 (2.5131)

∆ Emply. pc. ×100% %∆sBit 0.0007 (0.0020)

All regressions are weighted by 2008 town-level population.

All regressions are controlled with fraction of female, fraction of white, fraction of

population over 65, median household income, fraction of higher education, percent

of people below poverty line, year fixed effects and town fixed effects.

Standard errors in parentheses are clustered at town level.

*** p<0.01, ** p<0.05, * p<0.1.
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Chapter 2

Local Government Response to Fiscal

Squeeze: Evidence from a Targeted Tax

Reduction1

1This chapter is co-authored work with Jijian Fan
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2.1 Introduction

The flypaper effect suggests that government responds differently to local

income and intergovernmental subsidies, and is one of the most widely-documented

anomalies in public finance (Henderson, 1968; Courant et al., 1978). Counter to tra-

ditional economic models which predict an equivalent response to local income and in-

tergovernmental transfers, subsidies tend to generate a greater increase in government

expenditure (Courant et al., 1978; Hines and Thaler, 1995). While a large literature

has studied the effects of grant and income shocks from various sources, there is less

research on the effects of shortfalls stemming from a targeted tax reduction with a desig-

nated benefited group, and little consensus about the magnitude and mechanisms of the

flypaper effect and consequent economic impacts. This study considers these questions

by examining the impact of an agricultural tax reduction on county-level government

revenue, expenditure, and agricultural production and income. Specifically, we estimate

how counties with fiscal shortfall adjust other sources of revenue, alter spending across

categories, and examine how these responses impact agricultural output and farmers’

net income. Understanding how local governments respond to fiscal shortfalls and alter

expenditures will shed light the optimal budget policy.

The flypaper effect, originally noted by Henderson (1968) and Courant et al.

(1978), describes the differential reaction of local government to income from citizens

relative to an intergovernmental subsidy. Government expenditure may exhibit a high

correlation with the source of revenue, even if local government could allocate it else-
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where. Early studies investigated the overall expenditure change and found a crowd-

in effect for intergovernmental subsidies, that is, local governments increase spending

rather than reducing taxes. While a number of studies find evidence of a strong fly-

paper effect (Dahlberg et al., 2008; Allers and Geertsema, 2016; Suárez Serrato and

Wingender, 2016; Kakamu et al., 2014), others find weak or mixed evidence (Becker,

1996; Knight, 2002; Darby et al., 2005; Brunner and Schwegman, 2017). Recent stud-

ies refine money stickiness to examine whether subsidies for specific budget categories

generate disproportionate spending increases in those areas, and find evidence that rev-

enues earmarked for health (Levaggi and Zanola, 2003), road work (Leduc and Wilson,

2017), and administration (Berg and Rattsø, 2007) tend to boost corresponding ex-

penditure. However, Knight (2002) and Gordon (2004) find crowd-out effects on local

infrastructure and education spending, respectively. The anomaly of the flypaper effect

may be explained by collective decisions (Roemer and Silvestre, 2002), fiscal illusion

(Turnbull, 1992), behavioral responses (Hines and Thaler, 1995), risk aversion and in-

surance (Vegh and Vuletin, 2015), or unobserved political preferences (Knight, 2002,

2004; Inman, 2008). Few studies have focused on the social and economic impact of

the flypaper effect (Leduc and Wilson, 2017). In this study, we examine the overall and

categorical flypaper effects driven by a policy-induced fiscal shortfall from a targeted

agricultural tax break, and evaluate the consequent economic impact on agricultural

production and farmer income.

There are a number of challenges in identifying the effect of an intergovern-

mental subsidy on local spending and economic outcomes. First, it is difficult to find
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truly exogenous shocks to local revenue, as the amount of intergovernmental subsidy is

usually not randomly determined, and is likely to correlate with unobservables at the

local level (Knight, 2002; Inman, 2008). Previous studies address this issue by using var-

ious identification strategies such as regression discontinuity based on a grant formula

(Dahlberg et al., 2008), political power of congressional delegations as an instrumental

variable (Knight, 2002), and census calibration changes (Gordon, 2004; Suárez Serrato

and Wingender, 2016). Second, local governments are inherently heterogeneous in terms

of their population characteristics, natural endowments, and socioeconomic conditions,

hence it is difficult to find similar local governments to use as a counterfactual. In

order to generate an unbiased estimate of the impact of a specific policy, we need an

observable, exogenous shock that is imposed on otherwise similar local governments.

This paper examines the effect of fiscal squeeze caused by a targeted tax reduc-

tion. In 2004, the central government of China passed a law to abolish all agricultural

taxes in order to benefit the country’s 900 million farmers and promote agricultural pro-

duction. This tax reduction prohibits county governments from collecting agricultural

taxes as one of their sources of income. As compensation, county governments were

subsidized by a designated transfer from the central government, and the amount of

the subsidy was determined at the province level: depending on whether a province is

coastal and a major-grain producer, they receive either 0%, 50%, 80% or 100% replace-

ment of pre-policy agricultural tax revenue. Thus, we are able to compare very similar

counties that are adjacent to each other geographically but received substantially differ-

ent replacement subsidies. We consider local government response in terms of revenue,
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expenditure, and agricultural outcomes using a difference-in-differences design.

To allow for heterogeneous effects, we differentiate by per-capita gross product,

agricultural dependence, and the political experience of county governors. To conduct

the analysis, we create a merged data set from The County Public Finance Statistics

Yearbook of China, China Regional Economic Statistics Yearbook, China County Social

and Economic Statistical Yearbook, and a manually collected county politician profile

data set that includes county governors’ age, tenure, and level of education.

We find that counties on both sides of the province border follow a similar

government budget trajectory prior to the agricultural tax cancellation in 2004. How-

ever, after policy implementation, when counties can no longer collect agricultural taxes,

those receiving incomplete subsidies experienced a significant reduction of 45 yuan per

capita, which is an 81 percent reduction in agricultural revenue, or a 10 percent reduc-

tion in overall local government revenue. In the years following policy implementation,

we find that tax revenues from other sources (such as sales tax and value-added tax)

and intergovernmental subsidies remain unchanged in shortfall counties relative to their

neighbors. This finding is consistent with Dye and McGuire (1997), Darby et al. (2005),

Bradbury and Case (2001), and Jonas (2012), each of whom find that local government

does not alter taxes when there is a fiscal surplus or shortfall. Given the balanced budget

requirement, the significant reduction confirms a clear first stage on revenue shortfall,

and exhibits a nearly perfect overall flypaper effect.

The consequent change in government expenditure may reflect the flypaper

effect in terms of categorical stickiness. Specifically, we find that the per-capita agri-
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cultural spending of counties without full revenue replacement is reduced by 18 yuan,

or 36 percent, which is much larger than the reductions in other categories (6 percent

on average). This is not consistent with the predictions of traditional models, which

suggest for proportional reductions. (Henderson, 1968; Hines and Thaler, 1995). This

large reduction on local agricultural expenditure shows that, at the category level, local

governments reduce the extent to which the benefits of the tax reduction accrue to the

targeted group. However, the fact that agricultural expenditure reduction is less than

revenue reduction still implies partial stickiness of the targeted money, which is con-

sistent with Leduc and Wilson (2017) and Levaggi and Zanola (2003). In addition to

examining the effect on agriculture, this natural experiment allows us to consider which

other categories of spending are most affected by a shortfall. Apart from the agricul-

tural spending reduction, we find significant reductions in social security spending (11.4

percent), short-run liquidity reserves (12.5 percent), and a catch-all category comprised

of non-profitable public sector subsidies including designated pension and relief fees.

We examine the consequent effects of agricultural expenditure reduction on

agricultural production and farmers’ income. While government spending on agriculture

is mostly used for fixed investment and technology promotion, the reduction on spending

may also have a negative impact on agricultural production, but examining the relative

changes in agricultural factor inputs (cultivated land area, agricultural labor force, and

its share among population) and agricultural outputs (output of grain crops, oiling

crops, and meat product) reveals no significant changes in agricultural production when

counties receive incomplete subsidies. However, we find that farmers’ net income in less-
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subsidized counties is significantly less than that of fully subsidized counties after the

agricultural tax cancellation. Net income refers to revenue from agricultural production

less the costs of production minus taxes and fees. Given similar levels of agricultural

tax relief, similar levels of agricultural output, and no de facto tax increase from other

sources, the explanation for the income decline may be that individual agricultural

producers face increased costs of production. Thus, the effect of reduced government

agricultural 32 expenditure may result in higher costs of production and lower net

income.

This paper contributes to the literature in several ways. First, we address the

effect of a fiscal shortfall driven by a policy change instead of changes in local income or

wealth (Darby et al., 2005; Dye and McGuire, 1997; Jonas, 2012). Second, as the fiscal

shock is due to a targeted tax break in agriculture, we can investigate the categorical

flypaper effect for the agricultural sector, enriching the existing literature by considering

the extent to which local government redistributes away from the intended beneficiaries

(Levaggi and Zanola, 2003; Leduc and Wilson, 2017; Berg and Rattsø, 2007). Finally,

by examining the impacts on agricultural outcomes and farmers’ net income, we are

able to estimate the impact of local government responses on the targeted group.

The paper is organized as follows. Section 2.2 presents background informa-

tion about the revenue and expenditure system in China, the agricultural tax, and its

cancellation. Section 3.3 describes the construction of the data set on local revenue,

expenditure, agricultural outcomes, and other local economic variables. Section 2.4

presents the empirical strategy and methods of testing its validity. Section 2.5 and 2.6
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present the results of local government revenue and expenditure changes, showing the

overall and categorical flypaper effects. Section 2.7 shows the consequent effects on

the inputs and outputs in agricultural production, and farmer net income. Section 2.8

shows the heterogeneous effects, and Section 2.9 concludes.

2.2 Background

2.2.1 Revenue and Expenditure System

China, one of the largest countries in the world, has 34 provinces, 333 prefec-

tures, and 2,862 counties.2 County government is the lowest level of government that

has independent authority, above which there are prefecture, provincial, and central

governments.3

Tax revenue and other government income are shared between central and

local (including county, prefecture, and provincial) governments by methods detailed

in the Tax Sharing System (TSS). This system classifies three types of taxes: central

taxes, local taxes, and shared taxes. Examples of each type of tax can be found in

Table 2.1.4 While part of central government tax revenue is distributed as subsidies

for local governments, all revenue from local personal income, land use, property, and

agricultural taxes, goes directly to the local budget. In 2000, local revenue accounted for

2Data comes from the China government website in 2014. The numbers include equivalent admin-
istrative divisions, for example, the number of provinces includes number of autonomous regions and
municipalities.

3There are also 44,741 township-level governments below the counties, however, due to their depen-
dency on county government, few fiscal studies had focused on township government behavior.

4The detailed tax sharing is listed in Appendix Table 2.A.

80



half of the local budget, while the rest came from central subsidies.5 In less developed

areas, central subsidies account for an even higher fraction of revenue. For example, in

our sample, which does not include wealthy coastal cities, intergovernmental transfers

finance about two-thirds of local budgets.

In conjunction with revenue sharing between central and local governments,

public expenditure in China is also shared. Local governments have high levels of

expenditure responsibility that exceed those in most countries. In most countries, it

is the central government’s responsibility to provide social security and welfare, while

education and health are often shared between state/provincial and central governments.

In China, county and township governments provide the majority of public services,

including 70 percent of budgetary expenditures for education, and 60 percent of those for

health (Bank, 2002). As of 2006, China did not have national social security legislation.

At that time, most social security revenue (pensions and medical insurance, etc.) was

also administrated at the county level.6 Appendix Table 2.B shows the assignments of

expenditure responsibilities between central and local governments from 2003 to 2006.

It shows that local governments have primary responsibility for most public services,

including agriculture, education, and public health.

5Including the local share from shared tax revenue.
6The central government, for instance, the Ministry of Labor and Social Security, may provide

general guidance and ensure that local regulations follow central government guidelines. Provincial or
city/county social insurance agencies administrate their respective social security pools and individual
accounts. Provincial labor and social security authorities are responsible for regulatory funds to which
locally pooled funds in the jurisdiction must pay a percentage of their revenue. Notably, all revenues and
expenditures of social security are managed under a specific account called ”Social Security Fund”, and
the fund has an independent budget which is separately prepared from the general budget. Moreover,
governments always subsidize the funds with general public budget to make ends meet.
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2.2.2 Agricultural Tax

China has long been an agricultural nation, and agricultural taxes have existed

for over 2,600 years. All individuals and organizations who receive revenue from certain

agricultural products are required to pay the tax. The agricultural tax is a proportional

tax on perennial production under normal climate, soil, and cultivating conditions.

Therefore, by definition, it is a lump-sum tax based on past production levels instead

of current revenue (Wang and Shen, 2014). Counties are the smallest administrative

division in China that has authority to determine the agricultural tax rate and collect

agricultural taxes. The statutory highest agricultural tax rate by the central government

is 15.5% , but the average tax rate in practice is 8.4%.7 As all agricultural taxes

go to county governments, in this paper, we study the policy effects on county-level

governments.

In the 1950s, when the People’s Republic of China was newly founded, agri-

cultural taxes accounted for more than 40% of total government revenue. While the

importance of agricultural tax revenue has been decreasing during recent decades, it still

accounts for 30% of local revenue for counties and 10% of total revenue. Nevertheless,

the implementation of agricultural taxes has potentially harmful implications. First,

agricultural taxes may discourage agricultural production. Second, the burden of the

agricultural producer may be high: in some provinces, aggregate tax burdens on farmers

are as high as 30 percent, which is higher than for the nation’s highest earners (Chen,

7The statutory tax rate is based on the historical production level, while the practical rate is calcu-
lated on the actual production level.
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2003). Third, agricultural taxes collected in less-developed areas will aggravate spatial

inequality, which is a critical issue in China, and accelerate conflicts between farmers

and local governments (Bernstein and Lü, 2000; Lin et al., 2007).

In 2004, in order to encourage agricultural production, reduce farmers’ eco-

nomic burdens, and narrow spatial development gaps, China’s central government de-

cided to abolish agricultural taxes.8 The nationwide agricultural taxes were immediately

reduced.9 In 2006, all local governments had fully stopped collecting agricultural taxes.

This policy affected 900 million Chinese farmers, exempting them from over 100 billion

yuan in agricultural taxes. Previous studies on the abolishment of China’s agricultural

taxes focus on agricultural productivity and the economic outcomes for farmers (Xu

and Wang, 2009; Wang and Shen, 2014), but find little effects.

As agricultural tax was one of the major sources of local government revenue

in China, and all revenue from it went to local governments, the abolishment could lead

to large local deficits, especially for agriculture-dependent counties. In order to offset

this deficit, China’s central government offered a permanent, annual lump-sum grant

called “Subsidy for Agricultural Tax Cancellation” to local governments. This grant is

differentiated by province so that counties in some provinces got full offset while others

did not. The amount of central government subsidy is determined by each county’s 2002

8The agricultural taxes being canceled included three types of taxes: Agricultural Tax, Agricul-
tural Specialty Tax and Livestock Tax. Other relevant taxes, including Land Occupation Tax, Tobacco
Product Tax and Deed Tax, even if accounted under the category of “Agricultural Taxes”, are still in
effect. Therefore, the value of revenue categorized as “agricultural tax” does not fall to zero after the
abolishment.

9In the beginning of 2004, the agricultural specialty tax was immediately canceled, and the tax rate
of agricultural tax was reduced by three percentage points for MGP provinces and one percentage point
for non-MGP provinces.
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agricultural tax revenue, but varies in compensation rate. The subsidy rate from the

central government was set as: a) 100% for major-grain producing (MGP) provinces

in central and western regions, b) 80% for non-MGPs in central and western regions,

c) 50% for MGPs in eastern (coastal) regions, and d) 0% for non-MGPs in eastern

(coastal) regions.10 We acquire the level of total offsetting subsidies from both central

and provincial governments, and categorize provinces by whether this total subsidy is

equal to or less than the baseline level. Figure 2.1 shows the geographical distribution

of provinces with balanced revenue and with net revenue loss due to the abolishment.11

As the figure shows, there is a clear border, meandering from the Southwest to East

Coastal Area, that separates areas that got full compensations and those that did not.

2.3 Data

The data used in this study comes from multiple sources. The primary data

is converted from The County Public Finance Statistics Yearbook of China. Two more

data sets, the China Regional Economic Statistics Yearbook and the China County

Social and Economic Statistical Yearbook, provide county-level economic variables. In

addition, we manually collect a data set of the background and careers of counties’ local

10However, provincial governments may also provide subsidies to county-level governments. This
happens in areas with incomplete subsidies, and thus reduces the policy differences induced by central
policy. When we define less-subsidized counties, we focus on the 50% and 0% cases since there are no
de facto first stage differences between 100% and 80% provinces.

11Precisely speaking, given the increasing trend in agriculture tax revenue, counties getting full sub-
sidies of 2002 agricultural tax revenue will still expect relative fiscal losses after 2004. We focus on
the loss of insufficient baseline subsidy, i.e., the missing part in 2002 baseline subsidy, assuming that
counties in different provinces had same trajectories of agricultural tax revenue if the agricultural taxes
were not canceled.
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governors.

The primary data set used for analysis is The County Public Finance Statistics

Yearbook of China, for the years 2001 to 2006. This yearbook includes government

revenues and expenditures at the county level. The data set is available in the form of

print books through Department of Budget, Ministry of Finance of China. We manually

digitized the yearbooks from 2001 to 2006 by scanning each page and then using Optical

Character Recognition (OCR) software to convert scanned images to spreadsheets. We

exploit the balancedness of the budget to manually check for and correct errors that

occurred during data conversion.12

The resulting data reveal revenue sources: agricultural revenue (including agri-

cultural tax revenue and the subsidy for agricultural tax cancellation after 2004), other

non-agricultural revenue (including revenue from value-added taxes, sales taxes, city

maintenance taxes, local personal income taxes, firm taxes, and other non-tax local

revenue such as fees), and subsidies (including all intergovernmental subsidies, except

for the agricultural subsidy mentioned above). Importantly, the yearbooks also in-

clude expenditures, including: agriculture (forestry, livestock and fishing are included),

infrastructure, education, governmental administration, social security, public safety,

miscellaneous, and changes in reserves. A detailed description of expenditures can be

found in Section 2.6.

To study the effects of the cancellation of agricultural tax on outcomes such as

12A technical notes regarding error fixing in OCR can be found in Appendix Section 2.A. There
are other studies, such as Yin and Zhu (2012), using the same data set with a shorter year span from
The County Public Finance Statistics Yearbook, however, the quality of data is limited and thus is not
adopted by our study.
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agricultural production and farmers’ income, we also use data from the China Regional

Economic Statistics Yearbook. This book is available in electronic form, and we extract

variables that capture agricultural inputs and outputs, such as agricultural labor force,

area of cultivated land, farmers’ income, and the amount of agricultural production

(grain crops, oil crops, and meat product). The third data set used in this study is

the China County Social and Economic Statistical Yearbook. This data set is also in

electronic form, and provides information on both the production and welfare sectors,

such as by-sector gross regional product for each county.

Furthermore, to study how local governors may impact the revenue and expen-

diture changes when the agricultural taxes are canceled, we manually collect information

for county-level officials. We focus on the top local governor (County Party Secretary,

i.e., Xian Wei Shu Ji) for counties located on province borders in 2004, and collect their

age, education level, the time when they started to serve as County Party Secretary,

and whether they were promoted afterwards.13 This information was collected from the

Baidu Encyclopedia, which is a commonly used website that contains profiles for note-

worthy individuals. For officials not included in the Baidu Encyclopedia, we searched

county newspapers, and made phone calls to county governments. Our data is new, as

there are no existing data sets on county-level governors. Existing data sets, such as

Jiang (2018), are focused on profiles of prefecture or higher level governors.14

13The border counties will be discussed in Section 2.4.
14In China, officials in prefecture or higher level are counted as high-level officials. Their profiles

are managed and supervised by the central government, so access to these profiles is readily available.
However, county-level officials are counted as low-level officials, and their profiles are not uniformly
managed.
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We capture per-capita values by dividing each county’s revenue and expendi-

ture by its population in the corresponding year. The variable “Other Income” is the

summation of per-capita local revenues except for revenue from agricultural taxes. We

also keep track of its sub item, value added tax and sales tax, in order to compare with

previous studies that find income substitution from sales and value-added taxes (Burge

et al., 2012; Zhao and Hou, 2008; Chen, 2017). The variable “Other Intergovernmental

Subsidy” is the summation of per-capita subsidies. We do not provide the sub-items,

as their categories are changing over time during the sample period.

2.4 Empirical Framework

In this section, we detail the empirical strategy used to estimate the effect

of the targeted agricultural tax cancellation and incomplete subsidy on county fiscal

outcomes on revenue and expenditure. We introduce a baseline difference-in-difference

design first, discuss the shortcomings of this approach, and then develop a border design

and present evidence of its validity.

2.4.1 Baseline Difference-in-Difference Design

The endogeneity of grant levels is a common issue in the literature, and it is

resolved in different ways, such as using power of congressional delegations or census

calibration changes as instruments (Knight, 2002; Gordon, 2004; Suárez Serrato and

Wingender, 2016), or exploiting discontinuities in grant determination (Dahlberg et al.,

2008). This paper exploits an exogenous policy difference in compensation rates across
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provinces. A baseline version of the specification can be written as follows:

Outcomeit = β0 + β1Post04t + β2Incompletei + β3Post04t × Incompletei + ~η ~Xit + εit (2.1)

where the subscript i and t denote county and year respectively. The Outcome rep-

resents a county’s revenue from agricultural tax and subsidy, revenue from other local

sources, intergovernmental subsidies, and expenditure on agriculture, infrastructure, ed-

ucation, social security, administration, public safety, and change in financial resources

from special government funds. Post04 is a dummy variable that takes value 1 if the

year is equal to or after 2004 when the policy shock occurred, and Incomplete equals

to 1 if the county is in treatment group, i.e., in those provinces that are expected to

have insufficient subsidy due to the policy. We also add other county-level control vari-

ables ~X, including county population, and the per-capita regional domestic product in

each sector. The coefficient β1 captures the changes in the outcome between the pre

period (2001–2003) and the post period (2004–2006). β2 captures the initial difference

between county governments on each side of the treatment border. Our interest is in

the coefficient β3, which reveals the effect of an incomplete subsidy.

However, simply using a difference-in-difference design that includes all coun-

ties in all provinces of China may generate biased estimates. As shown in Figure 2.1,

provinces that receive insufficient subsidies are, by design, located in coastal areas, with

high levels of regional development. Wealthier counties may have fundamentally differ-

ent trends in revenue, expenditure, farmer’s income, and other, unobserved factors over

time than the poorer, more agricultural counties. To generate more credible estimates,
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we implement a border design.

2.4.2 Border Design

China has more than 2,000 counties with diverse geographic and socioeconomic

conditions. We strengthen our design by restricting the sample to adjacent counties on

either side of provincial borders. The border design has been implemented in various

studies, such as Card and Krueger (2000); Dube and Reich (2010); Duranton et al.

(2011); Thompson and Rohlin (2012); Turner and Blagg (2017). Counties on the border

of adjacent provinces are likely to be similar in terms of natural and socioeconomic

conditions, such as population density, geographical endowment, road system, economic

development, etc. They may also experience similar shocks to weather and economic

conditions. The identification strategy is valid under the assumption that the pre-post

change on each side of the border would be similar in the absence of the change in tax

law. This assumption would be violated if any other policy changes are implemented

at the same time and introduce asymmetric effects across the border, or if there exists

different trends in outcome variables for treated and control counties. This results in a

sample of 1,002 observations from 168 counties over 6 year.

As an alternative design, we extend the definition of “border counties” to

include counties that are contiguous to border counties. This extended sample includes

1,855 observations from 311 counties. Using the extended sample helps control for

geographic trend. Further discussion about this extended sample and matching results

can be found in Section 2.5.3.
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We estimate the following equation using restricted border contiguous sample

and extended border sample, respectively:

Outcomeit = δi + γtBorderSegmenti + β3Post04t × Incompletei + ~η ~Xi,t + εit (2.2)

Pre-existing county differences are absorbed by county fixed effects. We include

year-by-segment fixed effect as suggested in Dube and Reich (2010). As the province

border extend across all of Southern China Mainland, the differences between the east

and west counties can be large. Having year-by-segment fixed effects allow for locally

varied year effects, reducing the potential for bias, and generating greater precision

in estimation. A segment is defined as a section of border that separates two distinct

provinces. There are 15 segments along the border. Counties are clustered into segments

exclusively. At the junction area of multiple provinces, if a county is contiguous to more

than one province, it is clustered to whichever is closer to the county administrative

center. The standard errors are clustered on province level, assuming error independence

across provinces. (Cameron and Miller, 2015).

We further estimate the year-by-year specification using restricted border con-

tiguous sample:

Outcomeit = δi + γtBorderSegmenti +

2006∑
k=2004

βk1(Y ear = k)Post04t × Incompletei + ~η ~Xit + εit

(2.3)

This alternative specification may show the partial implementation of the pol-

icy, and capture any effects faded or increased over time.
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2.4.3 Design Validity

We define counties as treated if they are located in provinces that, by national

law, are set to receive less than a full offsetting subsidy, and counties as part of the con-

trol group if they are in provinces that re provided with full compensation. Identification

is based on contiguous counties that are on opposite sides of the provincial borders, as

shown in Figure 2.1.15 This results in a sample with 86 counties in 8 provinces as the

control group and 82 counties in 7 provinces as the treatment group. Table 2.2 shows

that counties on either side of the border are quite similar in terms of population and

gross regional product in each sector before the agricultural tax abolishment (2001—

2003).16 The overall fiscal structures for treated and control counties are also similar:

while the majority revenue (70 percent of total revenue) comes from intergovernmental

subsidies, agricultural tax income accounts for about 7 percent of total revenue. The

shares of other income and expenditure are similar as well.17 Appendix Figure 2.A

and 2.B show the distribution of key variables. These figures show that counties in the

border sample are more similar than those in full sample.

To confirm that contiguous counties on opposite sides of the border follow the

same trajectories prior to the policy, we implement a series of timing placebo tests by

estimating Equation 2.2 using observations in pre- and post-treatment periods, but a

15The distribution of counties inn the extended sample is shown in Figure 2.2. In China, county-level
administration unit includes district, county-level city, and county. A district is part of a city which
is most developed, and a county-level city is smaller and less industrialized than a city, but larger and
developed than a typical county. We exclude these two and only study counties.

16For comparison, in Appendix Table 2.C we present the summary statistics for all sample.
17The share of intergovernmental subsidy is large in our sample, mainly as a consequence of the fact

that most of border counties are relatively poor and less developed.
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false treatment time dummy one year before and two years after the actual year of

agricultural tax abolishment. Likewise, we implement a geographical placebo test using

the true timing of the policy, but false borders within provinces with and without full

subsidy replacement. These placebo tests help to rule out the cases that the effect comes

from a time or geographical trend.

2.5 The Effect of a Subsidy Shortfall on Local Revenue

The agricultural tax cancellation along with different fiscal subsidy creates an

exogenous shock to county government budget. In this section, we first discuss how

agricultural revenue is changed due to the agricultural tax cancellation, then show the

effect on net revenue change, and provide robustness tests in the end.

2.5.1 Agricultural Revenue

We first investigate the effect of the cancellation of the agricultural tax and

incomplete replacement subsidies on local government revenue. Figure 2.3 shows the

population-weighted trends of agricultural revenues per-capita: counties on both sides

of the border have similar trends in agricultural tax income prior to the policy change.

After the abolishment of agricultural taxes, counties in provinces with incomplete re-

placement experience significant revenue losses compared with counties in the control

group. Specifically, in 2001, 2002 and 2003, counties on each side of the border have

nearly identical per-capita agricultural tax revenue. In 2004, revenue in treated counties

drops to about 10 yuan per capita, while control counties remain closer to 40 yuan. This
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gap grows even larger in 2005 and 2006.

To examine whether these differences are driven by trends around the border,

we examine how the effects vary with distance from the border. Figure 2.4 plots the

average differences in agriculture revenue against the distance from the the province

border.18 Counties on the treated side are assigned positive distances, while control

group counties are assigned negative distances. This reveals a strong first stage in

agricultural revenue income difference across the border.19 The graph shows that there

is no noticable geographical trend, so the results appear to stem from the policy shock.

Table 2.3 presents the estimates of the policy effects on local government rev-

enue. Column (1) shows that treated counties get an agricultural tax subsidy of 32.47

yuan per capita less than control counties on average due to the policy.20 Consequently,

in column (2) we find that net agricultural revenue for local governments is reduced by

34.79 yuan per capita.21 Taking into account that the agricultural revenue has been

cut by more than 80 percent, and that the aggregate effect is a reduction of about 17

million yuan per county (which is equivalent to 2.5 million USD), the first-stage effect

is strong in both economic magnitude and statistical significance.

While the first two columns in Table 2.3 show average changes in agricultural

18The distance is measured from the county administrative center, which is defined by the location
of the county government building, to the nearest province border.

19Note that, this is exhibition similar to, but not a regression discontinuity design, in that we do not
regard distance from the border as a running variable to explain the differences in fiscal outcome.

20Based on the fact that both treated and control counties get no agricultural tax subsidy prior to
the agricultural tax cancellation.

21The agricultural revenue for local governments is defined by adding agricultural subsidy to agricul-
tural tax revenue. Despite that most agricultural taxes are canceled, there are some taxes in effect post
to the policy, such as land use tax and tobacco tax. This explains why the difference in agricultural
revenue is slightly different from that of agricultural subsidy.
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tax revenue before and after policy implementation, columns (1) and (2) in Table 2.4

examine how these subsidy gaps vary by year. The agricultural subsidy for treatment

counties is partially reduced in 2004 (21.72 yuan per capita, a 47.2 percent change),

which is consistent with the fact that the policy of agricultural tax cancellation was

partially implemented in that year. In 2005 and 2006, treated counties experienced a full

reduction in agricultural revenue, totaling 40.58 and 42.43 yuan per capita, respectively,

or a roughly 100 percent change, indicating full policy compliance.

2.5.2 Net Local Revenue

Given the fiscal shortfall caused by the loss of agricultural revenue, and the

balanced budget requirement, local government must either increase revenue from other

sources, reduce expenditures, or use reserve funds.22 The overall flypaper effect would

suggest that the expenditure will decrease. While most studies investigate the income

and expenditure effects of increased fiscal income and find positive net revenue effects

(Sjoquist et al., 2005; Allers and Geertsema, 2016; Dahlberg et al., 2008; Brunner and

Schwegman, 2017), there is little consensus about the revenue response when govern-

ment faces a fiscal squeeze. Jonas (2012) shows that local governments in the U.S.

simultaneously increased their income from other sources and decreased local govern-

ment expenditure after the 2008 economic recession. Other studies find that local

governments tend to maintain their levels of expenditure by raising money from other

22Yu suan fa [Budget Law] (promulgated by the National People’s Congress, Aug. 31, 2014) art. 12,
28 (P.R.C.) The reserve funds come from the general local reserve, and the surplus in special government
funds.
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sources Lago-Penas (2008); Melo (2002); Gamkhar and Oates (1996). The practice of

revenue raising differs by the institutional context. In countries where local governments

have the authority to determine tax rates, they can simply increase the tax rate, while

in countries where local governments do not have the authority to change tax rates

freely, this tax revenue increase can be done by strengthening tax enforcement.23 In

China, local governments have limited authority to change tax rates, but they have the

freedom to change the extent of tax enforcement.24

In Table 2.3, column (3), we find no evidence that local governments facing

fiscal squeeze increase revenue from other sources, which exhibits perfect overall money

stickiness. Lost the other potential sources, column (4) shows no difference in other

intergovernmental subsidies, which rules out the case that treatment counties get in-

sufficient agricultural subsidies but are compensated through other intergovernmental

transfers. Therefore, as shown in column (5), the aggregate effect on net revenue change

is about -44.87 yuan per capita, corresponding to an average reduction of about 9.6 per-

centage in total local revenue.

Column (3) to (5) in Table 2.4 shows the net revenue effects by year. As shown

in column (3), the percentage changes of other sources of local revenue are insignificant

and negligible, while the changes, if anything, are negligible in 2005 and 2006. Column

(4) shows that in neither post-treated year local governments with incomplete replace-

23In developing countries, the tax enforcement level is usually low, leaving enough room for revenue
raising Khan et al. (2016).

24Chen (2017) finds that local governments increased income from value-added and sales taxes by
imposing higher de facto tax rates. Notably, Chen (2017) exploits the same shock but uses a difference-
in-differences design to compare counties within the same prefecture.
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ment got abnormal subsidies from other sources. The aggregated changes in government

revenue are shown in column (5), revealing that the per-capita revenue reduction in 2004

is half as large as in the following two years.25

2.5.3 Robustness Tests

In this section we present the results of various robustness tests, including

using the extended sample, and using a sample matched on county characteristics.

The goal of the border design is to find the counterfactual that is the most

similar to treated counties. However, in the border design, the sample size is limited, so

we use an enlarged sample as a robustness test. Besides border-contiguous counties, we

also include counties that are adjacent to border-contiguous counties, i.e., the closest

off-border counties. Therefore, the sample size is roughly doubled. Another advantage

of using the extended border sample is that it allows us to control for geographical

trends that may otherwise contaminate the estimates.

By including additional county observations, we replicate our primary esti-

mates on agricultural revenue and net revenue change. Table 2.5 shows the effects

on local revenues for the extended sample. Compared with the main results on local

revenue (Table 2.3), we find that the effects are slightly smaller, and the precision is

slightly greater, but there is no statistical difference between the results using the ex-

tended sample and those using the border county-only sample. This suggests that the

25The fact that local governments did not raise revenue from other sources may be explained by
the institutional context in China. Local government officials are often appointed by higher levels
government, so there is no voting pressure for local government to maintain expenditure level.
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results are robust to the selection of counterfactual counties and that the border design

is likely to be valid.

While the border design assumes that contiguous counties along the border are

similar, we cannot rule out the possibility that non-adjacent counties may be a better

counterfactual. Specifically, using matched, non-adjancent counties eliminates concerns

about potential spillover effects. Therefore, as an alternative approach, we implement

propensity score matching (PSM) as a method of choosing counterfactual counties that

are most likely to experience similar outcomes. Propensity score matching is used to

estimate an ex-ante probability of being treated, i.e., the propensity score, and to use

counties with a similar propensity score as the counterfactual.(Rosenbaum and Rubin,

1983; Imbens, 2000; Gelman and Imbens, 2014) This strategy is commonly used to

select a control group when a subset of individuals are affected by an exogenous shock

in a panel data context. Counties in fully and less subsidized provinces are matched

by population, the share of revenue from intergovernmental subsidies (a proxy for the

dependence on central government), and the share of agricultural tax income in local

revenue (a proxy for agricultural dependence).26 These two variables are crucial in

determining how a county will be affected by the policy. Appendix Figure 2.C shows

the density of propensity scores, revealing that the propensity scores in provinces with

and without full compensation are distributed differently. We use propensity score

matching to compare the sample from the common support of distributions using caliper

matching, as there are often multiple potential control counties with similar propensity

26We use fiscal data from County-level Public Finance Statistics Yearbook of 2002.
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scores.

Table 2.D presents the changes in revenue estimated with the propensity score

matched sample. Compared with main result in Table 2.3 and the extended sample

in Table 2.5, we find the net effect on agricultural revenue reduction (-19.96 yuan per

capita, 38.8 percent) is smaller and imprecisely measured, while the effects on outcomes

in natural logs are larger. Overall, the similarity in magnitude and percentage change

shows that the treatment effects are robust to the selection of counterfactual, and also

indicates that the cross-border spill-over effect of public spending is not a major concern

that might dampen the estimate.

2.5.4 Placebo Tests

One may argue that the estimated treatment effect may come from not the

policy but pre-determined differences between opposite sides of the province border, or

geographical or time-related confounding treatments. In order to rule out these cases,

we conduct a series of placebo tests in both time and space. Four different tests are

implemented, in which we a) let the year 2003, one year prior to the actual cancellation

of agricultural tax be the treatment time, and only use observation from 2002 to 2003,

i.e., use 2002 observations as pre-treat and 2003 observations as post-treated; b) let

year 2006, i.e., two years after the agricultural tax cancellation, be the treatment time,

and only use observation from 2005 to 2006; c) fabricate a border by using the original

treated counties as the control group, while using border contiguous counties also on

the treated side as the treatment group, i.e., move the whole policy border to the south
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by one county so that we are comparing within provinces with insufficient subsidy;

d) fabricate a border by using the original control group counties as the treatment

group, while using border contiguous counties as the new control group, i.e., move the

border to the north by one county, and thus compare within provinces with full revenue

replacement.27

Table 2.E shows the revenue effects for each of these placebo tests. The results

of the tests are shown in Panel A to D, respectively. We find no significant changes

in any sources of local government revenues in any test, which strongly suggests that

pre-existing differences and post-treatment trends and confounders are not driving the

results.

2.6 The Effect of a Subsidy Shortfall on Expenditure

Given the significant reduction in agricultural revenue and the lack of increased

revenue from other sources, the agricultural tax cancellation provides an opportunity to

examine how local governments adjust their expenditure. Specifically, we examine how

agricultural expenditure and other categories of expenditure are affected by the fiscal

shortfall.

27In test b), the reason for not using one year post to actual treatment time is that year of 2004
is partially treated. If we use the faked treatment time which is one year after the true time, it will
capture the partial implementation of policy.
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2.6.1 Agricultural Expenditure

For the expenditure effects, first and foremost, we are interested in the con-

sequent change in agricultural spending. The literature examining how an increase

in governmental subsidy changes local spending reveals mixed evidence. Levaggi and

Zanola (2003), Berg and Rattsø (2007) and Leduc and Wilson (2017) find that inter-

governmental subsidies targeted to a specific sector boosts the spending in that sector.

However, crowd-out effects are found in Knight (2002) and Gordon (2004), that is,

federal funds for a specific category of expenditure will reduce the spending of local

government on that category. In our case, agriculture is the targeted benefited sector.

If the reduction of local government spending on agriculture is proportional to overall

revenue reduction, it implies perfect categorical money stickiness. On the contrary, if

the reduction of local government spending on agriculture is as much as overall revenue

reduction, it implies that local governments fully offset the targeted policy intended by

the central government.

Table 2.6 shows the policy effects on local government expenditure on agri-

culture. Column (1) shows that the per-capita agricultural expenditure is reduced by

17.61 yuan, which is 35.6 percent of agricultural spending. Recall that in Table 2.3 we

find an 81 percent reduction in agricultural revenue, this implies an elasticity of 0.44,

implying a partial categorical flypaper effect. When the negative income shock stems

from the agricultural sector, the expenditure on agriculture is significantly reduced, yet

the multiplier effect is limited compared to other studies, indicating that local govern-
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ments partly reduce the extent to which the benefits of the tax reduction accrue to the

targeted group.

In column (1) of Table 2.7 we present the expenditure effects over time. The

pattern of changes is interesting. Unlike the revenue effect, that is, partial reduction

in 2004 and full effect in 2005 and thereafter, agricultural spending in counties with

incomplete subsidy is reduced immediately in 2004, the first year of the policy change.

Per-capita agricultural spending is reduced by 22.75 yuan, which is a 44.6 percent

decline. The reductions in 2005 and 2006 are 27.1 and 32.9 percent, respectively.

2.6.2 Other Expenditures

In addition to expenditure on agriculture, we are interested in how expendi-

ture in other categories responds to fiscal squeeze. Previous theoretical studies claim

that a neutral government may adjust its expenditure proportionally (Barro, 1990; Yin

and Zhu, 2012).28 Mahdavi (2004) compares the elasticity of expenditure in different

categories and finds that spending on luxury goods (such as park and recreation) is

more volatile than that on necessity goods (such as public safety).

Table 2.6 shows the effect of each category of expenditure. In general, dif-

ferent categories of spending are not proportionally changed. Specifically, column (7)

shows that one of the most significantly reduced categories of spending is for a broad,

catch-all category consisting of hospitals and libraries, designated pensions and relief

28While previous studies do not differentiate the sources of money and merely focus on revenue from
local taxation, in Appendix Section 2.B we present a simplified model, which particularly shows how
productive spending and welfare-related expenditure are proportionally adjusted in response to change
in intergovernmental subsidy.

101



fees for veterans, science and technology expenditure, public health and medic expen-

diture, general government fund expenditure, cultural and sports undertakings, militia

and military reserve expenditure, lottery and community fund operation cost, and gov-

ernment donation and humanitarian assistance.29 Treated counties have experienced a

per-capita reduction of 21.23 yuan in miscellaneous spending, which is a 12.5 percent

reduction. Local governments also reduce payments into liquid reserves.30 Column (3)

shows that Social security spending is also reduced by 2.96 yuan per capita. Despite the

fact that the magnitude is relatively small compared with agricultural spending, this

reduction accounts for 11 percent of social security spending. Other categories of expen-

diture, such as infrastructure, education and public policy, do not respond significantly

to the reduction in revenue.31

The pattern of changes in expenditure indicates that reduction in agricultural

expenditure accounts for about half of the revenue change in magnitude. Apart from

that, the miscellaneous spending and social security expenditure are vulnerable to fiscal

deficit. However, spending on infrastructure, education and public safety are less elastic,

perhaps because they are more likely to be guided and supervised by the higher-level

governments.

29Each of the sector accounts for a small share in the category of miscellaneous spending, however,
we are unable to decompose and estimate sector-by-sector changes from the data.

30In China, there are general government budget and special government funds. The former can be
freely allocated by the local government, but the latter is for specific use, and is controlled or guided
by central government. When there is a surplus in government funds, it is allowed to use them to fill
the deficit gap of general spending, but it is not allowed to move the money in the opposite direction.
Therefore, apart from the general liquidity reserve fund (which is included in miscellaneous spending),
the government funds serve as another source of local government reserve.

31The administration expenditure is rather increased by 4.08 yuan per capita in counties that got
insufficient subsidies. However, considering that the base level of administrative spending is large, this
increase accounts for a negligible percentage change.
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Table 2.7 shows the effect over time. Contrary to agricultural spending, which

shows a stable reduction, treated counties are more inclined to decrease their miscella-

neous expenditure and reserves from special government funds in 2005 and 2006: the

reduction in miscellaneous spending and special government funds reserves are around

30 and 20 yuan per capita, respectively, much larger than the effects in 2004 (7.95 and

12.71 yuan per capita). The shift in expenditure reduction from agricultural spending

to miscellaneous spending and special government funds reserve indicates that the ex-

penditure pattern changes are different in short- and long-run: most of the short-run

effect comes from the agricultural sector, which means local governments partially offset

the targeted policy by the central government. However, as time goes by, the long-run

effect is more likely to be determined by expenditure elasticity, as miscellaneous expen-

diture seems to be the most elastic among all expenditure categories. We also observe

a persistent reduction in social security spending.

2.6.3 Robustness Tests

Similar to Section 2.5.3, we examine the robustness of estimates to using an

extended border sample and a propensity score matched sample. Table 2.8 shows the

expenditure effects estimated with the extended sample. Agricultural expenditure is

decreased by 18.08 yuan per capita (38.0 percent) for less-subsidized counties. Mis-

cellaneous spending and social security spending are reduced by 7.0 and 12.0 percent,

respectively. Apart from a 5.7 percent reduction in public safety spending (though the

magnitude effect is subtle), these results are similar to the primary estimates.
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Table 2.F presents the expenditure effects estimated with the propensity score

matched sample. Column (1) shows that the agricultural expenditure is reduced by

16.61 yuan per capita, which is 37.2 percent of agricultural expenditure. In column (3)

and (7), we find that the relative reduction of miscellaneous expenditure is about 10.9

percent, and the percentage reduction of social security spending is 15.9 percent. These

results are similar to the main regression results, but are less precisely estimated.

2.7 Agricultural Production and Farmers’ Income

Now that we have observed the categorical flypaper effect in agricultural spend-

ing, an important concern is that what will be the resulting impact of lost expenditure on

agricultural production and farmer income. Previous literature has shown that govern-

ment spending plays a crucial role in agricultural production Griliches (1964); Chavas

(2001). In China, Zhou and Chen (2005) finds that farmers’ income is significantly

increased by benefiting policies, such as tax-for-fee reform. Wang and Shen (2014)

studies how does agricultural tax cancellation affect farmers, but finds little effects on

agricultural inputs, outputs, or farmer income. We re-examine these effect under a

difference-in-differences framework on border counties.

For agricultural production, we measure factor inputs in three dimensions:

the area of cultivated land, local agricultural labor force, and the share of agricultural

workforce among total labor force.32 Table 2.9 shows the policy effects on factor inputs

32Some provinces provide additional county-level data on agricultural production, such as electricity
used in agricultural production and number of registered agricultural machinery. However, the sample
size is too limited to draw any informative result.

104



in agricultural production. Column (1) to (3) shows the average treatment effect, while

column (4) to (6) shows the effect by year. Despite the fact that the cultivated land size

in counties with insufficient budget replacement tends to be lower, no significant results

in terms of magnitude or percentage change are found in either dimension, indicating

that there is no factor input difference between counties getting full subsidies or not.

For agricultural output, as we have found no notable changes in agricultural inputs, we

would expect no output change as well. Table 2.10 shows the changes in agricultural

outputs, measured in the grain crops yield, oil crops yield, and meat production.33 We

find the grain crops yield and per-capita production are slightly reduced in 2005 and

2006, but other agricultural production outputs are unaffected.

Table 2.11 shows the effect of agricultural tax cancellation on farmer net in-

come. The net income is defined as revenues minus costs minus government transfers,

which, precisely speaking, is the summation of wages, productive income, and business

income, minus expenditure and depreciation in family production and business, minus

taxes and other fees. Column (1) in Panel A implies that farmers’ average net income

in counties with insufficient subsidy is 86.24 yuan less than that in counties with full

replacement. This accounts for 2.5 percent of farmer’s total income, which is both eco-

nomically and statistically significant, indicating that farmers are worse off when their

local government receives incomplete subsidy replacement. Column (2) shows the de-

composed income effects by year: in 2005 when the policy is fully implemented, farmers

33Grain crops include rice, wheat, cereal, corns, etc. Oil crops include beans, peanuts, sunflower
seeds, rape seeds, etc. Meat product includes pork, beef, chicken, lamb, etc. Note that beans are
usually accounted as oil crops in China, which is different from American and European practice.
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in counties with insufficient subsidy earn around 100 yuan less than those in control

counties; while in 2004 when the policy is partially implemented, the income effect is

also in proportion. Panel B shows the resulting income effect in natural logarithm: the

income difference accounts for about three percentage in farmers’ total income. This

pattern is similar to the revenue change of local government.

The effects on farmers’ net incomes are unexpected but interesting. After agri-

cultural tax cancellation, no matter how the government subsidizes local governments,

farmers are directly better off, and thus farmers’ income is expected to rise. The signif-

icant results and consistent pattern in our estimation indicate that counties with deficit

pass their fiscal shortfall to farmers, from whom they previously collected agricultural

taxes. Recall that the net income is determined by revenues, costs, and transfers, and

the revenue effect is supposed to be the same across the border since there are no signif-

icant differences in levels of agricultural outputs, and the agricultural product purchase

price is set by the central government thus there is no price effect across the border.

The taxes and fees should also be the same, in that agricultural taxes for farmers in

treatment and control counties are equally exempted, and that in Table 2.3 we do not

observe governments on either side exhibiting abnormal revenue increases, which rules

out the case of transferring tax burden to farmers by collecting from other sources.

Therefore, the only possible change must come from costs.

The treatment effects on farmer’s net income and agricultural outcomes reveal

that when local governments reduce their expenditure on agriculture, the actual agricul-

tural production is not significantly affected. However, farmer’s net income is reduced
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in counties with insufficient tax compensation, roughly equal to the agricultural rev-

enue change. One explanation for this is a transferring effect: when local governments

spend less on agricultural expenditure that may promote agricultural productivity, the

responsibility falls to farmers and thus they, as individual producers, spend more on

production materials (such as fertilizer, agricultural machine, technology investment,

etc.)

2.8 Heterogeneous Effects

In the previous sections, we have shown the pattern of local government revenue

and expenditure in response to the loss of an agricultural subsidy. We further our study

by examining the effects for different types of counties, as average effects may obscure

interesting heterogeneity. Specifically, we examine how local government revenues and

expenditures are affected by the tenure of the local governor, as well as by the level of

of county agricultural dependence and wealth.

First, we are interested in how a county’s local governor affects its fiscal behav-

ior. On one hand, as discussed in Li and Zhou (2005), central government uses personnel

control to induce desired local economic performance, thus local governors have an in-

centive to generate economic growth in order to get a promotion. On the other hand,

extensive existing evidence about political connections (Faccio, 2006; Li et al., 2008;

Fisman and Wang, 2015) indicates that local governors may build stronger connections

if he or she stay in the office for longer time. Therefore, we are testing whether counties
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with newly-appointed governors and with experienced governors implement a similar

response when facing fiscal deficit.

Table 2.12 presents the revenue effects. We categorize counties by whether their

top local governor (County Party Secretary) was appointed within the last two years or

not.34 When counties have fiscal deficit due to insufficient revenue replacement, columns

(1) and (2) show that treated counties are exposed to similar fiscal shocks, regardless

of the tenure of of local governors. However, column (3) and (5) show a large (but less

precisely estimated) difference, where new governors accept the revenue shortfall, while

longer-tenured governors tend to collect revenue from other sources. The decomposed

effects are fuzzy, but in aggregate, counties with new governors exhibit larger average

deficits. This finding is consistent with previous literature, as politicians with longer

tenure are more likely to increase revenue from other sources (Li and Zhou, 2005).

Table 2.13 presents the expenditure effects. We find that new governors tend

to reduce local expenditure, especially reducing agricultural and miscellaneous spend-

ing. On the contrary, the expenditure reduction in counties with experienced governors

is subtle: they even increase their administration and public safety spending. Instead,

their major adjustments come from using reserves. These results, to some extent, indi-

cate that experienced governors are more likely to use their fiscal sources when facing

an unexpected deficit, including raising additional revenue and using government funds,

34In China, each county has its own election period, however, the time is correlated, in that county-
level election and governor appointment are usually right after the election of higher level government.
In our sample, governors of nearly two thirds of counties are categorized as ”newly-appointed”, while the
longer-tenured accounts for just 30 percent. Particularly, to make this variation exogenous, we exclude
those who are on their second term, i.e., have served more than five years. Thus, all politicians in our
sample are on their first term, and thus the variation of politician tenure is exogenous.
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while newly-appointed governors reduce local spending.

Additionally, we examine heterogeneous effects by the agricultural tax depen-

dence of each county. Agricultural tax dependence is measured by the share of agri-

cultural tax income among local government’s total revenue prior to the cancellation of

the agricultural tax. We separate counties into two groups based on the median level.

In the high-dependency group, agricultural taxes accounted for 37.7 percent of local tax

revenue on average, while in the low-dependence group, this number is 17.3 percent.

When the agricultural tax is abolished, agriculture dependent counties will be affected

more than counties that are less dependent on such tax revenue. Appendix Table 2.G

shows the revenue effects by agricultural tax dependence. In column (1), we see that

agricultural tax-dependent counties lose relatively more subsidy from tax cancellation

compared to those counties also receiving an incomplete subsidy but that are less de-

pendent on agricultural taxes. However, in column (2), we find that high-dependence

counties, apart from the loss due to the incomplete subsidy, lose even more in their

revenue from land use taxes, tobacco taxes and deed taxes (which are categorized as

“agricultural income” but not canceled by the policy). The percentage of agricultural

revenue reduction for agriculture-dependent counties is about 100 percent, while this

number for less agriculture-dependent counties is 24.1 percent. For the expenditure

effects, Appendix Table 2.H column (1) shows that, both agricultural dependent and

independent counties experience similar reduction in agricultural spending in terms of

magnitude and percentage change. Other expenditure effects are less precisely esti-

mated.
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We also study how the local government behavior varies by local wealth, i.e.,

gross regional product per capita. Similar to the heterogeneity tests for agricultural

dependence, we split based on the median level and separate counties into rich and

poor counties. Rich counties have average per-capita gross product of 5,866.24 yuan,

while poor counties have 2,828.67 yuan. Appendix Table 2.I shows the heterogeneous

effects in local revenue changes. Column (1) and (2) show that treated counties with

lower per-capita GDP experience a bit more loss in agricultural revenue than treated

but rich counties. The correlation to the previous result shown in Appendix Table 2.G

is intuitive, as rich counties usually have more development in industry and business

sector, but poor counties are usually agricultural-based. The net revenue change in

column (7) also reflects such differences. However, given the difference in net revenue

shortfall, when we turn to the expenditure effects, Appendix Table 2.J shows that rich

and poor counties exhibit similar reduction in agricultural spending.

The heterogeneous effects by agricultural dependence and wealth indicate that,

despite the flypaper effect, i.e., reduction in government agricultural spending, the mag-

nitude and percentage change is not highly sensitive to how much it decreased the total

revenue of the county. A potential explanation is that county governments perform rev-

enue and expenditure accounting at the sector level, providing additional insight into

the presence of a categorical flypaper effect.
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2.9 Conclusion

In 2004, China’s central government abolished agricultural taxes and provided

annual subsidies to offset local budget losses. However, the amount of the subsidy

varied by province, and otherwise similar counties on opposite sides of provincial borders

experienced significantly different revenue shocks. Using a merged data set from the

County Public Finance Statistics Yearbook of China, the China Regional Economic

Statistics Yearbook, the China County Social and Economic Statistical Yearbook, and

a manually collected county politician profile data set, a difference-in-difference design

on border counties shows that agricultural tax revenue was reduced by 81 percent when

counties received no subsidy replacement, accounting for a 10 percent reduction in total

local revenue. We find no evidence that local governments offset the loss by increasing

taxes on other sectors on the economy. Instead, we find that local agricultural spending

is reduced by 36 percent. Social security and other expenditures were also reduced,

while expenditures on infrastructure, administration, and education experienced little

or no change. We further find that agricultural factor inputs and production were not

significantly affected, but the net income of farmers in less-subsidized counties decreased,

suggesting that the cost pressure of public goods supply reduction is transferred to

agriculture producers.

This study contribute to the literature in several ways. First, it addresses the

effect of fiscal squeeze driven by a policy change and finds no crowd-in effect from other

sources of local income, which exhibits the flypaper effect in terms of overall revenue.
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Second, it supplements the existing categorical flypaper effect literature by examining

the consequent effects for the agricultural sector, revealing that local government reduces

expenditures that benefit farmers. Specifically, we find that government spending is

reduced for farmers, and farmers’ net income declines in less-subsidized counties due

to the increased cost. Our findings imply that local government is reluctant to shift

the tax burden to other residents, and partially offsets the benefits intended for the

group receiving the tax reduction through reduced expenditure. This highlights the

potentially unintended consequences of a targeted tax reduction imposed by the central

government when expenditures are determined at the local level.
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Figures and Tables

Figure 2.1: Geographical Distributions of Policy Effects: Border Sample
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This figure shows geographical distribution of China Mainland provinces with different policy effects.

Counties in blue-colored provinces (Sichuan, Chongqing, Hunan, Jiangxi, Hubei, Henan, Shandong,

Jiangsu, and other northern provinces which are not included in the sample) get full amount of

baseline subsidy, and counties in provinces in red (Yunnan, Guizhou, Guangxi, Guangdong, Fujian,

Zhejiang and Anhui) get insufficient level compared to baseline. We exclude Municipal Cities (Beijing,

Tianjin and Shanghai), Special Autonomous Regions (Hong Kong, Macau and Taiwan), and Tibet

(where there is agricultural tax exemption since 1950). All the counties labeled on map are adjacent

to the border. There are 90 counties in control group (blue) and 87 in treatment group (red).
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Figure 2.2: Geographical Distributions of Policy Effects: Extended Sample
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This figure shows geographical distribution of China Mainland provinces with different policy effects.

Counties in blue-colored provinces (Sichuan, Chongqing, Hunan, Jiangxi, Hubei, Henan, Shandong,

Jiangsu, and other northern provinces which are not included in the sample) get full amount of

baseline subsidy, and counties in provinces in red (Yunnan, Guizhou, Guangxi, Guangdong, Fujian,

Zhejiang and Anhui) get insufficient level compared to baseline. We exclude Municipal Cities (Beijing,

Tianjin and Shanghai), Special Autonomous Regions (Hong Kong, Macau and Taiwan), and Tibet

(where there is agricultural tax exemption since 1950). By including off-border counties to the original

sample, the extended sample includes 1,978 observations in total, with 164 counties in control group

(blue) and 166 in treatment group (red).
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Figure 2.3: Policy Effects on Agriculture Revenues by Year
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This figure shows the population-weighted trends of local government’s agricultural revenue

(tax+subsidy), adjusted for agricultural importance (using share of agricultural tax income) as

covariates. Their pre-treatment trend looks matched after the adjustment. Agricultural revenue

includes agricultural tax (Agricultural Tax, Agricultural Specialty Tax and Livestock Tax) income and

specific subsidies from central government.
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Figure 2.4: Policy Effects on Agriculture Revenues by Distance From Border
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This scatter plot shows spatial distribution of changes in agriculture revenue after the agricultural tax

abolishment. Distance is measured from county administrative center (i.e., the location of county

government) to the nearest border and is in unit of kilometer. Positive distance represents counties in

provinces with full subsidy, and negative distance represents counties in provinces with incomplete

replacement.
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Table 2.1: Revenue Sharing between the Central and Local Governments

I.Taxes exclusively assigned to the Central and Provincial Governments

1. Excise taxes

II. Taxes shared between the central and local governments

1. Value-added tax

2. Enterprise income tax

3. Natural resource tax

4. Construction tax

5. Industrial and commercial tax

III.Taxes exclusively assigned to local governments

1. Agricultural tax

2. Personal income tax

3. Land use tax

4. Property tax

Notes: For a detailed description of Revenue Sharing System, please refer to Appendix

Table 2.A.
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Table 2.2: Descriptive Statistics for the Border Sample

Unit: RMB per capita

Control Group Treatment Group

Mean Std.dev. Mean Std.dev.

Total Revenue 532.99 215.51 661.09 387.93

Local Revenue 182.02 99.74 174.15 98.00

Agricultural Tax 44.42 22.58 41.37 21.74

Value Added Tax 19.59 19.44 26.09 31.13

Personal Income Tax 7.91 5.62 9.87 10.95

Sales Tax 32.17 26.88 32.63 27.44

Other Income 137.60 88.18 132.78 97.00

Intergovernmental Subsidy 350.97 189.21 486.95 351.78

Total Expenditure 501.48 192.45 615.99 370.53

Agriculture 46.94 33.69 73.78 76.56

Infrastructure 33.95 58.60 21.15 44.28

Education 120.99 36.82 159.45 65.09

Administration 72.91 38.15 90.00 54.81

Social Security 18.17 12.56 14.72 14.71

Public Safety 29.77 13.92 33.32 19.56

Miscellaneous 170.84 68.39 211.91 139.48

Gross Regional Product in

Primary Sector 1,444.30 464.20 1,537.08 643.07

Secondary Sector 1,484.04 1,271.77 1,239.29 928.95

Tertiary Sector 1,630.06 4,405.61 1,378.58 816.82

Population 561,261 362,629 492,549 354,556

Number of Counties 86 82

Number of Observations 257 244

Notes: This table shows the pre-treatment descriptive statistics of counties in treat-

ment group and control group, restricted to border sample. Revenue, expenditure

and gross regional product are in unit of RMB per capita (2004 real price).
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Table 2.11: Policy Effects on Farmers’ Income

Unit: RMB per capita

(1) (2)

Outcome Variable Farmer’s Income Farmer’s Income

Panel A: Change in Magnitude

After×Treat -86.237***

(26.046)

After×Treat×Year=2004 -54.287

(36.759)

After×Treat×Year=2005 -97.054***

(26.408)

After×Treat×Year=2006 -106.319***

(27.827)

Mean Dep.Var. 2424.153 2424.153

Observations 1,770 1,770

R-squared 0.674 0.675

Number of n county 311 311

Panel B: Change in Natural-logs

After×Treat -0.025*

(0.012)

After×Treat×Year=2004 -0.017

(0.012)

After×Treat×Year=2005 -0.030**

(0.013)

After×Treat×Year=2006 -0.028

(0.016)

Mean Dep.Var. 7.721 7.721

Observations 1,770 1,770

R-squared 0.646 0.647

Number of n county 311 311

All regressions are weighted by 2005 county-level population.

All regressions are controlled with county fixed effects, year-by-

border-segment fixed effects, and covariates of per-capita GDP in

each sector and share of elementary school/middle school students

in all population.

Standard errors in parentheses are clustered at province level.

*** p<0.01, ** p<0.05, * p<0.1.
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Appendices

2.A Notes on Economic Data Converting with OCR

Optical Character Recognition (OCR) is the technology that converts images

of typed, handwritten or printed text into machine-encoded text in designated forms.

With the development of digital image scanning and processing technology, using OCR

software becomes a common method for converting spreadsheet in printed materials

(such as books, archives, and reports) to data set that can be directly used in eco-

nomic research and analysis. A printed spreadsheet consists of the contents (most are

numbers), the horizontally and vertically aligned structure, and the frame lines that

separate cells. Therefore, apart from the general converting errors, the structure of

spreadsheets may introduce specific errors. In this part, we briefly discuss three types

of conversion errors in the environment of digitizing spreadsheets, the consequent effects

on data quality in terms of measurement errors in estimating average treatment effect,

and some ways to fix them.

The first type of error comes from single characters. In most cases OCR works

and provides accurate results. However, when the condition of source materials is poor,

a single character can be wrongly read. For example, number “0” with a black stain

on its bottom right could be read as letter “Q”, and number “1” with a horizontal,

dirty crease could be read as number “4”. Since this type of error occurs randomly,

it introduces same bias to data of treatment and control groups, and thus statistically

only reduce the precision of estimates.
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The second type of error is due to the poor quality of scanning. This is more

likely to happen at certain position of pages, even if we place and scan the material

in the correct way. For example, when we scan the County Public Finance Statistics

Yearbook of China, which is a book of 1,500 pages, the quality of contents near the

hinge is poor, because it is hard to flatten that part of a thick book on a book scanner.

The impact of this type of error depends on how the spreadsheet is ordered. If variables

are listed in columns, scanned variables close to the hinge may have larger measurement

errors. On the contrary, if variables are listed in rows but observations are in columns,

such measurement errors may fall to certain observations, and we need to test whether

it is correlated with treatment assignment.

The last but most critical type of error comes from the frame line. If the

numbers are too close to the frame line, the vertical frame line could be converted as

part of numbers, leading to an additional digit “1” at the beginning or the end of the

original number. For example, a right-aligned number “23456” can be converted to

“234561”. The lead “1” changes the value by adding 10N where N is the number of

digits in original value, while the lag “1” changes the value by multiplying the original

value by 10. This type of error, if not being corrected, usually leads to asymmetric

changes in variable distribution of treatment and control group.

Besides manual proofreading, we exploit the balancedness of the budget bal-

ance sheet to check for and correct errors. As all tables of revenue, expenditure and

subsidy have their total and sub items, we simply check whether the summation of sub

items equals to total item. This implementation can rule out most errors listed above.
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The only remains are those with two same errors in one observation, but such cases are

very rare.

2.B Government Spending and Political Incentives

2.B.1 Baseline Model

In this part we set up a model for local government behavior in response to the

changes in intergovernmental subsidy. Using this model, we are able to develop some

testable hypotheses in local government behavior.

Consider a two-period economy with a representative agent and a (local) gov-

ernment. At the very beginning, the government allocates its revenue on public expen-

ditures. Following Alesina and Rodrik (1994), Barro (1990), Devarajan et al. (1996)

and Yin and Zhu (2012), we assume that there are two different sector of spending:

production-related expenditure (g1) and welfare-related expenditure (g2). In order to

focus on the role of intergovernmental transfer, different from previous studies, we as-

sume that the government collects no local taxes and the only source of revenue comes

from an exogenous transfer, G0, and the government’s budget balance condition is there-

fore:

g1 + g2 = G0

In the first period, the representative agent allocate her endowment k0 onto consumption

c1 and capital stock k, and in the second period, the agent consumes c2, which comes

from the production of capital. Assume that labor supply is fixed, and further assume
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that the production function is given by:

y = Ãkγ(g1 l̄)
1−γ = Akγg1−γ

1

Assume that the agent has intertemporal discount factor β, and in each period she

utilizes consumption and government’s durable welfare goods, assume that the utility

function is given by:

ui(ci, g2) = ln ci + α ln g2

Therefore, given government expenditures, the agent chooses each period’s

consumption c1, c2, and the capital stock k to maximize:

max
c1,c2,k

UC = u1 + βu2 = ln c1 + β ln c2 + (1 + β)α ln g2

subject to

c1 + k = k0

and

c2 = Akγg1−γ
1

we can solve for the equilibrium

c∗1 =
1

1 + βγ
k0

k∗ =
βγ

1 + βγ
k0

c∗2 = Ag1−γ
1 (βγ)γ

kγ0
(1 + βγ)γ
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Now, given the representative agent’s response function, the government al-

locates g1 and g2 to maximize its utility function. We assume that the government is

neutral and benevolent, i.e., maximizes the consumer’s utility:

max
g1,g2

UG = u∗1 + βu∗2 = ln c∗1 + β ln c∗2 + (1 + β)α ln g2

subject to

g1 + g2 = G0

First-order condition implies that

β

(
1 − γ

g1

)
+ (1 + β)α

(
1

g1 −G0

)
= 0

which solves the optimal share of production-related expenditure

g1

G0
=

1

1 + α
1−γ

(
1 + 1

β

)
alternatively,

dg1

dG0
=

1

1 + α
1−γ

(
1 + 1

β

)
or

d ln g1

d lnG0
=

1

1 + α
1−γ

(
1 + 1

β

)G0

g1

The derivation implies that, when there is an exogenous change in intergovernmental

transfer, local governments are expected to reduce productive expenditure and welfare-

related expenditure proportionally, keeping their relative sizes unchanged. It is expected

to see identical percentage changes.
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Note that, with constant elasticity of substitution (CES) production function

and utility function, the results may apply to general cases with multiple sectors. There-

fore, if we compare the percentage changes of different categories of expenditure, without

flypaper concern and political incentive concern, those estimates are expected to be the

same.

2.B.2 Generalized Case with Political Incentive Concern

One strong assumption in the baseline model is that, the decision maker, i.e.,

local politician, are neutral and benevolent to maximize local representative agent’s

utility. In reality, this assumption is usually violated. Existing literature has found

empirical evidence that governments’ expenditure composition can reflect their ideology.

Budge and Hofferbert (1990) examines the relation between U.S. party programs and

federal government expenditures, and concludes that parties do stick to policies on

which they are elected. Bräuninger (2005) finds that higher weight on social welfare

spending in a party’s policy agendas does lead to a significant increase in social security

spending. Moreover, a variety of studies discuss about how political incentives or career

concerns affect expenditure composition. Drazen and Eslava (2010) finds that under the

competitive election system in Colombia, voter-targeted spending rises in election years

relative to other categories of spending. Similar results are also discovered by Khemani

(2000) for a study in India and Gonzalez (2002) in Mexico.

Different from most republic countries, China’s county-level governors are usu-

ally appointed or dismissed by upper government. Therefore, for the local governors,
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they consider about their evaluation from higher level government. Li and Zhou (2005)

and Yin and Zhu (2012) find that under the central appointment system in China, local

officials put higher priorities on production related spending (for example, agricultural

and infrastructure expenditure) over welfare expenditure as their turnovers are largely

based on the economic performance (mainly GDP) of their regions. However, this con-

cern, if exists, should apply to counties on both sides of province border. Therefore,

in a triple-differences design, it is expected to see no difference in percentage changes

between groups.
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Appendix Figures and Tables

Figure 2.A: Variable Distribution

(a) Population

(b) Local Revenue

(c) Intergovernmental Subsidy

These figures show the distribution of key variables (population, local revenue, and intergovernmental

subsidy) on average before 2004 for counties in province with full and incomplete subsidy replacement.

By comparing the distributions, it shows that treatment and control counties in border sample are

more similarly distributed than those of full sample.
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Figure 2.B: Variable Distribution, Continued

(a) Local Expenditure

(b) Agricultural Tax Income

(c) Agricultural Expenditure

These figures show the distribution of key variables (local expenditure, agricultural tax income, and

government expenditure on agriculture) on average before 2004 for counties in province with full and

incomplete subsidy replacement. By comparing the distributions, it shows that treatment and control

counties in border sample are more similarly distributed than those of full sample.
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Figure 2.C: Propensity Score Distribution

This figure shows the distribution of propensity score of treatment and control group counties.

Counties in treated and control provinces are matched by population, share of intergovernmental

subsidy, and share of agricultural tax income in local revenue. The figure shows unbalanced

distributions, which implies the importance of matching to find a comparable counterfactual.
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Table 2.A: Revenue Sharing between the Central and Local Governments, Detailed

I. Taxes exclusively assigned to the Central and Provincial Governments

1. Excise taxes

2. Income tax of all central government enterprises

3. Taxes collected from the Ministry of Railroads and from the headquarters of banks and

insurance companies

4. Income taxes, sales taxes and royalties from offshore oil activities of foreign companies and

joint ventures

5. Energy and transportation fund contribution

6. Seventy percent of the three sales taxes collected from enterprises owned by the Ministry of

Industry, the Ministry of Power, SINOPEC (petrochemicals), and the China nonferrous metals

companies.

7. All customs duty, VAT and excise taxes on imports

8. Enterprise income tax collected from banks and other financial institutions.

II. Taxes shared between the central and local governments

1. Value-added tax (75 percent central, 25 percent provincial)

2. Natural resource taxes (coal, gas, and other minerals if the enterprises are fully State-owned.)

3. Construction tax on the cost of construction of buildings that are outside the plan and financed

from retained earnings

4. Salt tax

5. Security and exchange tax (50 percent central, 50 percent provincial)

6. Industrial and commercial tax, and income tax levied on foreign and joint venture enterprises.

III. Taxes exclusively assigned to local governments

1. Income tax and adjustment tax of locally owned state enterprises, collectives, and private

enterprises (including agricultural tax)

2. Business (gross receipts) tax falling on sectors not covered by VAT (transportation and

communications, construction, finance and insurance, post and telecommunications, culture

and sports, entertainment, hotels and restaurants, and other)

3. Rural market (stall rental) trading tax

4. Urban maintenance and construction tax (a surcharge on the tax liability of enterprises

for business tax, consumption tax, and VAT)

5. The urban land use tax

6. Vehicle and vessel utilization tax

7. Thirty percent of the product and VAT revenues collected from enterprises owned by the

Ministry of Industry, Ministry of Power, SINOPEC, and the China nonferrous metals companies

8. Individual income tax

9. Value-added tax on land

10. Education surtax

11. Entertainment and slaughter taxes

12. Property tax

13. Surtax on collective enterprises

14. Resources tax

15. Fixed asset investment tax (discontinued in 1999)

16. Fines for delinquent taxes.

Source: Bahl (1999).
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Table 2.C: Descriptive Statistics of All Sample

Unit: RMB per capita

Control Group Treatment Group

Mean Std.dev. Mean Std.dev.

Total Revenue 549.01 323.72 679.70 323.09

Local Revenue 189.70 118.50 215.25 131.16

Agricultural Tax 45.21 35.08 47.33 33.00

Value Added Tax 22.59 22.64 34.38 37.22

Personal Income Tax 8.90 8.47 13.37 18.20

Sales Tax 30.88 26.52 41.97 36.48

Other Income 144.48 100.74 167.91 123.13

Intergovernmental Subsidy 359.32 280.88 464.46 277.62

Total Expenditure 507.19 290.04 625.72 305.78

Agriculture 46.90 41.49 68.22 55.51

Infrastructure 30.39 69.14 23.17 41.36

Education 120.89 52.11 164.13 59.17

Administration 76.95 63.51 92.82 50.49

Social Security 16.67 14.44 12.29 12.17

Public Safety 28.52 17.17 34.96 19.85

Miscellaneous 178.63 103.22 218.30 114.80

Gross Regional Product in

Primary Sector 1,615.24 968.35 1,634.12 843.9669

Secondary Sector 1,961.14 1,630.95 1,660.58 1,766.45

Tertiary Sector 1,645.70 2,144.5 1,280.19 1,148.22

Population 607,388 341,593 454,708 313,375

Number of Counties 470 391

Number of Observations 1,409 1,174

Notes: This table shows the pre-treatment descriptive statistics of counties in treat-

ment group and control group. Revenue, expenditure and gross regional product are

in unit of RMB per capita (2004 real price).
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Table 2.E: Placebo Test: Policy Effect on Local Government Revenues

Unit: RMB per capita

(1) (2) (3) (4)

Outcome Variable
Agr. Revenue

(Tax+Subsidy)

Other Local

Revenues

Other

Central Subsidies

Net Revenue

Change

Panel A: Fake Treatment Time: 1 year before

Post03×Incomplete -1.6317 -5.0401** 12.7681 6.0963

(1.3570) (2.2005) (7.3006) (8.7913)

Mean Dep.Var. 47.831 109.461 336.766 494.058

Observations 335 335 335 335

R-squared 0.327 0.367 0.509 0.585

Panel B: Fake Treatment Time: 2 year after

Post06×Incomplete -3.0386* -5.2265 -7.5228 -15.7878

(1.685) (7.393) (14.066) (17.421)

Mean Dep.Var. 48.735 174.799 542.473 766.006

Observations 335 335 335 335

R2 0.984 0.987 0.986 0.988

Panel C: Fake Border of Treatment: Within Treatment Group

Post04×FakeBorder(T) 4.7991* 7.4672 -14.1102* -1.8438

(1.9664) (3.9921) (6.7973) (7.3537)

Mean Dep.Var. 39.671 141.283 427.873 608.827

Observations 934 934 934 934

R2 0.661 0.924 0.958 0.960

Panel D: Fake Border of Treatment: Within Control Group

Post04×FakeBorder(C) 3.2584 7.6816 15.3143 26.2543

(2.6468) (6.7471) (14.0052) (19.0888)

Mean Dep.Var. 54.631 137.451 372.534 564.617

Observations 923 923 923 923

R2 0.845 0.913 0.916 0.923

Agricultural revenues include agricultural tax revenues and agricultural subsidy revenues (which

only exists after 2004).

All regressions are weighted by 2005 county-level population.

All regressions are controlled for county fixed effects, year fixed effects, border-specific trends,

and fraction of agriculture tax revenue of local total revenue(subsidy not included, proxy for

importance of agricultural tax to local economy).

Standard errors in parentheses are clustered at province level.

*** p<0.01, ** p<0.05, * p<0.1.
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Chapter 3

Market Sensitivity to Product Quality,

Personal Information, and Business

Practice Scandals1

1This chapter is co-authored work with Jijian Fan
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3.1 Introduction

Contaminated food, faulty automobile engines, deceptive advertisements and

personal information data breaches make the news on a regular basis. In 2017, 20

million pounds of food were recalled by the U.S. Department of Agriculture (USDA)

and 30 million vehicles were affected by National Highway Traffic Safety Administration

(NHTSA)’s recalls. In 2018, there was a breach of more than 50 million Facebook users’

private information. These facts are not only harmful to consumers but can also be

highly problematic for firms (Van Heerde et al., 2007). Existing literature has shown that

firm scandals such as defective products, corporate fraud, and layoff announcements can

impose costs on firms, pose a threat to firm reputations, and hurt stock prices (Dawar

and Pillutla, 2000; Marsh et al., 2004; Korkofingas and Ang, 2011; Crutchley et al.,

2007; Farber and Hallock, 2009; Falkheimer and Heide, 2015). The paper contributes

to the literature by examining if certain types of scandals generate larger shocks and if

some industries are more exposed to negative effects.

A major challenge to answering these questions is that scandals are highly

heterogeneous, receive different levels of media coverage, and may only be identified

ex-post as scandals due to the level of attention they receive. Moreover, variation in

the timing of a scandal being exposed further complicates comparisons due to changes

in the market environment. A third challenge is that a variety of scandal types and

industries are required. In practice, for example, the USDA announces only food safety

issues and the NHTSA announces only automobile recalls, so most existing studies

160



have only considered a single type of scandal for a single industry and therefore, does

not make comparisons across different scandal classifications (Govindaraj et al., 2004;

Korkofingas and Ang, 2011; Ni et al., 2016). By utilizing a unique event in China,

this paper can systematically examine the effects of firm-level scandals under a uniform

treatment. The “3.15 Night” is an annual television program held on China’s consumer

rights day. It is hosted by China’s central government, the China Consumer Association

and the predominant state television broadcaster, China Central Television (CCTV).

The TV program first aired on March 15th, 1991 and has been broadcast annually for 28

years (1991-2018). As the show is hosted by the central government and airs on CCTV,

a TV channel watching by 95.5% of the Chinese population, the program has high

viewership. The two-hour program aims to expose a range of companies whose violations

of laws affect Chinese consumers. More than 200 violations by 250 companies have been

broadcast over the past 28 years. The scandal-hit companies vary from small local farms

to Fortune Global 500 companies, and the violations range from bank employees selling

personal information to fast food restaurants serving expired food. In the program, each

scandal is revealed in a similar form as a 15-minute documentary. The documentary

consists of both undercover investigations and interviews with victims, experts, and

government agents. As the “3.15 Night” provides a platform that systematically exposes

various scandals, we can consider both their average effects and differentiate effects on

the extensive and intensive margins by scandal type and industry.

This paper examines the financial impacts of various scandal exposures on

firms. Following the existing literature, we calculate the daily firm-level abnormal re-
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turns based on the market model (McWilliams and Siegel, 1997; Wang et al., 2014), and

apply the standard event study approach to explore the changes in cumulative abnor-

mal returns relative to the event day (Farber and Hallock, 2009; Nguyen and Nielsen,

2010). Using each episode of “3.15 Night” from 2007 to 2018, we document 178 scandal-

hit Chinese and global firms. In order to conduct a heterogeneous analysis based on

scandal types, we group the scandals into three categories: product quality, personal

information breach, and deceptive business practices. Additionally, to make across sec-

tor comparisons, we divide all the firms into three sectors: consumer goods, consumer

services, and technology. As our primary interest is studying stock price reactions, we

evaluate publicly traded firms or firms whose parent companies are publicly traded.

The preliminary analysis reveals several interesting results. Existing studies

estimating the average effects of negative firm-level shocks on stock market prices find

effects range from -29% to nearly 0, and our estimate of the average effect is -4.1%, which

is within this range. Regarding scandal types, we find that the market cares about the

product quality scandal most, with a sharp drop of 9% right after the exposure and an

average decline of 12%. However, this estimation is relatively larger than earlier studies

focusing on those types of scandals. The larger magnitude may be attributed to three

reasons. First, the severity of the scandal can affect the magnitude (Gokhale et al.,

2014). As the scandals revealed in the show are all very significant and representative,

the impacts could be larger. Secondly, the format of scandal revelations is different.

Product hazard issues examined by prior studies, for example, are typically revealed

by a recall announcement posted on the Wall Street Journal (Chen et al., 2009; Hsu
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and Lawrence, 2016; Ni et al., 2016), while in our settings, all scandals are exposed by

undercover investigations and interviews broadcast on national televisions, and thus,

may provide more direct evidence and be more salient to consumers. Thirdly, the

scandal firms in our sample are made up of industry-leading companies. It is possible

that an unexpected violation from those companies generates a larger market response

(Rhee and Haunschild, 2006).

In today’s digital world, businesses establish large databases with all kinds of

personal information, from credit card numbers to the number of kids in a house, and

therefore, breaches of privacy events are increasingly attracting researchers’ attention.

Recent studies by Malhotra and Kubowicz Malhotra (2011) and Martin et al. (2017)

find such breaches have negative effects on firms’ performances. Similarly, we also find

breaches of personal information generate strong responses by the market. The scandal

exposure causes an immediate value loss of 3.2% and an average value loss of 4.4%.

Our results are in line with Campbell et al. (2003) that shows a 5.5% value loss due to

breaches involving unauthorized access to customer personal data or proprietary firm

data. However, we do not find any significant effects from deceptive business practices.

Concerning different sectors, we find the consumer goods sector experiences average

losses of 9% and appears to be the most vulnerable sector to scandals. The services

sector is the second most impacted with an average loss of 6.5%. The market responds

little to scandals in the technology sector. A possible explanation for this result could

be problems that occur in this sector are less directly harmful, or markets tend to have

a higher tolerance for this growth sector.
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Our paper contributes to the literature in three ways. First, we utilize a

unique event in which scandals are revealed in a systematic way. All firms are treated

uniformly, enabling us to make comparisons across scandal types and sectors to uncover

heterogeneity in market response. Although numerous empirical works have examined

the consequences of adverse firm-level shocks, most of them only consider a single type

of shock (Worrell et al., 1991; Farber and Hallock, 2009; Nguyen and Nielsen, 2010;

Knittel and Stango, 2013) arising from a single industry (Thomsen and McKenzie,

2001; Govindaraj et al., 2004; Thirumalai and Sinha, 2011; Gokhale et al., 2014; Ni

et al., 2016). Secondly, by using the unique event, we solve selection bias that occurs

in the process of identifying scandals to consider. Media exposure of a scandal may

increase the probability that an event is included in a study. However, we are able to

consider all scandals reported by the show, so this type of selection is not an issue.

Finally, under a uniform treatment allowing systematic scandal exposures for the same

media coverage in similar timing via similar methods of reporting, the selection issue

does not exist. Additionally, our study provides new empirical evidence on the effects of

personal information breaches, which few studies have considered previously (Campbell

et al., 2003; Acquisti et al., 2006).

The paper is organized as follows. Section 3.2 provides an overview of the “3.15

Night” show, its history, and the detail of its contents. Section 3.3 discusses the data

sources and summarizes sample characteristics. Section 3.4 introduces the empirical

strategies used in this paper and section 3.5 presents empirical evidence on the effects

of scandals. Section 3.6 concludes.
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3.2 Background

In the early 1990s, China’s market was flooded with fake and defective prod-

ucts. At that time, as the market system, mechanism and laws were underdeveloped,

consumers played extremely weak roles, and their rights were frequently ignored and

violated(Yin, 1998). In order to protect consumers’ rights and suppress harmful busi-

ness activities, on March 15th, 1991, a TV program called“3.15 Night” aired. The “3.15

Night” has been broadcast for 28 years(1991-2018) and is hosted by over 15 central

government departments including the Supreme People’s Court, the Supreme People’s

Procuratorate, the Ministry of Public Security, the Ministry of Justice,the Ministry of

Commerce, the Ministry of Agriculture, the Ministry of Public Health,etc., together

with the China Consumer’s Association and the state television broadcaster, CCTV.

During the past 28 years, the program successfully exposed business scandals from a

variety of industries such as food, medical, automobile, finance, information technology,

etc. More than 250 companies were accused of violating consumers’ rights. These ac-

cusations include selling infant food with overdose additives, misleading consumers by

fraudulent online transactions and reviews, producing poor quality tiers, and collecting

personal information, etc.

The “3.15 Night” show airs annually on March 15th on the China’s Consumer

Rights Day. Every year, it has a unique theme and all scandal cases are organized

around that theme. For example, the theme in 2012 was ”Consumption in the Sun”

and ”Make Consumers More Dignified” in 2014. After deciding the theme, the core
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team starts to collect consumers’ complaints and reports from various platforms and

selects the most representative or promising leads to further investigate. Sometimes,

the investigations could last as long as 6 months. All procedures are carried out under

confidential agreements. Based on an interview from Huaxia Times, the security mea-

sures include 1) requiring all people to sign confidential agreements; 2) having closed-off

management where staff from different cases are not allowed to communicate with each

other; 3) building closed working environment that restricts personal activity; 4) pro-

hibiting phone usage in-studio and 5) destroying all related drafts and manuscripts at

least once a day.

During the show, a 15-minute documentary is played for each offensive behav-

ior. The documentary typically consists of three parts 1) undercover investigations; 2)

victim interviews, and 3) expert/government agent interviews.

Undercover InvestigationsJournalists from CCTV hide in targeted firms as

employees, disguise themselves as business partners or pretend to be consumers to obtain

trust and collect evidence. Secret cameras will record all the pictures and conversations

used in the investigations. For example, in 2012, to collect evidence of McDonald’s

serving expired food, a journalist worked as an employee in McDonald’s and recorded

images of other employees using expired meat to cook burgers.

Victim Interviews In this part, victims voluntarily tell their own experiences

with and stories of certain products. For instance, in 2014 Mr. Wan shared his story in

the documentary about how Nikon kept refusing to replace his camera lens although it

was still under warranty. In 2015, Mr. Liu shared a video of his Land Rover suddenly

166



losing power when he was driving on an expressway.

Experts/Government Agents Interviews In the last part of the documentary,

experts or government agents are invited to comment on the case. Typically, they point

out what type of legislation those activities violated, how severe the violation is and

how customers should protect themselves from such violations.

Hosted by the central governments and supported by authentic evidence, the

“3.15 Night” generates huge impacts not only to Chinese firms but also to other global

firms. For example, in 2013, the show criticized Apple of its discriminatory after-sales

service in China. Early in 2012, the China Customer Association had warned Apple

twice of its problematic service policy, but Apple did not give out any clear response.

However, after the exposure on “3.15 Night”, Apples CEO Tim Cook issued an apology

letter to Chinese customers and made adjustments to the policy very quickly.

3.3 Data

The data used in this study comes from a variety of sources. First, scandal-

hit firms are obtained by watching each episode of “3.15 Night” from 2007 to 2018.

Second, scandal-hit companies, as well as their parents companies, are linked to their

daily closing prices and the corresponding market or industry sector indices. Finally,

we collect business data such as total revenue, sector revenue, and other important

information for each exposed firm. This section describes detailed steps in dealing with

all the data.
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In order to get a complete list of scandal-hit firms, we watched each episode

of “3.15 Night” from 2007 to 2018 and created a list that includes 178 investigated

firms. Meanwhile, for each firm, we document its offenses, affected brands, product

categories, or service, the legislation it violated, the length of each documentary, whether

there was an undercover investigation, whether there was any interview, and whether

there was any enforcement inspection, etc. As our primary interest is studying stock

price reactions, we further narrow the sample to publicly traded firms or firms’ parent

companies are publicly traded. This gives us 44 different firms traded on seven global

stock markets2. Table 3.1 displays all the publicly traded scandal firms in our sample.

In some cases, firms are dual-listed across markets, and we use stock prices from their

primary markets. It is also important to notice that firms such as the Agriculture Bank

of China and Volkswagen AG are exposed more than once across years, and therefore,

their stocks are counted more than once in our sample. We examine 52 affected stocks

in total.

The daily closing stock prices of each firm are obtained from the Wind Finan-

cial Database. As our study includes firms from seven stock markets, we follow the

existing literature on international stock markets and collect the most frequently used

indices for each market. The indices we used in this paper are: 1) Shenwan Index for

China mainland stock exchanges; 2) Heng Seng Index for the Hong Kong Stock Ex-

change; 3) S&P 500 Index for the United States; 4) Nikkei 500 for Japan; 5) KOSPI for

South Korea; 6) DAX for Germany, and 7) CAC40 for France.

2We exclude trading firms from China secondary stock markets or insufficient pre-event data were
available to calculate abnormal returns
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Finally, we gather business-related information from firms’ financial statements

and annual reports. As the scandal may or may not come from firms’ primary sectors, we

adjust the stock price responses into a comparable measure across scandals by collecting

revenue shares of the scandal-hit sectors. Additionally, because the scandals arise from

the Chinese market, the regional revenue also helps us measure the importance of the

Chinese market and gets unbiased estimates. We also account for ownership shares of

joint ventures in the relevant few cases. Other business information from the annual

reports such as R&D spending, advertising spending, and political connections will also

benefit our further analysis.

3.4 Methodology

3.4.1 The Market Model

In an efficient market, stock prices can immediately reflect the financial impact

of an unanticipated event (Malkiel and Fama, 1970). A rich literature has examined

stock market reactions to understand the effects of firm-level scandals. For example,

Ni et al. (2016) estimate firms’ cumulative abnormal returns after recalls of tainted

toys and Fisman and Wang (2015) study the negative stock returns after disclosures of

workers’ fatal accidents. paper examines changes in the cumulative abnormal returns

of scandal-hit firms relative to the scandal exposure time. We follow MacKinlay (1997)

and use an estimation window of the 250 prior trading days to estimate normal returns

as shown in equation 3.1 and use the market model as McWilliams and Siegel (1997) to
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estimate the abnormal returns shown in equation 3.2. Prior literature has widely applied

the market model to study firm-level scandals (i.e.Thirumalai and Sinha (2011); Wang

et al. (2014); Ni et al. (2016)). The market model is defined in the following way,

Rit = αi + βiRIt+i,t (3.1)

where Rit is firm i’s daily return at day t and RIt is the market or industry index for

that day. Next, the daily abnormal return is calculated as

ARit = Rit − (α̂i + β̂iRIt) (3.2)

and the cumulative abnormal return over an event window of [t1,t2] is defined as

CARit(t1, t2) =

t2∑
t=t1

ARit (3.3)

The RIt plays the role of the control group in estimating the abnormal returns.

Instead of using market indices as the control group, we compare scandal-hit stocks to

their sector indices, because it helps to further isolate noises beyond the scandal impacts

on the sector. A concern of using such indices is if most of the targeted firms come from

the same sector or industry and make up significant parts of an index, then the sector

index could be contaminated. However, in our settings, within a sector, only a tiny

proportion of firms are investigated each year. Additionally, we do not observe any

significant changes in the sector indices during the event windows.

3.4.2 Empirical Strategy

An event study framework has been traditionally used in understanding the

financial impacts of events such as policy announcements or elections. It also has been
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widely employed in learning the effects of firm-level shocks such as product recalls

(Govindaraj et al., 2004; Thirumalai and Sinha, 2011), layoff announcements (Farber

and Hallock, 2009) and CEO deaths (Nguyen and Nielsen, 2010). Our baseline model

follows the standard event study approach and assumes a single factor model. That is,

for stock i at time t, we estimate the equation 3.4,

CARadjustedit − CARadjustedi0 = β0 + β1Postt + stocki + yeart+it (3.4)

where

CARadjustedit =
CARit

ProductShare× ChinaRevenueShare
(3.5)

CARadjustedit is the adjusted cumulative abnormal returns. In reality, the mag-

nitude of the stock responses will depend on whether the scandals arise from firms’

major products and primary businesses. Additionally, as the scandals stem from China,

the importance of the Chinese market should also be taken into account. For exam-

ple, in 2017, NIKE, Inc. was accused of false advertising its basketball shoes in China.

Therefore, in order to estimate the full scandal-hitting impacts on NIKE, we adjust

the CAR by the share of revenues obtained from the footwear sector (0.61) and the

Chinese market (0.12) in 2016. As a result, NIKE’s CAR is scaled up by a multiplier of

13.7. The baseline day is set as March 14th (day 0), which is a day before the scandal

announcement. As we are interested in changes of the CAR relative to the baseline day,

we further subtract the CARadjusted at day 0 from day t to get the differences. Postt

is a dummy variable for scandal exposure on or after March 15 every year. stocki is

the fixed effects for scandal stocks and timet is the year fixed effects. The coefficient of
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interests is β1 which represents the overall effects of scandal exposure.

We group scandals into three categories: product safety, personal information

breach, and deceptive business practices. To get the magnitudes of different scandal

types and make comparisons among them, we interact the Postt dummy with the scan-

dal categorical variable,

CARadjustedit − CARadjustedi0 =α0 + α1Postt + α2Postt × ScandalTypei

+ α3ScandalTypei + stocki + yeart+it (3.6)

where α2 presents stock responses to various scandal types, and α1 and α3 will be ab-

sorbed by the fixed effects. Similarly, in order to find how firms from different sectors

react distinctly to adverse shocks, we interact the Postt dummy with the sector cat-

egorical variable, which includes consumer goods, consumer services, and technology.

The coefficient in front of the interaction term reveals the vulnerability of those sectors

to scandal.

3.5 Results

3.5.1 Average Effects

Figure 3.1 displays the changes in daily cumulative abnormal returns relative

to day 0 based on an event window of 20 trading days before and after the exposure.

The regression results in Table 3.2 echo the pattern observed in Figure 3.1. As shown in

panel A, the CAR between Day -20 and Day -1 are all insignificantly different from 0,

which, to some extent, mitigates the concerns of information leakage. Panel B exhibits
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the daily effects after the exposures. It is clear that the descent increases gradually and

becomes rather stable around day 7. Although existing literature has suggested that

the event window should be set as short as possible (McWilliams and Siegel, 1997) and

the efficiency market hypothesis implies the financial impact of an unanticipated event

will be immediately reflected in stock prices(Malkiel and Fama, 1970), event windows

selected by prior studies seem to vary. For example, Farber and Hallock (2009) use a

two-day event window to study market reactions on layoff announcement while Fisman

and Wang (2015) allow a 30-day event window after disclosures of workers’ death. In

this paper, we choose a relative longer event window for two reasons. First, as trading

for some scandal-hit firms was immediately suspended following the exposure, it may

put off the effects by one to two days. Secondly, as China is an offshore market for

global companies, it may take time for information to spread. Thus, we use a 15-day

event window [-7,7] as the baseline time length and conduct robustness tests on other

time lengths.

3.3 shows the average effects of the scandal exposures. In panel A, a 4.1%

decline is detected, and the result is quite robust to the inclusion of various fixed effects.

In panel B and C, we extend the analysis to the 10th and 20th trading day after the

revelation, and find an average loss of 5.4% and 8.6% respectively. Existing studies

estimating the average effects of negative firm-level shocks on the stock market various

from -29% (Dowdell et al., 1992) to nearly zero, and our estimation is within this range.
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3.5.2 Effects by Scandal Types

Figure 3.2 displays the distinct stock responses based on scandal types: prod-

uct quality, personal information breaches, and deceptive business practices. Product

quality includes violations such as selling expired food, defective household products,

and problematic vehicles. Personal information breach refers to activities like collecting

and selling private information without permission. Firms with false advertising, tricky

warranties or that are charging hidden fees are accused of performing deceptive business

practices. Table 3.1 provides details on the violations that each firm is accused of. From

Figure 3.2, we can see that after the exposure, the product quality group drops sharply

in the first three days, the privacy breach group gradually declines over time, and the

deceptive businesses seem to be rather sticky.

Table 3.4 shows the daily effects by scandal types. Column 1 shows the daily

impacts on the product quality group. Although during the pre-event period, the prod-

uct quality group had three non-zero CAR, it should not be our primary concerns

because the CAR for that group exhibited a first increasing and then decreasing trend

shown in Figure 3.2. At day 1 and day 2, the market appeared to delay its reactions as

we expect, but it generated immense responses afterward. At day 3, there was a sharp

drop of 9.4%, and the declines continued to 20% in the subsequent days. Although the

estimation is relatively larger than some previous studies, we are not the first one that

captures such strong impacts. The larger magnitude may be attributed to three rea-

sons. First, the severity of the scandal can affect the magnitude. For example, Gokhale
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et al. (2014) shows Toyota’s floor mat recall generated zero effect to the stock price,

the Saylor highway accident recall made Toyota’s CAR reach a value of -7%, and the

2010 major recall caused its CAR to fall by 19.9%. As the scandals revealed in the

show are all very significant and representative, the impacts could be larger. Second,

the format of scandal revelations is different. Product hazard issues examined by prior

studies, for example, are typically revealed by recall announcement posted on the Wall

Street Journal (Chen et al., 2009; Hsu and Lawrence, 2016; Ni et al., 2016), while in our

settings, all scandals are exposed by undercover investigations and interviews broadcast

on national televisions, and thus, may provide more direct evidence and be more salient

to the consumers. Third, the scandal firms in our sample are made up of the leading

companies with higher reputation. Previous studies suggest that firms with strong rep-

utation suffer severer market value losses than do firms with a weaker reputation (Rhee

and Haunschild, 2006), so it is possible to have larger market responses than other

studies due to the sample compositions. Column 3 presents the impacts of personal

information breaches on the stock prices. Right after the announcement, the market

responded strongly to the scandal with a drop of 3.2%. The magnitude is similar with

Cavusoglu et al. (2004) that finds a loss of 2.1% of value over two days following the

event, and the subsequent pattern is in line with Ko and Dorantes (2006) and Malhotra

and Kubowicz Malhotra (2011) which imply firms’ market value is negatively affected

by a breach in both the short and long runs. Column 5 includes the effects of deceptive

business practices and shows zero financial impacts.

Table 3.5 includes the results of the average effects by scandal types. Panel A
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presents the baseline findings, and the results are robust to the inclusion of various fixed

effects. The product quality scandal generates the largest effects with an average drop

of 12%. The market also shows strong responses to the breaches of privacy. Our work

detects an overall loss of 3.6% of value over the 15-day event window, and the magnitude

is within the range of earlier studies. However, it seems that the market does not react

to deceptive business scandals. Additionally, our findings are robust to different event

windows as shown in panel B and C. To sum up, investors believe that product quality

scandals cause the largest drop in expected future profits, personal information breaches

also generate significant value losses, while deceptive business practices seem to have

minimal impacts.

3.5.3 Effects by Sectors

We follow the Industry Classification Benchmark(ICB) launched by Dow Jones

and FTSE in 2005 to classify all the firms into three sectors: consumer goods, consumer

services, and technology. The consumer goods sector includes firms that produce food,

vehicles and household products. Units such as banks, telecommunication companies,

and restaurants are assigned to the services sector. Firms like Samsung and Apple are

grouped into the technology sector. As most existing studies only consider scandals

from a single industry, few of them has tried to compare the vulnerability to scandals

across industries. Farber and Hallock (2009) is among the few existing papers that have

addressed this. They find that between 1970-1999, job loss announcements generated

more substantial impacts on firms in the manufacturing industry. Another related
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paper is Brounen and Derwall (2010) which shows that terrorist attacks have more

substantial effects on firms in the services industry such as airlines and hotels. However,

after adjusting that with systematic risk differences across industries, any divergence

disappeared.

Figure 3.3 contains the market reactions of different sectors to the scandal

exposures. It seems that both the goods and the services sectors experience significant

drops after the revelations. Results in Tale 3.6 reflect these patterns. As we can see

from column 1 and 3, both the goods and services sector experienced a 7% loss at day

3, and the effects lasted more than 20 trading days, while in column 5, the technology

sector showed zero effect. The average impacts on these three sectors are displayed in

Table 3.7. The consumer goods sector suffered the largest hit with a decline of 7.6%

during the 15-day window, and the services sector was the second most with a loss

of 4.7%. It is not surprising that the consumer goods sector was the most impacted

because violations from that sector can always lead serious and immediate issues. It

seems that the technology sector survives in the scandal exposures, as problems that

occur in this sector are less directly harmful, and since this sector is a growth sector,

markets tend to have a higher tolerance for it.

3.6 Conclusion

Financial impacts of firm-level scandals have been widely studied in the litera-

ture. An interesting question is which scandals the market is most sensitive to. Using a
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unique event that created systematic scandal exposure, this paper estimates the average

effects of scandals and compares effects across scandal types and industry sectors. We

find that scandal exposures cause an adverse effect on average. The effects are largest

for firms revealed to have defective products. The market also exhibits a strong re-

sponse to personal information breaches. However, we detect no impact on firms using

deceptive business practices. When examining different industry sectors, the consumer

goods sector suffers the largest effects, the services sector also experiencing losses. In

contrast, the market exhibits higher tolerance to scandals within the technology sector.

Our paper contributes to the literature in three ways. First, we are among the very first

papers to make comparisons across scandal types and sectors. This is feasible due to the

uniform nature of the treatment of each scandal. Secondly, the unique setting allows us

to abstract from the issue of the selection bias in identifying scandals. Lastly, our study

provides new empirical evidence on the effects of personal information breaches, which

few studies have considered. The findings of this paper shed light on how the market

responds to various types of scandals and whether some industries are more exposed to

negative effects.
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Figures and Tables

Figure 3.1: Changes in Cumulative Abnormal Returns, By Day
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This figure plots the average CAR changes relative to the day before the scandal exposures (day 0) at

an event window of [-20,20]. We line up all the daily CAR and winsorize them at the 5th and 95th

percentiles. All the firms are equally weighted.
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Figure 3.2: Changes in Cumulative Abnormal Returns, By Scandal Type
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This figure plots the average CAR changes relative to the day before the scandal exposures (day 0) by

scandal types at an event window of [-20,20]. We line up all the daily CAR and winsorize them at the

5th and 95th percentiles. All the firms are equally weighted.
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Figure 3.3: Changes in Cumulative Abnormal Returns, By Sectors
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This figure plots the average CAR changes relative to the day before the scandal exposures (day 0) by

industry sectors at an event window of [-20,20]. We line up all the daily CAR and winsorize them at

the 5th and 95th percentiles. All the firms are equally weighted.
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Table 3.1: Scandal-Hit Publicly Traded Firms (2007-2018)

Firm Scandal-Hit Year Scandal Types

Aeon Co.,Ltd 2017 Deceptive Business Practices

Alibaba Group 2016 Deceptive Business Practices

Apple 2013 Deceptive Business Practices

Agriculture Bank of China* 2012&2015 Personal Information Breaches

Bank of China* 2015 Personal Information Breaches

BAIC Group 2015 Deceptive Business Practices

Carrefour S.A. 2012 Product Quality

China Merchants Bank* 2012 Personal Information Breaches

China Mobile* 2010&2015 Personal Information Breaches

China Telecommunications* 2012&2015 Personal Information Breaches

China Unicom 2014 Personal Information Breaches

Daimler AG 2015 Deceptive Business Practices

Dongfeng Motor Group 2017 Deceptive Business Practices

Dun & Bradstreet 2012 Personal Information Breaches

Focus Media Holding 2008 Personal Information Breaches

AutoNavi 2013 Personal Information Breaches

Gohigh Data Networks Technology Co,Ltd 2014 Personal Information Breaches

GOME Retail 2011 Deceptive Business Practices

HITACHI 2011 Deceptive Business Practices

Hewlett-Packard (HP) 2010 Deceptive Business Practices

Industrial and Commercial Bank of China* 2012&2015 Personal Information Breaches

Jianghuai Automobile 2013 Product Quality

Kumho Tier, Inc 2011 Product Quality

LG Corp. 2011 Deceptive Business Practices

Mcdonald’s 2012 Product Qualities

NetEase,Inc 2013 Personal Information Breaches

Nike 2017 Deceptive Business Practices

Nikon 2014 Deceptive Business Practices

Nissan Motor Company Ltd 2015 Deceptive Business Practices

Nokia* 2007 Deceptive Business Practices

Panasonic 2011 Deceptive Business Practices

Koninklijke Philips N.V.* 2011 Deceptive Business Practices

RYOHIN KEIKAKU CO.,LTD 2017 Product Quality&Safety

SAIC Motor Corporation Limited 2013&2015 Product Quality&Safety

Samsung Electronics 2011 Deceptive Business Practices

Sharp Corp 2011 Deceptive Business Practices

SONY Corp* 2011 Deceptive Business Practices

Tata Motor 2015 Deceptive Business Practices

Toshiba Corp 2011 Deceptive Business Practices

Utstracom 2010 Deceptive Business Practices

VOLKSWAGEN AG 2013&2018 Product Quality

VOLKSWAGEN AG 2015 Deceptive Business Practices

Xiamen Kiongdomay Group Company 2017 Product Quality

Firms from secondary stock markets or with insufficient pre-event data available to calculate abnor-

mal returns are excluded. Firms labeled with * are dual-listed across markets, and we use the stock

prices from their primary markets. Exceptions are applied to Chinese firms such as Agriculture

Bank of China, Bank of China, China Merchants Bank, and Industrial and Commercial Bank of

China. These firms are dual-listed in both the China mainland stock market and the Hong Kong

stock market. As the Chinese mainland stock market does not open to foreign investors, the Hong

Kong stock market can be regraded as a supplementary stock market. Thus, we weight them by

the volumes traded on each market.
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Table 3.2: Changes in Cumulative Abnormal Returns, by Day

Panel A: Days before the exposure

Days Before (1) (2) Days Before (3) (4)

Day -20 -0.003 (0.037) Day -10 0.014 (0.033)

Day -19 0.009 (0.035) Day -9 0.013 (0.030)

Day -18 -0.003 (0.035) Day -8 -0.001 (0.027)

Day -17 0.004 (0.033) Day -7 -0.015 (0.027)

Day -16 0.011 (0.032) Day -6 -0.010 (0.028)

Day -15 0.015 (0.034) Day -5 -0.003 (0.027)

Day -14 0.022 (0.033) Day -4 -0.009 (0.026)

Day -13 0.011 (0.034) Day -3 -0.004 (0.021)

Day -12 0.014 (0.034) Day -2 -0.004 (0.016)

Day -11 0.019 (0.033) Day -1 0.009 (0.011)

Panel B: Days after the exposure

Days After (1) (2) Days After (3) (4)

Day 1 -0.026 (0.017) Day 11 -0.087** (0.033)

Day 2 -0.024 (0.020) Day 12 -0.082** (0.034)

Day 3 -0.046* (0.025) Day 13 -0.055* (0.032)

Day 4 -0.053* (0.027) Day 14 -0.091** (0.038)

Day 5 -0.050 (0.034) Day 15 -0.092** (0.039)

Day 6 -0.075** (0.034) Day 16 -0.139*** (0.038)

Day 7 -0.076** (0.030) Day 17 -0.139*** (0.038)

Day 8 -0.089** (0.033) Day 18 -0.147*** (0.043)

Day 9 -0.078** (0.034) Day 19 -0.147*** (0.043)

Day 10 -0.076** (0.032) Day 20 -0.102** (0.039)

Observations 2,087 R-squared 0.071

The dependent variables are winsorized at the 5th and 95th percentiles of

the pooled distribution to reduce reliance on outliers.

Standard errors are clustered at the stock level.

*** p<0.01, ** p<0.05, * p<0.1
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Table 3.3: Average Effects of Scandal Exposures on

Cumulative Abnormal Returns

(1) (2) (3) (4)

Panel A: Event Windows [-7,7]

Post -0.039** -0.041** -0.040** -0.041**

(0.019) (0.019) (0.019) (0.019)

Constant -0.003

(0.013)

Mean Dep. -0.021 -0.021 -0.021 -0.021

Observations 758 758 758 758

R-squared 0.024 0.435 0.133 0.435

Panel B: Event Window [-10,10]

Post -0.052** -0.054** -0.053** -0.054**

(0.021) (0.022) (0.022) (0.022)

Constant -0.000

(0.015)

Mean Dep. -0.024 -0.024 -0.024 -0.024

Observations 1,065 1,065 1,065 1,065

R-squared 0.030 0.452 0.128 0.452

Panel C: Event Window [-20,20]

post -0.086*** -0.086*** -0.087*** -0.086***

(0.030) (0.030) (0.030) (0.030)

Constant 0.004

(0.025)

Mean Dep. -0.037 -0.037 -0.037 -0.037

Observations 2,087 2,087 2,087 2,087

R-squared 0.036 0.524 0.123 0.524

Stock FE X X

Time FE X X

The dependent variables are winsorized at the 5th and 95th per-

centiles.

Standard errors are clustered at the stock level.

*** p<0.01, ** p<0.05, * p<0.1
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Table 3.4: Daily Cumulative Abnormal Returns, by Scandal Types

Product Quality
Personal Info.

Breaches

Deceptive Business

Practices

(1) (2) (3) (4) (5) (6)

Day -20 0.041 (0.107) 0.003 (0.037) -0.042 (0.066)

Day -19 0.067 (0.093) 0.008 (0.038) -0.032 (0.066)

Day -18 0.043 (0.095) -0.007 (0.036) -0.033 (0.067)

Day -17 0.090 (0.086) -0.018 (0.036) -0.033 (0.063)

Day -16 0.113 (0.085) -0.018 (0.036) -0.016 (0.059

Day -15 0.106 (0.092) -0.023 (0.036) -0.007 (0.060)

Day -14 0.152* (0.081) -0.027 (0.038) -0.007 (0.060)

Day -13 0.130 (0.086) -0.034 (0.038) -0.022 (0.062)

Day -12 0.143 (0.084) -0.030 (0.038) -0.027 (0.064)

Day -11 0.134 (0.085) -0.013 (0.034) -0.026 (0.060)

Day -10 0.137 (0.082) -0.022 (0.034) -0.033 (0.063)

Day -9 0.143** (0.064) -0.029 (0.032) -0.032 (0.058)

Day -8 0.121** (0.053) -0.049 (0.033) -0.031 (0.051)

Day -7 0.096 (0.060) -0.055 (0.033) -0.047 (0.050)

Day -6 0.091 (0.076) -0.042 (0.027) -0.046 (0.049)

Day -5 0.061 (0.077) -0.027 (0.024) -0.021 (0.052)

Day -4 0.022 (0.068) -0.020 (0.020) -0.019 (0.056)

Day -3 0.036 (0.034) 018 (0.019) -0.015 (0.052)

Day -2 0.003 (0.035) -0.014 (0.016) 0.002 (0.037)

Day -1 0.030 (0.031) -0.003 (0.008) 0.007 (0.020)

Day 1 0.004 (0.027) -0.023 (0.015) -0.050 (0.040)

Day 2 0.005 (0.054) -0.032*** (0.011) -0.035 (0.042)

Day 3 -0.094 (0.072) -0.064** (0.025) 0.008 (0.040)

Day 4 -0.117 (0.072) -0.064** (0.025) 0.012 (0.051)

Day 5 -0.146 (0.088) -0.063** (0.028) 0.041 (0.064)

Day 6 -0.193** (0.084) -0.072** (0.032) 0.007 (0.061)

Day 7 -0.159* (0.075) -0.079** (0.035) -0.018 (0.057)

Day 8 -0.196** (0.079) -0.091** (0.040) -0.005 (0.061)

Day 9 -0.155* (0.082) -0.097** (0.043) -0.001 (0.061)

Day 10 -0.113 (0.069) -0.103** (0.041) -0.019 (0.063)

Day 11 -0.195** (0.074) -0.084** (0.039) -0.013 (0.062)

Day 12 -0.180** (0.074) -0.062 (0.037) -0.032 (0.069)

Day 13 -0.155* (0.076) -0.081** (0.039) 0.059 (0.053)

Day 14 -0.175* (0.083) -0.093* (0.045) -0.027 (0.079)

Day 15 -0.118 (0.091) -0.110** (0.046) -0.053 (0.079)

Day 16 -0.213** (0.086) -0.109** (0.043) -0.119 (0.087)

Day 17 -0.271*** (0.082) -0.135** (0.054) -0.072 (0.086)

Day 18 -0.213** (0.094) -0.122** (0.048) -0.056 (0.086)

Day 19 -0.206* (0.095) -0.120** (0.044) -0.046 (0.082)

Day 20 -0.197** (0.090) -0.088** (0.035) -0.050 (0.084)

Mean Dep. -0.031 -0.052 -0.023

Observations 527 834 726

R-squared 0.222 0.160 0.022

The dependent variables are winsorized at the 5th and 95th percentiles. Standard errors

are clustered at the stock level. * significant at 10%; ** significant at 5%; *** significant

at 1%.
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Table 3.5: Average Effects of Scandal Exposures on

Cumulative Abnormal Returns, by Scandal Types

(1) (2) (3) (4)

Panel A: Event Window [-7,7]

Post×Product Quality -0.126** -0.129** -0.127** -0.129**

(0.052) (0.054) (0.052) (0.054)

Post×Personal Information Breach -0.035 -0.036* -0.035* -0.036*

(0.021) (0.020) (0.021) (0.020)

Post×Deceptive Business Practices 0.017 0.017 0.017 0.017

(0.020) (0.021) (0.021) (0.021)

Mean Dep. -0.021 -0.021 -0.021 -0.021

Observations 771 771 771 771

R-squared 0.104 0.465 0.170 0.465

Panel B: Event Window [-10,10]

Post×Product Quality -0.167*** -0.170*** -0.168*** -0.170***

(0.059) (0.061) (0.059) (0.061)

Post×Personal Information Breach -0.043* -0.044* -0.043* -0.044*

(0.022) (0.022) (0.022) (0.022)

Post×Deceptive Business Practices 0.018 0.019 0.018 0.019

(0.023) (0.023) (0.023) (0.023)

Time FE X X

Mean Dep. -0.024 -0.024 -0.024 -0.024

Observations 1,065 1,065 1,065 1,065

R-squared 0.094 0.509 0.185 0.509

Panel C: Event Window [-20,20]

Post×Product Quality -0.239*** -0.239*** -0.238*** -0.239***

(0.085) (0.087) (0.086) (0.087)

Post×Personal Information Breach -0.064** -0.065** -0.066** -0.065**

(0.027) (0.027) (0.027) (0.027)

Post×Deceptive Business Practices -0.000 0.001 0.000 0.019

(0.032) (0.033) (0.032) (0.023)

Mean Dep. -0.037 -0.037 -0.037 -0.037

Observations 2,087 2,087 2,087 2,087

R-squared 0.081 0.566 0.168 0.566

Stock FE X X

Time FE X X

The dependent variables are winsorized at the 5th and 95th percentiles.

Standard errors are clustered at the stock level.

*** p<0.01, ** p<0.05, * p<0.1
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Table 3.6: Daily Cumulative Abnormal Returns, by Industry Sectors

Consumer Goods Consumer Services Technology

(1) (2) (3) (4) (5) (6)

Day -20 0.004 (0.070) -0.024 (0.050) 0.030 (0.092)

Day -19 0.021 (0.060) -0.015 (0.049) 0.041 (0.088)

Day -18 0.018 (0.058) -0.033 (0.047) 0.027 (0.091)

Day -17 0.047 (0.050) -0.029 (0.047) 0.028 (0.088)

Day -16 0.043 (0.047) -0.026 (0.047) 0.056 (0.085)

Day -15 0.048 (0.048) -0.033 (0.048) 0.055 (0.091)

Day -14 0.057 (0.044) -0.046 (0.049) 0.090 (0.086)

Day -13 0.041 (0.041) -0.038 (0.048) 0.088 (0.090)

Day -12 0.052 (0.035) -0.020 (0.046) 0.075 (0.097)

Day -11 0.037 (0.035) -0.024 (0.046) 0.075 (0.094)

Day -10 0.042 (0.037) -0.007 (0.039) 0.058 (0.095)

Day -9 0.037 (0.035) -0.023 (0.039) 0.034 (0.090)

Day -8 0.027 (0.025) -0.038 (0.041) 0.013 (0.076)

Day -7 0.015 (0.034) -0.037 (0.044) -0.002 (0.070)

Day -6 0.019 (0.028) -0.028 (0.043) 0.012 (0.070)

Day -5 0.000 (0.027) -0.028 (0.043) 0.044 (0.072)

Day -4 -0.005 (0.026) -0.039 (0.038) 0.044 (0.071)

Day -3 -0.009 (0.025) -0.026 (0.021) 0.040 (0.048)

Day -2 -0.009 (0.025) -0.024 (0.018) 0.040 (0.048)

Day -1 0.008 (0.024) 0.007 (0.011) 0.013 (0.028)

Day 1 -0.016 (0.012) -0.023 (0.015) -0.043 (0.067)

Day 2 -0.031 (0.023) -0.022 (0.024) -0.020 (0.068)

Day 3 -0.065** (0.029) -0.078** (0.035) 0.041 (0.070)

Day 4 -0.096** (0.038) -0.082** (0.036) 0.045 (0.074)

Day 5 -0.088 (0.061) -0.097** (0.037) 0.084 (0.094)

Day 6 -0.150** (0.057) -0.128*** (0.039) 0.099 (0.078)

Day 7 -0.157** (0.055) -0.097*** (0.032) 0.048 (0.079)

Day 8 -0.154** (0.059) -0.121*** (0.041) 0.054 (0.086)

Day 9 -0.160** (0.063) -0.101** (0.041) 0.053 (0.084)

Day 10 -0.127** (0.048) -0.103** (0.039) 0.031 (0.089)

Day 11 -0.158** (0.058) -0.102** (0.042) 0.014 (0.084)

Day 12 -0.154** (0.058) -0.089** (0.038) 0.008 (0.095)

Day 13 -0.139** (0.059) -0.104** (0.038) 0.159** (0.057)

Day 14 -0.154** (0.062) -0.130*** (0.045) 0.054 (0.103)

Day 15 -0.168** (0.064) -0.118** (0.049) 0.040 (0.101)

Day 16 -0.178** (0.071) -0.162*** (0.049) -0.042 (0.106)

Day 17 -0.190** (0.075) -0.197*** (0.058) -0.010 (0.102)

Day 18 -0.179** (0.079) -0.173*** (0.051) 0.036 (0.103)

Day 19 -0.162* (0.080) -0.163*** (0.050) 0.017 (0.099)

Day 20 -0.162* (0.079) -0.133*** (0.043) 0.019 (0.102)

Mean Dep. -0.053 -0.066 -0.023

Observations 570 997 520

R-squared 0.256 0.156 0.038

The dependent variables are winsorized at the 5th and 95th percentiles.

Standard errors are clustered at the stock level.

*** p<0.01, ** p<0.05, * p<0.1
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Table 3.7: Average Effects of Scandal Exposures on

Cumulative Abnormal Returns, by Industry Sectors

(1) (2) (3) (4)

Panel A: Event Windows [-7,7]

Post×Consumer Goods -0.076* -0.076* -0.076* -0.076*

(0.038) (0.039) (0.038) (0.039)

Post×Consumer Services -0.045 -0.047 -0.045 -0.047

(0.030) (0.031) (0.030) (0.031)

Post×Technology 0.012 0.011 0.010 0.011

(0.016) (0.015) (0.016) (0.015)

Mean Dep. -0.021 -0.021 -0.021 -0.021

Observations 758 758 758 758

R-squared 0.100 0.451 0.164 0.451

Panel B: Event Window [-10,10]

Post×Consumer Goods -0.104** -0.105** -0.104** -0.105**

(0.045) (0.046) (0.045) (0.046)

Post×Consumer Services -0.056 -0.058* -0.056 -0.058*

(0.034) (0.035) (0.034) (0.035)

Post×Technology 0.011 0.012 0.009 0.012

(0.017) (0.016) (0.017) (0.016)

Mean Dep. -0.024 -0.024 -0.024 -0.024

Observations 1,065 1,065 1,065 1,065

R-squared 0.101 0.471 0.159 0.471

Panel C: Event Window [-20,20]

Post×Consumer Goods -0.158** -0.159** -0.158** -0.159**

(0.062) (0.063) (0.062) (0.063)

Post×Consumer Services -0.086* -0.086* -0.087* -0.086*

(0.047) (0.048) (0.046) (0.048)

Post×Technology -0.007 -0.006 -0.008 -0.006

(0.022) (0.023) (0.023) (0.023)

Mean Dep. -0.037 -0.037 -0.037 -0.037

Observations 2,087 2,087 2,087 2,087

R-squared 0.087 0.538 0.147 0.538

Stock FE X X

Time FE X X

The dependent variables are winsorized at the 5th and 95th percentiles.

Standard errors are clustered at the stock level.

*** p<0.01, ** p<0.05, * p<0.1
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