
Lawrence Berkeley National Laboratory
LBL Publications

Title
Using electronic health record metadata to predict housing instability amongst 
veterans.

Permalink
https://escholarship.org/uc/item/3v53s145

Authors
Zamora-Resendiz, Rafael
Oslin, David
Hooshyar, Dina
et al.

Publication Date
2024

DOI
10.1016/j.pmedr.2023.102505

Copyright Information
This work is made available under the terms of a Creative Commons Attribution-
NonCommercial-NoDerivatives License, available at 
https://creativecommons.org/licenses/by-nc-nd/4.0/
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/3v53s145
https://escholarship.org/uc/item/3v53s145#author
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://escholarship.org
http://www.cdlib.org/


Preventive Medicine Reports 37 (2024) 102505

Available online 24 November 2023
2211-3355/Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

Using electronic health record metadata to predict housing instability 
amongst veterans 

Rafael Zamora-Resendiz a,*, David W. Oslin b, Dina Hooshyar c, Million Veteran Program Suicide 
Exemplar Work Group1, Silvia Crivelli a 

a Applied Mathematics & Computational Research Division, Lawrence Berkeley National Laboratory, US Department of Energy, Berkeley, CA, United States 
b CPL. Michael J. Crescenz VA Medical Center (Philadelphia), Perelman School of Medicine, University of Pennsylvania Philadelphia, PA, United States 
c National Center on Homelessness among Veterans (the Center) Associate Professor, Department of Psychiatry, University of Texas Southwestern Medical Center, TX, 
United States   

A R T I C L E  I N F O   

Keywords: 
Homelessness screening 
Document metadata 
Electronic healthcare records 
Veteran health 
Machine learning 

A B S T R A C T   

Housing instability is considered a significant life stressor and preemptive screening should be applied to identify 
those at risk for homelessness as early as possible so that they can be targeted for specialized care. We developed 
models to classify patient outcomes for an established VA Homelessness Screening Clinical Reminder (HSCR), 
which identifies housing instability, in the two months prior to its administration. Logistic Regression and 
Random Forest models were fit to classify responses using the last 18 months of document activity. We measure 
concentration of risk across stratifications of predicted probability and observe an enriched likelihood of finding 
confirmed false negative responses from veterans with diagnosed housing instability. Positive responses were 34 
times more likely to be detected within the top 1 % of patients predicted at risk than from those randomly 
selected. There is a 1 in 4 chance of detecting false negatives within the top 1 % of predicted risk. Machine 
learning methods can classify between episodes of housing instability using a data-driven approach that does not 
rely on variables curated from domain experts. This method has the potential to improve clinicians’ ability to 
identify veterans who are experiencing housing instability but are not captured by HSCR.   

1. Introduction 

Housing instability and homelessness have significant adverse effects 
on the health outcomes of U.S Veterans. Previous research demonstrates 
how homeless Veterans exhibit higher all-cause mortality rates and 
clinical resource utilization, regardless of their medical and psychiatric 
conditions (LePage et al., 2014). Furthermore, episodes of homelessness 
have been associated with heightened risk of suicide. Studies have 

shown that 8.4 % of Veterans with previous suicidal ideation or attempts 
also experienced housing instability issues (Elizabeth et al., 2021). 
Additionally, data from the Department of Veterans Affairs (VA) indi-
cate that Veterans have higher rates of homelessness during the 12 
months leading up to death by suicide (McCarthy John et al., 2015). On 
a positive note, specialized homelessness programs show promise in 
reducing mortality rates among Veterans, including both all-cause and 
suicide-specific deaths (Elizabeth et al., 2021). 
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Electronic Health Records (EHR) have become valuable in moni-
toring the occurrence and duration of housing instability among Vet-
erans. The ability to characterize time frames during which Veterans are 
experiencing housing instability allows healthcare providers to focus 
interventions, not only to address homelessness but to potentially 
mitigate future suicide attempts. Unfortunately, social determinants of 
health and life stressors are underreported within administrative coding 
systems, such as the International Classification of Diseases (ICD). As a 
result, crucial information that could help identify individuals at risk of 
homelessness might not be adequately captured by existing reporting 
methods. 

The Veterans Health Administration’s (VHA) Text Integration Utili-
ties database (TIU) serves as a repository for Veterans’ unstructured 
data. This system manages the creation, editing, and signing of clinical 
documents. To extract information from unstructured reports, natural 
language processing (NLP) techniques are applied to integrate infor-
mation into structured indexes. However, further efforts are required to 
develop scalable methodologies for domain-specific data extraction 
(Aizawa et al., 2003). A 2019 study conducted on the homeless popu-
lation in LA County revealed that an increase in mainstream County 
services such as the Department of Health Services, Department of 
Mental Health, Probation, Sheriff’s Department, Department of Public 
Health (Substance Abuse Treatment & Control), and Department of 
Public Social Services, can indicate access to homelessness services (Von 
Wachter et al., 2019). Gathering important longitudinal signals from 
EHR is vital in developing prospective risk models for homelessness. 

To proactively identify homelessness among Veterans, the VA 
implemented an annual screener known as the Homelessness Screening 
Clinical Reminder (HSCR). The HSCR prompts VA healthcare providers, 
who may not be focused in treating homelessness, to identify potential 
housing problems routinely. By doing so, the VA aims to detect housing- 
related issues early and with greater accuracy. We propose that meta-
data from clinical text records, which describe the Subject Matter 
Domain (SMD) of documents, can be leveraged to organize document 
types based on the class of service (e.g. pastoral care, vocational ther-
apy). A coarse-grain representation of patients’ healthcare utilization 
can serve as a surrogate measure for service acquisition along a patient’s 
timeline. We model the influx of documents in the VA’s TIU prior to the 
administration of the HSCR to classify patient histories by their self- 
reported response. The insights discovered through modeling meta- 
data longitudinally can inform homelessness specialists about increases 
in utilization of VA clinical services which are strongly associated with 
periods of high risk for homelessness. 

1.1. Related work 

The HSCR, implemented in 2012, is a two-question survey, annually 
administered to Veterans during VHA outpatient care. For those already 
struggling with housing instability, it’s re-administered every six 
months. The two questions are: 1)”In the past 2 months, have you been 
living in stable housing that you own, rent, or stay in as part of a 
household?”, and 2)”Are you worried or concerned that in the next 2 
months you may NOT have stable housing that you own, rent, or stay in 
as part of a household?”. Montgomery et al. (2020) analyzed HSCR re-
sults from 2012 to 2016. Veterans with positive HSCR results, receiving 
more than one VHA Homeless Program services, had reduced all-cause 
and suicide-specific deaths. However, those Veterans also had higher 
rates of suicide ideation and attempt diagnoses (Elizabeth et al., 2021). 
These findings may not apply to Veterans with negative HSCR responses 
who still experience housing instability. The subjective nature of the 
HSCR, based on self-assessment, introduces inconsistencies between 
responses and actual housing condition. Despite this, Montgomery 
et al.’s study supports universal screens for socioeconomic issues in VA 
care, laying a foundation for future longitudinal modelling of housing 
instability. 

Byrne et al. utilized the HSCR to develop predictive models for 

housing instability and literal homelessness among Veterans. They 
employed Logistic Regression and Random Forest models, training them 
on structured variables to predict HSCR responses indicating housing 
instability or literal homelessness. The trained models demonstrated 
high rates of positive responses in the top strata of predicted risk. The 
Random Forest model outperformed logistic regression in selecting both 
cases of housing instability and literal homelessness, showcasing its 
higher sensitivity (Thomas et al., 2019). However, the study faced 
challenges due to the high imbalance between cases of housing insta-
bility and controls, necessitating the down-sampling of controls to 
ensure adequate training. Additionally, Byrne et al. acknowledged that 
their selected structured variables might not encompass all potentially 
crucial predictors of homelessness, indicating further refinement of the 
predictive models is needed. 

Gundlapalli et al. conducted comprehensive research in the field of 
NLP to improve phenotyping and identify evidence of homelessness 
among Veterans through the analysis of clinical documents. A pipeline 
based on off-the-shelf NLP algorithms was used to screen for home-
lessness among Veterans along clinical text (Gundlapalli et al., 2013). To 
evaluate their method, a reference standard corpus of clinical docu-
ments was manually classified at the document level as having evidence 
of homelessness, along with a control group of documents. Their study 
was based on a small sample of 500 notes selected with ‘homeless’ in the 
note title and 500 random notes from a total of 60,921,956 clinical 
documents corresponding to 2,229,983 Veterans. However, the perfor-
mance of the NLP method on a random corpus of VA documents was 
suboptimal due in part to the scale of the real data in which the true 
prevalence of homelessness is unknown. Work by Gundapalli et. al. also 
covered modelling visit admission longitudinally to detect visit cate-
gories that are temporally correlated with the diagnosis of homelessness 
(Gundlapalli et al., 2014), exploring coarse graining of documents by 
note title for phenotyping psychosocial markers (Gundlapalli et al., 
2013), and developing lexicons for homelessness along VHA clinical text 
(Gundlapalli et al., 2014). 

2. Methods 

2.1. Data and study design 

Adhering to the guidelines of the VA Central IRB, records were 
gathered from Veterans who had completed the HSCR at least once and 
had clinical document entries in the TIU database. Entries in the TIU 
database contain both raw unstructured text and metadata. The meta-
data provides details such as the time of entry, healthcare provider, visit 
identifier, and high-level descriptors of the document’s content. Docu-
ment types in the TIU are organized by SMD, which are further specified 
by document formatting and/or clinic-specific template. Because the 
HSCR was implemented towards the end of 2012, documents preceding 
the second quarter of 2011 were excluded from the study to ensure the 
analysis focused on relevant data related to the HSCR. 

The HSCR’s design allows clinicians to isolate ongoing housing 
instability episodes within a 4-month time window centered around the 
date of the survey’s administration. A positive confirmation for housing 
instability is defined as either a negative response to the first question or 
a positive response to the second question of the HSCR survey. These 
positive confirmations indicate potential housing instability during the 
2 months before and after the survey respectively. A negative confir-
mation for housing instability is defined as both a positive response to 
the first question and a negative response to the second question. Table 1 
shows that persistent negative confirmation for housing instability along 
the HSCR does not necessarily indicate exclusivity from diagnosis of 
housing instability or participation in outpatient homeless services. 
Even after removing diagnosis events occurring prior to the deployment 
of the HSCR, many negative survey responses are contradicted by 
temporally aligned diagnosis and admission data. 

In addition to self-reported housing instability from the HSCR, we 
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broadened the definition housing instability to include ICD codes for 
housing instability (ICD9- V60.X; ICD10- Z59.0, Z59.1, Z59.8, Z59.9), 
literal homelessness (ICD9- V60.0; ICD10- Z59.0), and outpatient visits 
to homelessness prevention services (VA StopCodes: 501, 504, 507, 508, 
511, 522, 528, 529, 530, 555, 556, 590, 591, 592, 725). We measure the 
incidence of these codes over the time periods covered by each HSCR 
survey. Depending on which of the three types of structured variables 
were aligned to the HSCR, we found that 133,541 to 208,196 positive 
HSCR responses could be corroborated or supported with coincidental 
structured variables, and that 126,619 to 359,455 negative survey re-
sponses could be contradicted with coincidental structured variables. 
Fig. 1 provides the incidence rates of HSCR survey responses and these 
structured variables. 

Cases and controls were defined as either a positive or negative 
response to the HSCR respectively. However, we implemented certain 
exclusions to improve the precision of the case and control definition. 
We exclude positive surveys that do not overlap with 1 of 3 structured 

housing instability definitions. Additionally, we exclude negative sur-
veys that overlap with the housing instability definitions. Lastly, we held 
out Veterans who persistently responded as not having housing issues 
but have at least 1 contradicting response. After model fitting, we per-
formed inference on 3,390,372 survey prediction events from this group 
of 1,014,004 Veterans to observe whether negative responses with 
contradicting evidence had an increased likelihood of being found 
among the model’s high-risk strata. 

To prevent data leak between model training and validation, random 
sampling was performed at the patient-level to ensure all surveys for any 
given Veteran do not overlap between sets. As the training sample, we 
selected 80 % of Veterans with 1 or more positive surveys. These pa-
tients were matched with an equal number of Veterans with only 
negative responses. Veteran sampling was stratified by median date of 
birth to ensure matched age distribution between training and valida-
tion sets. HSCR responses from the remaining Veterans were considered 
the validation set. Between the training and validation samples, 176,242 
HSCR surveys are considered cases, and 17,703,185 HSCR surveys are 
considered controls. 

2.2. Document utilization representation 

We represented a Veteran’s document history as frequencies per 
SMD. To align the longitudinal data with HSCR surveys, we consider 
document occurrence retrospectively from two months prior to the 
survey’s administration (the first question covers the previous two 
months) and include the last 18 months of historical data (Thomas et al., 
2015). We utilized a Term Frequency-Inverse Document Frequency (TF- 
IDF) model for preprocessing and feature selection. TF-IDF is a statistical 
transformation commonly used to assess the importance of individual 
terms within a corpus of documents (Aizawa, 2003). The weight of a 
word in a document increases with its frequency in that document, but it 
is offset by the frequency of the word across the entire corpus. By 
normalizing a document’s TF-IDF vector using L2, a cosine similarity 
between two documents can be computed by taking the dot product of 
their vectors. 

In this study, we consider the term frequency to be the frequency of 
unique documents over the last 18-months per SMD and the inverse 
document frequency to be the number of surveys per SMD. We used 
TFIDFVectorizer (Lars et al., 2013) to fit a TF-IDF transformation along a 
random sample of 200,000 document histories from the models’ training 
sample. 

Hyper-parameters were selected to include the 100 highest weighted 
SMDs across the 200,000 examples. The frequency of documents over 
these 100 SMD are considered input for the machine learning models. 

2.3. Model definitions and evaluation criteria 

We employ two binary classification methods to classify between 
outcomes of the HSCR survey. First, we test multivariable binary Lo-
gistic Regression (Thomas et al., 2019) (Hosmer David and Stanley, 
1980) to model the linear relationship between the frequency of each 
SMD and positive HSCR confirmations. We used scikit-learn’s imple-
mentation of Logistic Regression (Mahesh, 2005) with L2 penalty on 
model parameters. The second method is Random Forest, which fits the 
training data by recursively selecting different decision boundaries for 
features in the model’s input space (Thomas et al., 2019) (Mahesh, 
2005). Unlike Logistic Regression, Random Forest can capture non- 
linear interactions between input variables without requiring prior 
knowledge of these interactions. It can randomly search for these in-
teractions, making it a powerful tool for complex datasets. Random 
Forest with 100 decision trees, each to a depth of 10 decisions, achieved 
the best performance on a test set from the training sample withheld for 
hyper-parameter tuning. 

We evaluate the models’ performance on the validation sample using 
area under the receiver operating curve (AUROC), sensitivity (true 

Table 1 
Socio-Demographic Characteristics and Patient-Level Variable Prevalence 
Among U.S. Veterans From 2012 to 2020.   

Overall 
n (%) 

Positiveb 

HSCR 
n (%) 

Negativeb 

HSCR 
n (%) 

Patientsa  7,819,305 
(100) 

350,561 
(4.48) 

7,468,744 
(95.52) 

Sex Male 7,167,080 
(91.66) 

310,061 
(88.45) 

6,857,019 
(91.81)  

Female 652,214 
(8.34) 

40,495 
(11.55) 

611,719 
(8.19) 

Race White 5,685,573 
(72.71) 

209,664 
(59.81) 

5,475,665 
(73.31)  

Black/African 
American 

1,252,758 
(16.02) 

103,065 
(29.40) 

1,149,693 
(15.39)  

Other Racial 
Identity 

236,911 
(3.03) 

13,994 
(3.99) 

222,917 
(2.98) 

Hispanic 
Ethnicity 

Unknown 
No 

338,995 
(4.34) 
6,946,843 
(88.84) 

17,413 
(4.97) 
309,649 
(88.33) 

321,582 
(4.31) 
6,637,194 
(88.87)  

Yes 493,019 
(6.31) 

27,972 
(7.98) 

465,047 
(6.23)  

Unknown 235,579 
(3.02) 

10,365 
(2.96) 

225,214 
(3.02) 

Marital Status Married 4,335,433 
(54.52) 

89,747 
(25.60) 

4,245,686 
(56.85)  

Widowed 483,028 
(6.18) 

12,776 
(3.64) 

470,252 
(6.30)  

Separated/ 
Divorced 

1,851,824 
(23.68) 

157,098 
(44.81) 

1,694,726 
(22.69)  

Single/Never 
Married 

1,043,455 
(13.34) 

87,822 
(25.05) 

955,633 
(12.80)  

Unknown 105,561 
(1.35) 

3,218 
(0.92) 

102,443 
(1.37) 

Outpatient 
VHA 
Services 

VHA Therapeutic 
and Supported 
Employment 

665,804 
(8.51) 

104,363 
(29.77) 

561,441 
(7.52)  

Homeless Program 776,831 
(9.93) 

209,753 
(59.83) 

567,078 
(7.59) 

Diagnosis Job/Economic 
Instability 

683,260 
(8.74) 

135,946 
(38.78) 

547,314 
(7.33)  

Housing instability 1,229,195 
(15.72) 

248,002 
(70.14) 

981,193 
(13.14)  

Homelessness 611,298 
(7.82) 

180,415 
(51.46) 

430,883 
(5.77)  

Mental Health 4,263,413 
(54.52) 

299,542 
(85.45) 

3,963,871 
(53.07)  

Suicide Ideation 341,357 
(4.37) 

69,979 
(19.96) 

271,378 
(3.63)  

Suicide Attempt 192,043 
(2.46) 

31,282 
(8.92) 

160,761 
(2.15) 

aCovers patients who have been administered the Homeless Screening Clinical 
Reminder (HSCR) and have recorded clinical documents in the TIU. 
bPatients subsetted by reporting 1 or more positive responses along the HSCR. 
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positive rate) and specificity (true negative rate), and positive predictive 
value (PPV). Each metric was measured using a probability threshold 
criterion of 0.5. From a clinical context, understanding the risk con-
centration of the models can help practitioners select patients under 
constrained resources and estimate the cost and benefit of intervention 
strategies which employ these predictive models. We rank predictions 
and measure the percentage of positive responses in the top 0.5 %, 1 %, 
5 %, 10 %, 25 %, 50 %, 75 %, and 100 % percentiles of predicted 
probability. At each tier, we also measure the ratio between observed 
cases to the number of expected cases by chance alone given the dis-
tribution of cases and controls. 

3. Results 

Table 1 presents the socio-demographic characteristics and preva-
lence of diagnoses among Veterans who have at least one entry in the 
TIU database and have been administered the HSCR at least once. The 
table divides Veterans into two groups based on whether they ever had a 

positive HSCR or not. 
Among the dataset, 4.48 % of Veterans answered positively to the 

HSCR survey. This group shows higher rates of females Black/African 
American, and Hispanic/Latino Veterans compared to the overall 
cohort. Veterans with positive responses also have higher rates of 
divorcees, separated partners, and singles. Rates of outpatient care for 
VHA Therapeutic and Supported Employment Services and homeless-
ness is also higher as well as diagnosis of job/economic insecurity, 
housing insecurity, mental health, suicide ideation, and suicide attempt 
(see Supplementary Material for ICD codes and VHA stopcodes). As 
described in section 3.1, there exists a significant number of Veterans 
who never responded positively to the HSCR survey but can still be 
identified as experiencing housing instability through structured vari-
ables. Among these Veterans, 7.93 % of their responses can be contra-
dicted by diagnoses and outpatient visits occurring within the 4-month 
time window covered by the survey. 

Table 2 presents the performance metrics of the two classification 
methods, Logistic Regression and Random Forest, on both the training 

Fig. 1. Diagram of HSCR response selection criteria with incidence of HSCR survey responses and housing instability structured variables.  
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and validation samples. We observed that both methods achieved 
comparable AUROC values on the validation sample, ranging between 
0.79 and 0.80. When evaluating sensitivity, which represents the pro-
portion of actual positive cases correctly identified by the model, 
Random Forest showed a slightly higher sensitivity than Logistic 
Regression on the training set. This suggests that Random Forest was 
better at correctly identifying true positive cases within the training 
data. However, it’s important to note that Random Forest exhibited 
signs of overfitting to the training data. Overfitting occurs when the 
model captures noise or random fluctuations in the training data, 
leading to reduced generalization to new, unseen data. Despite this 
overfitting, the impact on the model’s performance on the validation 
sample was not significant, as the AUROC values were still comparable 
to Logistic Regression. 

Table 3 reports the stratification of predicted probability from both 
models on the validation sample. Along reported metrics, PPV drops 
significantly for both models on the validation set. Considering the 
validation set was not downsampled like the training set, a probability 
threshold of 0.5 is not sufficiently discriminatory and many low confi-
dence positive predictions were found in the validation set. Even so 
along the stratified probabilities, we found a high concentration of cases 
within the top percentiles of the predicted probability. For the top 1 % of 
validation examples, the ratio of observed cases to expected cases was 
29.43 and 34.08 times between logistic regression and random forest. 
Between 53.85 and 54.44 of validation cases fell within the top 10 % of 
predicted risk along the two models. 

Table 3 also reports the risk stratification for the withheld cohort of 
Veterans who never reported housing instability along the HSCR but can 
otherwise be identified as experiencing it. Responses from these Veter-
ans that can be contradicted by structured variables were considered 
cases and we observe an enrichment of those cases in the top percentiles 
of predicted probability. The ratio of observed cases to expected cases 
varies from 3.21 to 2.90 times what is expected by chance alone, and 
there is a 1 in 4 chance of selecting a response that is potentially a false 

negative for housing instability from the top 1 % of predictions made by 
both models. This finding suggests that the models were able to capture 
responses from Veterans who did not self-report housing instability 
correctly in the HSCR. 

Lastly, Table 4 reports the model parameters of the Logistic 
Regression and Random Forest. For Random Forest, we report the Gini 
importance of each variable which represents how much contribution a 
variable has to the inequality of predicted classes or how strong the 
decision boundaries made along that variable are. The table lists all 100 
SMDs selected by TF-IDF for the binary classification, which are ordered 
in descending order by the Logistic Regression coefficients. Like in 
previous studies, having a history of housing instability is highly 
indicative of future housing instability. As we see in this analysi-
s,”HOMELESS PROGRAM” scored as the most important feature in both 
classifiers. When looking at the top 10 SMDs, both models are in 
agreement along”HOMELESS PROGRAM”,”PASTORAL CARE”,”SOCIAL 
WORK”,”RECREATIONAL THERAPY”,”SUBSTANCE ABUSE TREAT-
MENT PROGRAM”, and”SUICIDE PREVENTION”. The two models are in 
disagreement with regards to”PRIMARY CARE”, with Logistic Regres-
sion indicating high utilization of”PRIMARY CARE” as protective while 
Random Forest using it as a strong decision boundary. 

4. Discussion 

Universal surveys like HSCR have improved VA healthcare pro-
viders’ awareness of homelessness. The survey proactively prompts 
clinicians outside the domain of homelessness prevention to inquire 
Veterans about housing instability. Downstream, the HSCR helps 
homeless prevention researchers localize the time frame of housing 
instability episodes and monitor the persistence of housing issues over 
time. This study demonstrates the effectiveness of machine learning in 
classifying longitudinal profiles by HSCR response. By analyzing Vet-
erans’ document activity across the VA’s set of SMD, we can model the 
likelihood of a positive survey response given the profile of services 

Table 2 
Summary of Model Performance for Logistic Regression and Random Forest Classifying U.S. Veteran HSCR Responses Between 2012 and 2020.    

AUROC Sensitivity Specificity PPV HSCR 
Cases 

HSCR 
Controls 

Training         
Logistic Regressiona  81.4  33.4  99.2  81.9 154,997 1,344,793  
Random Foresta  97.6  80.8  99.9  99.3 154,997 1,344,793 

Validation         
Logistic Regressiona  80.4  27.2  99.4  5.2 21,245 16,358,392  
Random Foresta  79.8  29.7  99.5  6.6 21,245 16,358,392 

aIndex date of classification set to 2-months before VA’s in-house administration. Models use TIUDocument utilization over the last 18 months as predictors. A 
probability threshold of 0.5 was set to define positive predictions and measure performance. 

Table 3 
Concentration of Positive HSCR Responses Stratified by Logistic Regression and Random Forest Predicted Probability for U.S. Veteran HSCR Surveys Between 2012 and 
2020.   

Validation Sample     Withheld Sample     
Tier of predicted 
probability (%) 

Logistic Regression  Random Forest  Logistic Regression  Random Forest   

% of all 
cases 

ratio of 
observed vs 
expected cases 

% 
cases 

% of all 
cases 

ratio of 
observed vs 
expected cases 

% 
cases 

% of all 
cases 

ratio of 
observed vs 
expected cases 

% 
cases 

% of all 
cases 

ratio of 
observed vs 
expected cases 

% 
cases 

0.5  26.0  46.3  6.0  28.8  57.8  7.5  1.7  3.4  27.3  1.5  3.2  25.4 
1  29.4  24.3  3.8  32.7  34.1  4.4  3.2  3.2  25.5  2.9  3.3  25.9 
5  45.7  9.1  1.2  46.3  9.4  1.2  12.6  2.5  20.1  12.8  2.6  20.4 
10  53.9  5.4  0.7  54.4  5.5  0.7  22.6  2.3  17.9  22.5  2.3  17.9 
25  72.9  2.7  0.4  71.0  2.8  0.4  43.7  1.8  13.9  44.5  1.8  14.0 
50  85.5  1.7  0.2  84.4  1.6  0.2  66.4  1.3  10.5  68.7  1.4  10.9 
75  94.3  1.3  0.2  92.4  1.2  0.2  85.0  1.1  9.0  85.7  1.1  9.1 
100  100.0  1.0  0.1  100.0  1.0  0.1  100.0  1.0  7.93  100.0  1.0  7.9 

aReporting concentrations over HSCR surveys in validation and withheld sets. Withheld sample contain surveys for Veterans with persistent negative screens. Withheld 
sample contained cases of contradicted responses by structured markers. Contradicted responses are considered cases in this sample. 
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frequented by the patient. Notably, high document rates in domains like 
social work, substance abuse treatment, and suicide prevention were 
found to predict future HSCR positive responses. While self-reported 
housing instability is not a gold standard for evidence of housing is-
sues, risk stratification across HSCR responses from Veterans who never 
reported housing instability concentrates false-negative responses in the 
top strata of predicted risk. 

This analysis advances Byrne et al.’s work in several ways. First, the 
scope of risk modeling for housing instability includes a broader defi-
nition covering both diagnosed housing instability and literal home-
lessness based on ICD9/ICD10 codes and utilization of homelessness 
services. This approach allows for a more accurate and holistic assess-
ment of housing instability risk among Veterans. Additionally, risk 
assessment was done per scheduled clinical reminder, rather than per 
Veteran. This shift allows for the calculation of a probability score for 
the likelihood of housing issues across the next 4-months. 

This study has limitations. Firstly, the exclusion criteria, designed to 

reduce Type I and Type II errors, is a first step in minimizing adminis-
trative bias. Veterans who answered positively to the HSCR but did not 
have structured data confirming receiving homelessness care were 
excluded from the training set, limiting the study design. As a result, 
there is insufficient information to assess potential barriers to access for 
Veterans during the clinical reminder period. The reasons behind this 
discrepancy, such as barriers for unsheltered Veterans, inadequate 
healthcare provider follow-ups, or underreported data in the VA EHR, 
remain unresolved. Nonetheless, we believe this observation has im-
plications for VA homelessness policy, highlighting situations where 
Veterans express housing concerns, but these concerns are not reflected 
in common structured variables indicating VA intervention by care co-
ordinators. Higher resolution NLP can be particularly informative as 
texual indicatiors for homelessness and barrier to access can be inte-
grated into a multi-modal definition of housing instability. 

Secondly, the differences in the study design from that first proposed 
by Byrne et al. make it difficult to directly compare the models’ 

Table 4 
Logistic Regression Coefficients and Random Forest Gini-importance Per Subject Matter Domain (SMD) Used to Classify U.S. Veteran HSCR Response Between 2012 
and 2020.  

Subject Matter Domaina LR Coef. RF Gini 
Importance 

Subject Matter Domain (cont.) LR Coef. RF Gini Importance 

HOMELESS PROGRAM  21.58  0.17 PHYSICAL MEDICINE  − 0.04  0.01 
PASTORAL CARE  3.48  0.02 REHABILITATION  − 0.04  0.01 
VOCATIONAL REHABILITATION  3.28  0.02 RADIOLOGY  − 0.04  0.01 
COMPENSATED WORK THERAPY  3.15  0.01 OPTOMETRY  − 0.08  0.02 
SOCIAL WORK  2.75  0.08 ALLERGY  − 0.10  0.00 
RECREATIONAL THERAPY  2.68  0.03 IMMUNOLOGY  − 0.10  0.00 
SUBSTANCE ABUSE TREATMENT PROGRAM  2.43  0.04 DIABETOLOGY  − 0.11  0.00 
ADDICTION PSYCHATRY  2.22  0.01 BLIND REHABILITATION  − 0.11  0.00 
SUICIDE PREVENTION  1.84  0.02 INTERVENTION RADIOLOGY  − 0.12  0.00 
MENTAL HEALTH INTENSIVE CASE MANAGEMENT  1.68  0.01 GASTROENTEROLOGY  − 0.12  0.01 
WOUND CARE  1.36  0.00 SPEECH PATHOLOGY  − 0.14  0.00 
ORAL SURGERY  1.26  0.00 SURGERY  − 0.15  0.01 
COMMUNITY NURSING HOME CARE  1.25  0.00 POLYTRAUMA  − 0.17  0.00 
INFECTIOUS DISEASE  1.20  0.01 OTOLARYNGOLOGY  − 0.19  0.01 
MENTAL HEALTH  1.14  0.05 ANESTHESIOLOGY  − 0.19  0.01 
SMOKING CESSATION  1.02  0.00 CARE COORDINATION  − 0.20  0.00 
DIALYSIS  1.00  0.00 OPHTHALMOLOGY  − 0.20  0.01 
GERIATRIC MEDICINE  0.88  0.00 CARE MANAGEMENT  − 0.20  0.00 
HEPATOLOGY  0.85  0.00 S HEALTH  − 0.22  0.00 
NUTRITION DIETETICS  0.82  0.01 WOMEN  − 0.22  0.00 
COMMUNITY RESIDENTIAL CARE  0.79  0.00 PHYSICAL THERAPY  − 0.23  0.01 
PSYCHIATRY  0.74  0.03 GYNECOLOGY  − 0.24  0.00 
KINESIOTHERAPY  0.67  0.00 OBSTETRICS  − 0.24  0.00 
RESEARCH  0.64  0.00 UROLOGY  − 0.29  0.01 
INTERNAL MEDICINE  0.62  0.01 RESPIRATORY THERAPY  − 0.30  0.01 
BLOOD BANKING TRANSFUSION  0.56  0.00 EYE  − 0.31  0.01 
PALLIATIVE CARE  0.55  0.00 PODIATRY  − 0.32  0.00 
GERIATRIC EXTENDED CARE  0.50  0.00 HEMATOLOGY AND ONCOLOGY  − 0.34  0.00 
HOME BASED PRIMARY CARE  0.48  0.00 ORTHOPEDIC SURGERY  − 0.41  0.01 
RADIATION ONCOLOGY  0.42  0.00 LABORATORY  − 0.44  0.00 
ADULT DAY HEALTH CARE  0.42  0.00 NEUROLOGY  − 0.45  0.01 
VASCULAR SURGERY  0.38  0.00 NEPHROLOGY  − 0.46  0.00 
CARE COORDINATION HOME TELEHEALTH  0.36  0.00 MANAGE OVERWEIGHT AND OR OBESITY  − 0.53  0.00 
GENERAL MEDICINE  0.28  0.00 CLINICAL CARDIAC ELECTROPHYSIOLOGY  − 0.53  0.00 
ORTHOTICS PROSTHETICS  0.26  0.01 NEUROPSYCHOLOGY  − 0.58  0.00 
OCCUPATIONAL THERAPY  0.23  0.01 PREVENTATIVE MEDICINE  − 0.59  0.02 
PAIN MEDICINE  0.23  0.01 CHIROPRACTIC MEDICINE  − 0.60  0.00 
VISUAL IMPAIRMENT SERVICE TEAM  0.20  0.00 PULMONARY DISEASE  − 0.60  0.01 
PSYCHOLOGY  0.18  0.01 DERMATOLOGY  − 0.61  0.01 
PHARMACY  0.14  0.03 CARDIOPULMONARY MEDICINE  − 0.69  0.00 
NUCLEAR MEDICINE  0.11  0.00 ENDOCRINOLOGY  − 0.70  0.00 
NUTRITION  0.10  0.01 PRIMARY CARE  − 0.75  0.06 
THORACIC SURGERY  0.09  0.00 RHEUMATOLOGY  − 0.75  0.00 
CARDIOLOGY  0.06  0.01 TRAUMATIC BRAIN INJURY  − 0.78  0.00 
PLASTIC SURGERY  0.04  0.00 PATHOLOGY  − 0.79  0.01 
AMPUTATION CARE AND TREATMENT PROGRAM  0.04  0.01 SPINAL CORD INJURY MEDICINE  − 0.95  0.00 
PRESERVATION  0.04  0.00 DENTISTRY  − 0.99  0.01 
NEUROSURGERY  0.02  0.00 OCCUPATIONAL MEDICINE  − 1.05  0.00 
OPERATION ENDURING FREEDOM  0.00  0.01 SLEEP MEDICINE  − 1.28  0.00 
OPERATION IRAQI FREEDOM PROGRAM  0.00  0.01 AUDIOLOGY  − 1.37  0.01 

aOrganized in descending order by Logistic Regression coefficients with the top 10 highest model parameter per model in bold. 
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performance because Byrne’s model describes the overall likelihood of a 
Veteran being literally homeless. Our models achieve lower AUROC and 
sensitivity values than Byrne et al’s but higher specificity. This can be 
interpreted as being a result of making predictions per clinical reminder 
where the class imbalance between true and false cases is wider. How-
ever, these models show a high concentration of positive responses in 
the upper percentiles of predicted risk and have a 1 in 4 chance of 
finding a false negative survey response within the top 1 % of predicted 
risk. 

5. Public Health implications 

The proposed methods hold significant potential in detecting Vet-
erans entering periods of housing instability before facing homelessness. 
By identifying at-risk Veterans proactively, targeted homeless preven-
tion strategies can be provided to intervene before an episode of 
homelessness occurs. VA clinicians can leverage the model as a decision 
support tool in their routine care of Veterans. When administrating 
HSCR surveys, the model can provide a probability score for the patient 
of interest. If the patient answers negative to housing instability but the 
response contradicts the model prediction, then the healthcare provider 
can conduct further investigation along individual patient records and 
schedule a follow-up with the homeless prevention coordinator. More 
work needs to be done to calibrate prediction thresholds as need for 
decision support. A list of recently visited practitioners from predictive 
SMD categories can be presented to the coordinator as points-of-contact 
with additional information regarding the patients housing issues. 
Additionally, it can help guide coordinators to information sources and 
select documents containing relevant data about housing instability. 
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