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Abstract
This paper uses phylogenetic modeling to investigate the
evolutionary mechanisms responsible for the maintenance of
sound symbolism in the world’s languages. Applying our
model to sound-meaning correspondences reported in the lit-
erature, we find that many previously established associations
are weaker than expected when analyzed using our framework.
This is possibly because certain sound-meaning associations
are artifacts of slow-changing vocabulary items rather than
specific preferences for certain sounds in words with certain
meanings. For sound-meaning associations for which we find
evidence, the maintenance of sound symbolism appears to be
due to a tendency to preserve words in certain meanings if cer-
tain sounds are present.
Keywords: Sound symbolism; iconicity; sound patterns; lin-
guistic evolution; phylogenetic modeling

Introduction
A key characteristic of spoken human languages is the largely
arbitrary nature of sound patterns (Hockett, 1959): the first
consonant of cat has no iconic relationship to the entity to
which it refers, nor does it provide any cues to word class or
any other information that might assist a learner who has not
encountered the form before in deducing its meaning. Arbi-
trariness is a major driver of flexibility in language use, as the
set of possible forms that can be assigned to a particular con-
cept is not necessarily constrained by the need for a relation-
ship between form and meaning that is iconic (i.e., grounded
in perceptuomotor analogies).

At the same time, exceptions to arbitrariness are well doc-
umented. Certain sounds are over-represented in words de-
noting smallness (Ohala et al., 1994; Ekström, 2022). Sound
symbolism, a manifestation of iconicity, is shown to aid in
word learning (Imai & Kita, 2014). Research shows also
that semantically similar forms cluster together phonologi-
cally (Monaghan, Shillcock, Christiansen, & Kirby, 2014),
though it is not clear whether this represents general cross-
linguistic sound symbolic patterns or phenomena that tend to
be more language specific, like phonaesthemes or systematic-
ity (Dingemanse, Blasi, Lupyan, Christiansen, & Monaghan,
2015; Kwon & Round, 2015). Recent work identifies ro-
bust sound-meaning correspondences in representative sam-
ples of the world’s languages, while controlling for nuisance
factors such as genetic relatedness and geographic proximity
(Blasi, Wichmann, Hammarström, Stadler, & Christiansen,
2016; Johansson, Anikin, Carling, & Holmer, 2020; Win-
ter, Sóskuthy, Perlman, & Dingemanse, 2022), indicating that

sound symbolism is deeply entrenched in linguistic systems.
Semantic information has been shown to reduce uncertainty
in character-level language models of word form prediction
(Pimentel, McCarthy, Blasi, Roark, & Cotterell, 2019), fur-
ther supporting the notion that sound and meaning are inter-
twined in languages’ lexicons. However, our understanding
of the pathways of development of the sound symbolic com-
ponent in the world’s languages is currently underdeveloped.
Though a handful of studies document the diachrony of mo-
tivated sound patterns in individual languages (e.g., Carling
& Johansson, 2014), little is known regarding the overarch-
ing processes that introduce and maintain sound symbolism
in languages’ lexicons.

In this paper, we investigate the evolutionary dynamics
of sound symbolic patterns in the basic vocabulary of the
world’s languages. We use a phylogenetic model capable
of shedding light on the conditions under which vocabulary
items arise and are replaced. For instance, we can infer
whether a word form is more likely to be used for a partic-
ular concept (e.g., Nase for NOSE) if it contains a particular
sound (e.g., /n/). Additionally, we can infer whether pro-
cesses which mutate word forms (e.g., sound change, analog-
ical change, compounding, etc.) are more likely to introduce
or remove certain sounds in words with certain meanings. Fi-
nally, we can assess whether a vocabulary item is more likely
to be replaced if a particular sound is absent (e.g., if it lacks
a beneficial sound symbolic cue). In addition to inferring the
dynamics of individual sounds within concepts, we can com-
pare these quantities across concepts for a given sound, ask-
ing, e.g., if loss of the sound /n/ is more likely to lead to
vocabulary replacement in the concept NOSE than in the con-
cept EYE.

We conduct two studies using phylogenetic comparative
methods. First, we model the evolution of individual sound
patterns independently within lexical items corresponding to
different concepts. This allows us to investigate previously
reported associations between concepts and sounds as well as
explain how these associations take root and are maintained
over time. Additionally, we analyze the diachronic prefer-
ences for certain sounds in lexical items with particular mean-
ings in comparison to lexical items with other meanings. This
allows us to assess whether certain concepts exhibit stronger
relative long-term preferences for certain sounds in compari-
son to other concepts.
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We find that within lexical items corresponding to individ-
ual concepts, there is little support for the idea that evolution-
ary forces work to maintain sound symbolism; in many cases
they work against sound symbolism. A comparison of evo-
lutionary trends across pairs of meanings fails to find strong
support for certain previously reported associations; we dis-
cuss reasons for this negative finding. In cases where we find
evidence for relative sound symbolic preferences within con-
cepts, we find that these trends are due largely to selection-
like pressure toward preserving forms with certain sound pat-
terns in specific meaning slots.

Materials and methods
Data
Lexical ROOT-MEANING TRAITS are an important feature
in phylogenetic linguistics. Related languages share a root-
meaning trait if they express the same concept with forms
from the same cognate class (Dyen, Kruskal, & Black, 1992;
Ringe, Warnow, & Taylor, 2002; Bouckaert et al., 2012;
Chang, Cathcart, Hall, & Garrett, 2015). As an exam-
ple, Spanish comer ‘eat’ (< Latin com-edere ‘chew up’)
agrees with ancestral Latin edere in employing the Proto-
Indo-European root *h1ed- in the meaning slot EAT, whereas
French has manger (< Latin manducare ‘chew’), reflecting a
different cognate class. The evolution of root-meaning traits
was analyzed using data from a subset of the Lexibank repos-
itory (List et al., 2021) that has been processed to normalize
orthographic forms and link records in different languages to
the Concepticon semantic taxonomy (List, Tjuka, Rzymski,
Greenhill, & Forkel, 2022). Among the datasets in the Lex-
ibank repository, a number contain data corresponding to the
same languages. This overlap can potentially duplicate data
from the same families, biasing results. For this reason, we
work with a subset of datasets coded for cognacy.

We investigate sound-concept relationships reported in two
recent data-driven studies (Blasi et al., 2016; Johansson et
al., 2020). For comparability with previous results, we con-
vert forms to the orthography used by the Automated Similar-
ity Judgment Program (Wichmann, Holman, & Brown, 2018)
using the Python package asjp (Sofroniev, 2018). For phy-
logenetic comparative analyses, we code root-meaning traits
from Lexibank according to whether or not a sound reported
to be symbolic for a given concept is present or absent (e.g.,
whether /n/ is present in the root-meaning trait for NOSE in a
particular language).

The phylogenetic comparative methods we employ require
phylogenies of the languages under study. We use MrBayes
v. 3.2.7 (Huelsenbeck & Ronquist, 2001) to infer phylogenies
for the language families in the data sample we use on the ba-
sis of the binary (i.e., not coded for the presence of sound
symbolism) root-meaning traits found in Lexibank. We as-
sume gamma-distributed rate variation across classes of root-
meaning traits, along with a uniform tree prior and a relaxed
clock model with independent gamma-distributed rate varia-
tion across branches. Phylogenies were inferred over 1e8 it-

ABSENT

+SOUND

−SOUND

Figure 1: Continuous-time Markov process modeling the
evolution of sound patterns within root-meaning traits. The
system transitions between three states, in which the root
meaning trait is ABSENT, or present with a sound pattern
present (+SOUND) or absent (−SOUND).

erations of Markov chain Monte Carlo over two chains, with
a thinning interval of 1000 and the first quarter of samples
discarded as burn-in. This resulted in a posterior sample of
75000 trees for each family under study.

Model

In a given language, root-meaning trait is either absent or
present, and if present, either contains a symbolic sound or
does not. We assume that root-meaning traits evolve between
these three states according to a continuous-time Markov
(CTM) process parameterized by transition rates represent-
ing the frequencies at which transition types occur. These
rates are unobserved and must be estimated on the basis of
observed linguistic data and language phylogenies, usually
via Bayesian inference. This model is analogous to biolog-
ical models of morphologically dependent traits (Maddison,
1993): just as the evolutionary dynamics of trait values spe-
cific to an anatomical character (e.g., tail color) are rele-
vant only when the character is present, the evolutionary dy-
namics of sounds within root-meaning traits depend on the
root-meaning trait’s presence. The CTM process involved is
schematized in Figure 1.

Of particular interest to the study of the evolutionary per-
sistence of sound symbolism are asymmetries in pairs of tran-
sition rates governing the evolution of root-meaning traits.
Fitted independently for a root-meaning trait corresponding
to a single concept, this model can tell us whether the trait
is more likely to arise (i.e., a reflex of a cognate class is
used to represent a concept) if a certain sound is present
versus absent (by comparing the frequencies with which the
transitions marked by dashed arrows, representing BIRTH
RATES, occur). It can also shed light on whether gains of a
sound (e.g., via sound change, analogical change, and related
processes; cf. Nuckolls, 1999; Carling & Johansson, 2014;
Flaksman, 2017) are more frequent than losses (by compar-
ing transitions marked with dotted lines representing MUTA-
TION RATES). Rate asymmetries can tell us whether the trait
is more likely to be lost if one of these conditions is not met
(by comparing transitions marked by solid lines representing
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DEATH RATES). Finally, the STATIONARY PROBABILITY or
equilibrium distribution of the CTM process governing root-
meaning trait evolution, which represents the proportion of
time in which the system is expected to be in a particular
state as time approaches infinity, can tell us whether a con-
cept exhibits a greater long-term propensity towards a sound’s
presence than its absence. If used to analyze the behavior of
a single sound across root-meaning traits corresponding to
different concepts, the same model can tell us whether the
pressures represented by each of these rate asymmetries (me-
diating the presence of a particular sound) as well as asym-
metries in stationary probability are stronger in root-meaning
traits with certain meanings than in others (e.g., we can com-
pare propensity toward the sound /n/ in the concept NOSE vs.
TONGUE).

We model the evolution of these traits according to the hier-
archical model outlined below. A root-meaning trait express-
ing a concept with index c ∈ {1, ...,C} evolves in a family
with index f ∈ {1, ...,F} according to the following transi-
tion rates:

• Birth rates:
– λ

−
c, f (the rate at which transitions of the type ABSENT

→−SOUND occur)
– λ

+
c, f (the rate at which transitions of the type ABSENT

→ +SOUND occur)
• Mutation rates:

– ρ
+−
c, f (the rate at which transitions of the type +SOUND

→−SOUND occur)
– ρ

−+
c, f (the rate at which transitions of the type −SOUND

→ +SOUND occur)
• Death rates:

– µ−c, f (the rate at which transitions of the type −SOUND
→ ABSENT occur)

– µ+c, f (the rate at which transitions of the type +SOUND
→ ABSENT occur)

Transition rates are distributed as follows. Below, we write
rc, f to denote a given transition rate (e.g., λ

−
c, f ).

For analyses of individual sound-mean associations and
pairs of sound-mean associations, the generative process is
as follows:

• µr ∼ Normal(0,1)
• σr ∼ HalfNormal(0,1)
• rc ∼ Normal(µr,σr) : c ∈ {1, ...,C}
• σrc ∼ HalfNormal(0,1) : c ∈ {1, ...,C}
• rc, f ∼ LogNormal(rc,σrc) : f ∈ {1, ...,F}

Our hierarchical model structure allows rates to vary across
concepts and families in a restricted manner. This potentially
accounts for the fact that families may differ in terms of cov-
erage. For a given concept, an expected evolutionary rate is
given by exp(rc), since family-level rates are log-normally
distributed with mean rc.

Posterior probabilities of rates are computed via the prun-
ing algorithm (Felsenstein, 1981, 2004). Rates were inferred

using RStan version 2.26.13 (Carpenter et al., 2017), running
the No U-Turn Sampler (NUTS) over 4 chains for 2000 iter-
ations, with the first half discarded as burn-in. Model con-
vergence was assessed via the potential scale reduction factor
(Gelman & Rubin, 1992), with values under 1.1 taken to in-
dicate convergence. Rates were inferred on the basis of the
maximum clade credibility (MCC) tree for each family.

We carry out two sets of analyses using this model. In the
first, we infer transition rates for individual sound-meaning
associations. In the second, we infer transition rates for cer-
tain sounds across selected pairs of concepts. For analyses
of individual sound-concept associations, we run models for
the union of the two sets of sound-meaning associations re-
ported by Blasi et al. (2016) and Johansson et al. (2020). For
analyses of pairs of sound-concept associations, we take the
intersection between the two sets of associations, and restrict
our pairwise comparisons to contrasts between (1) a concept
reported as exhibiting a particular type of sound symbolism
(e.g., /n/ in NOSE) and (2) concepts within this list of con-
cepts exhibiting sound symbolism of any type (e.g., /n/ in
TONGUE). We use this somewhat restricted data set due to the
otherwise very large number of contrasts that we would need
to take into account if we conducted this study in a more ex-
ploratory manner. Of the models we fitted to investigate these
comparisons, some did not run to completion within a week
on the computing cluster that we used, and were excluded
from further analyses.

Results
Individual sound-meaning associations We inspect the
evolutionary behavior of individual sound-meaning associa-
tions with respect to four quantities of interest.

Stationary probability For root-meaning traits corre-
sponding to each individual sound-meaning association, we
compute the stationary probability of the CTM process pa-
rameterized by the expected rates (exp(rc)) for the concept in
question using the R function svd() for each sample from the
posterior distribution. This results in a sample of simplices
made up of the probabilities P(ABSENT), P(−SOUND), and
P(+SOUND), representing the proportion of time expected to
be spent in each state. We quantify the LONG-TERM PREF-
ERENCE for sound symbolism within a concept via the ra-
tio P(+SOUND)

P(−SOUND) . A ratio greater than 1 indicates that over the
course of evolution of root-meaning traits corresponding to
a given concept, a symbolic sound is expected to be present
for longer than it is absent. Following standard conventions
for one-tailed Bayesian hypothesis testing, we take there to
be decisive evidence for a long-term preference for sound
symbolism within a concept if the ratio P(+SOUND)

P(−SOUND) is greater
than 1 in 95% or more of samples. Figure 2 shows 95% and
85% credible intervals (CIs) for these ratios annotated with
the proportion of samples for which the ratio is greater than
1. As is clear, there is no decisive evidence for long-term
preferences for sound symbolism in any of the concept-sound
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Figure 2: 95% and 85% credible intervals (CIs) for ratios representing asymmetries in quantities of interest (stationary proba-
bility, birth rates, mutation rates, and death rates). Ratios greater than one point to forces that foster sound symbolism during
the evolution of root-meaning traits.

pairs analyzed. In fact, there appears to be decisive evidence
against long-term preferences for sound symbolism in many
of the concept-sound pairs analyzed.

Birth rates For each individual sound-meaning associa-
tion, we compare the frequency with which corresponding
root-meaning traits are born with symbolic sounds PRESENT
versus ABSENT by comparing the quantities exp(λ+

c ) and
exp(λ−

c ). The probability of a symbolic sound being present
in the initial state of the system can be computed via the for-
mula exp(λ+c )

exp(λ+c )+exp(λ−c )
(Tarasov, 2019). Here, we assess the

frequency with which root-meaning traits are born with ver-
sus without symbolic sounds via the ratio of the quantities
exp(λ+

c ) and exp(λ−
c ). Values greater than one indicate that

word forms are more likely to enter into particular meaning
functions if a symbolic sound is present. Hypothesis assess-
ment is as above; CIs and annotation are found in Figure 2.
There is decisive evidence for an asymmetry in birth rates that
favors sound symbolism in only one sound-meaning associ-
ation, /a/ in MOTHER. This asymmetry may be trivial, due
to the high overall frequency of sounds like /a/ in word lists

(though similar effects are not found for /a/ in other concepts,
e.g., FLAT), and in any event, it does not lead to a higher over-
all stationary probability of /a/ in words meaning MOTHER.

Mutation rates For each individual sound-meaning associ-
ation, we compare the frequency with which changes alter-
ing word forms used for certain concepts INTRODUCE ver-
sus REMOVE a symbolic sound by comparing the quantities
exp(ρ+

c ) and exp(ρ−
c ). We assess asymmetries in the frequen-

cies of these different types of change via the ratio of these
two quantities. Hypothesis assessment is as above; CIs and
annotation are found in Figure 2. There is no decisive evi-
dence that mutational changes altering word forms are more
likely to introduce versus remove a symbolic sound for any
of the sound-meaning pairs analyzed.

Death rates For each individual sound-meaning associa-
tion, we compare the frequency with which forms CONTAIN-
ING versus LACKING a symbolic sound fall out of use in a par-
ticular meaning function by comparing the quantities exp(µ+c )
and exp(µ−c ). We assess asymmetries in the frequencies of
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Figure 3: Pairwise differences in long-term preferences towards sounds (stationary probabilities) across concepts. Sounds in
question are given below each graphviz (Ellson et al., 2002) visualization. Concepts are shaded if an association is reported for
them with the sound in question in the literature cited.

these different change types via the ratio of these two quanti-
ties. Hypothesis assessment is as above; CIs and annotation
are found in Figure 2. We find decisive evidence that root-
meaning traits corresponding to the concept SMALL are more
likely to die out (i.e., the words used will fall out of use in this
particular meaning slot) if the sound /i/ is absent, and find
the same effect for the concept I with respect to the sound
/a/. Again here, this result may be trivial, due to the high
overall frequency of sounds like /a/ in word lists. We find
near-decisive evidence for this effect for the concept TONGUE
with respect to /l/.

It is worth noting that although we find some decisive evi-
dence for rate asymmetries both in birth and death rates, these
do not ultimately impact the long-term preference for sound
symbolism in the sound-meaning associations in question.

Pairs of features
Above, analyses of asymmetries in stationary probabilities
and transition rates showed that evolutionary forces do not
overwhelmingly favor sound symbolism in the histories of
root-meaning traits — overall, /n/ is not expected during the
majority of time that a words meaning NOSE are present. Still,
these asymmetries, however weak, may foster the presence of
symbolic sounds in certain concepts more than in others. We
use the hierarchical model described above to investigate the
evolution of symbolic sounds across selected pairs of con-
cepts. We assess whether one concept has a greater sound-
symbolic propensity than another concept (in terms of sta-
tionary probability, birth rates, mutation rates, or death rates)
by comparing the ratios of the quantities discussed in the pre-
vious section. This could tell us, for instance, that one con-
cept (e.g., TONGUE) has a greater long-term propensity for a
sound (e.g., /l/) than another concept (e.g., NOSE), even if the
stationary probability of the sound’s presence in the first con-
cept is lower than the stationary probability of its absence (as
demonstrated to be the case in results for individual features).

Figure 3 shows pairwise differences in concept-level ratios
of the stationary probability of presence versus absence of
several sounds. Solid lines directed from one concept to an-
other indicate that the former concept has a higher long-term

preference for the sound in question than the latter in more
than 95% of samples (dashed and dotted lines indicate that
this relationship holds in more than 85% and 50%, respec-
tively, of samples). Concepts are shaded if an association is
reported for them with the sound in question in the literature
cited.

These pairwise comparisons indicate relatively weaker
support for certain sound-meaning associations than is re-
ported in the literature that serves as the basis for our in-
vestigations. Surprisingly, the concept NOSE does not show
a decisively higher preference for the sound /n/ than other
concepts, even though this is a frequently reported associa-
tion. Additionally, while the concept BREAST exhibits deci-
sive evidence for a higher propensity toward /m/ than several
other concepts, there is weaker evidence with respect to cer-
tain concepts not known for an association with this sound
(e.g., ROUND).

We inspect pairwise concept-level differences in asymme-
tries in transition rates for two sounds within which there
is stronger evidence for sound symbolism, /l/ (vis à vis
TONGUE) and /m/ (vis à vis BREAST). Figure 4 gives
graphviz visualizations of differences in concept-level rate
asymmetries involving these sounds. We see that root-
meaning traits for TONGUE are more likely to be born if /l/
is present than those meaning BREAST and WE, but root-
meaning traits for BREAST are not more likely to be born
with /m/ than the other concepts under study here. Muta-
tion rates are no more likely to introduce the sounds /l/ and
/m/, respectively, in the concepts TONGUE and BREAST than
they are in other concepts. Finally, we see that root-meaning
traits for TONGUE are decisively more likely to die out if /l/
is absent than in all other concepts investigated; this behavior
also holds for /m/ to some extent. These results show us that
where symbolism persists, it is largely mediated by quasi-
selectional forces which conserve forms in certain meaning
roles if they exhibit particular symbolic sounds.
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Figure 4: Pairwise differences in rate asymmetries involving the sounds /l/ and /m/. Concepts are shaded if an association is
reported for them with the sound in question in the literature cited.

Discussion and Outlook
In this paper, we used a phylogenetic comparative model
to investigate the development of sound symbolism within
lexical items. We applied this model to individual sound-
meaning associations in order to better understand aspects
of the propensity toward sound symbolism within individual
concepts, and also analyzed relative propensities towards par-
ticular sounds across multiple concepts. Our chief goal was
to understand the specific diachronic mechanisms involved
in the maintenance of sound symbolism, namely whether the
presence of symbolic sounds within root-meaning traits cor-
responding to particular concepts is mediated by a tendency
of forms with certain sounds to enter into use in certain mean-
ing functions, mutational forces giving rise to certain sounds
in forms with certain meanings, or the tendency of a form
to be preserved in particular meaning function if a symbolic
sound is present in it. A better understanding of these mech-
anisms sheds light on our understanding of the selectional
forces underlying this phenomenon.

Restricting analyses to individual sound-meaning associa-
tions, we find virtually no evidence that symbolic sounds are
overwhelmingly favored during the history of root-meaning
traits corresponding to particular concepts; on average, sym-
bolic sounds are expected to be present a minority of the
time, and evolutionary mechanisms are often more likely to
remove symbolic sounds than they are to create them. At first
blush, this comes as a surprise, but this result makes greater
sense in light of the fact that the large-scale analyses of sound
symbolism cited in this paper demonstrate evidence for rela-
tive propensities for certain sounds among concepts that are
higher than baseline propensities across all concepts. The
sound /l/ may be present in only a small fraction of words
meaning TONGUE, but this proportion will be larger than that
of words for concepts exhibiting the same sound.

Our pairwise analyses find some support for sound-
meaning associations reported in the literature. For instance,
we find that TONGUE has a higher overall propensity for
the sound /l/ than the majority of other concepts taken into
consideration, and that BREAST exhibits a higher propensity
for /m/ than a number of concepts. However, we find that

some frequently reported associations are not supported by
the modeling framework that we use. For instance, there is
no evidence that words for NOSE exhibit a higher propen-
sity for /n/ than in other concepts. There are a number of
possible reasons for this finding. We use a different sam-
ple from the two studies cited which is restricted to rela-
tively large families, a prerequisite for phylogenetic methods
(though see Jäger & Wahle, 2021 for extensions to small fam-
ilies, orphans, and isolates, or alternatively, the global phylo-
genetic approach of Shcherbakova et al., 2023). However,
the families we use exhibit broad geographic coverage and
should be capable of capturing global evolutionary trends.
We might also expect different results when probing asso-
ciations between meanings and features (e.g., NASAL) as op-
posed to specific sounds; we investigated associations of the
latter type because they are reported in the literature. The
negative results we report may also be due to the fact that
some previously reported associations are an artifact of slow-
changing vocabulary items and historically deep areal pat-
terns, confounds that were not captured by the phylogenetic
and areal controls employed in previous studies. In cases
where we find robust relative evidence for a sound-meaning
correspondence, associations persist largely because forms
with a particular sound (e.g., /l/ in TONGUE) are less likely
to be replaced in particular meanings than words for other
concepts with the same sound, but not necessarily due to pro-
cesses which alter word forms or because forms with particu-
lar sounds are more likely to enter into use in particular mean-
ing functions. Our results serve as an initial step in clarifying
the diachronic mechanisms underlying sound symbolism in
the world’s languages.
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