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Our knowledge of the atmosphere has increased immensely in the last few decades because

of high-resolution "storm-resolving" climate models. With these models, we can simulate

atmospheric processes including deep, moist convection with detail previously not possible

giving us a more accurate representation of storms, precipitation, and atmospheric waves.

However, limits continue to constrain our understanding of the dynamics of the atmosphere.

We presently lack the ability to run these new storm-resolving models (SRMs) for the

durations we need to understand the cloud-climate feedback. Meanwhile, running these SRMs

for any amount of time produces very large volumes of data which are difficult to analyze

properly. This work leverages disparate machine-learning approaches in an attempt to break

through these deadlocks. First, we implement feed-forward neural networks to replace the

computationally expensive explicit convection calculations within the "Super-parameterized

Community Atmospheric Model" (SPCAM) allowing us to run the model at a fraction of

the original computational cost but with the same accuracy even when realistic geographic

boundary conditions are included. Second, we use deep generative models to analyze and

organize SPCAM output. This allows us to identify unique types of convection as well as

convective storm anomalies within the data. A third outcome involves expanding on this

unsupervised learning work to compare different SRMs - including uniform resolution global
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cloud resolving models - and quantify which have similar representations of the dynamics of the

atmosphere. We find that even among high-resolution SRMs there are substantial differences

in the type, proportion, and intensity of convection in representations of atmospheric dynamics.

Fourth, we leverage these deep, generative machine learning models to make a novel metric

of climate change and use it to better understand the physical mechanisms driving changes in

extreme precipitation. We capture anticipated signals of global warming with minimal human

intervention while showing the importance of the convection regime type to controlling the

changing spatial patterns of heavy rainfall.
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Chapter 1

Introduction

1.1 Background

1.1.1 Our Cloud-Climate Deadlock

Understanding Earth’s atmosphere requires thinking not only about large-scale disturbances

but the small scale physical processes behind the waves and structures. Though our observa-

tional records are (both spatially and temporally) incomplete, the climate science community

has successfully constructed large scale "General Circulation Models" (GCMs) to represent

large-scale circulation and its coupling to many subgrid processes. Agreement of these

simulators’ predictions with many observational constraints has yielded some confidence in

our understanding of large-scale trends in mean temperature and precipitation while helping

to fill in the gaps in our observational records.

While climate models are integral tools in understanding and preparing for the effects of climate

change, the size and complexity of the Earth’s atmosphere necessitate parameterizations

(approximations) embedded in the models. For the past several decades, these imprecise
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parameterizations of cloud processes have been linked to large biases and error bars on model

prediction of key processes such as the intensity of extreme precipitation and tropical cyclones,

and the frequency and distribution of low-level clouds, particularly over the equatorial

regions [139, 37]. Thankfully, alternatives to the inaccuracy of parameterization of cloud

processes are becoming available with the deployment of modern climate models that make

fewer assumptions about unresolved convective processes [76, 82, 8].

Figure 1.1: Visual of the design of a modern super parameterized climate model with
embedded 2D fields in the host General Circulation Model to explicitly resolve deep, moist
convection. Figure from the Energy Exascale Earth System Model Project.

For instance, the implementation of modern "storm-resolving" climate models (SRMs) has

begun to transform our understanding of the way the atmosphere works. In SRMs, the

use of kilometer-scale horizontal resolution allows for the explicit resolution of deep, moist

convection and more accurate representation of storm patterns while simulation biases like

the early diurnal onset of deep convection and precipitation over the tropics, which were once

ubiquitous, are now reduced [139, 32, 37, 96, 95, 84].

However, there are still problems with these global SRMs that limit their utility for widespread

use toward an increasingly comprehensive understanding of our atmosphere. First, the
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computational cost of running these simulations for even short amounts of time is exorbitant;

for long timescales we will need a 1011 increase in computing power [146]. This restricts our

ability to run these simulations for the decades we would need to better understand global

warming and narrow the uncertainty of the cloud-climate feedback. Meanwhile, even these

Storm-Resolving Models still suffer some uncertainties and biases due to their continued need

to parameterize sub-km processes including fine-scale turbulence as well as microphysical

processes regulating precipitation formation, droplet growth, and descent [146].

But in addition to increased computational costs, a downside of these storm-resolving

simulations is the sheer volume of SRM simulations’ output required to resolve horizontal

grid cells across the globe at this substantially higher spatial resolution. This simulation

output from GRSMs over just a few weeks can quickly generate terabytes of data [152],

becoming overwhelming to the human eye and for long-term storage. Traditional analysis

approaches rely on scale selectivity and linear dimensionality reduction which can fail to

capture non-linear relationships we know exist in the atmosphere [19, 168, 165].

1.1.2 The Tropical Atmosphere

Our present understanding of the atmosphere, and in particular the tropics is derived in the

shadow of this gridlock between SRMs which resolve major details of the tropical atmosphere

but cannot be run for long durations of time and General Circulation Models (GCMs)

which fail to accurately represent details of convection and precipitation but can be run for

decades [75].

Extracting detail about the tropical atmosphere from such simulations, especially in the era

of SRMs, requires methods to reduce dimensionality that have led to helpful insights. Simple

linear methods have been shown to be able to reduce coupled models of the atmosphere

in a representative manner [19, 168]. Representing 2D fields of atmospheric information
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Figure 1.2: Idealized vertical modes of convection as derived in [148].

as just a few statistical moments in a summary profile is a common approach. Clustering

convection by these summary statistics is considered a clean way to sidestep data volume in

a high resolution model that is being analyzed. Just the basic vertical structure, through

one [107, 104] or preferably two baroclinic modes [105, 58] of the troposphere derived from the

shallow water equations allows for a multi-cloud partitioning that can produce tropical waves

and emulate the observed structure of the atmosphere. Most of these large scale partitioning

techniques (though not all [106]) identify three distinct modes of convection [70, 159, 135]

that help elucidate the dominant patterns of weather in the tropics (Figure 1.2). While

encouraging, the above approximations do not leverage the full benefits of the high resolution

simulations available in SRMs and can ignore crucial spatial details needed to understand

the details of small scale storm formation, growth, and in particular precipitation shifts that

are sources of large uncertainty in climate simulations today.

Rainfall is among the most crucial weather phenomena on the planet for humans. It drives

agriculture and development but can cause significant property damage and threats to life.
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Its variable amount largely drives regional differences across Earth’s climate [131]. Since

predicting rainfall in numerical simulations is intimately linked to assumptions drawn about

formulating deep convection, it remains highly challenging to predict [84]. Climate models

show large uncertainty about changing precipitation patterns, the role of convective memory,

precipitation extremes, and even the timing of the diurnal cycle of precipitation [75, 37, 134].

When we consider the scale of tropical convection and precipitation in relation to the size of

the Earth’s atmosphere as a whole, these modeling problems shouldn’t be surprising. Rainfall

is generated and driven by a myriad of factors including latent heat transport, convection,

and transport of heating and moisture, microphysics, and land-sea interactions. Many of

these processes occur over meters to just a few kilometers, while the typical climate model

has a horizontal resolution of 50 to 100 kilometers, meaning that the physics behind rainfall

and convective processes must be parameterized. We hence require tools to better model

and understand these crucial atmospheric processes that don’t require infeasible amounts of

computational resources.

1.1.3 Machine Learning

Given the present (and anticipated future [146]) limitations on understanding the atmosphere

via traditional GCMs and SRMs, this work investigates the utility of Deep Learning (multi-

layer neural networks), to enhance climate model performance, analyze large simulation

outputs, and contribute to our understanding of the tropical atmosphere all within the

computational limits we are governed by today.

The idea of using neural networks to advance climate science is not in and of itself a novel

idea but and rather a topic of debate for decades. Since the 1990’s, attempts to use primitive

neural networks and supervised learning frameworks for cloud classification and data-driven

exploration of key climate information have been attempted [40, 91]. However, much of this
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early work was unsuccessful, with limited training data and neural network architectures

failing to properly extract features from the weather data.

At the same time, there have been efforts to embed neural networks into climate models

themselves. The concept of replacing sub-grid convective parameterizations in GCMs with

much (computationally) cheaper neural networks has long been tantalizing [50]. This would

unlock the potential to run high-resolution climate models which explicitly resolve key

atmospheric processes for decades and narrow the cloud climate feedback. But previous

attempts at this engineering challenge also have hit roadblocks. Early neural networks were

often not optimized to the task at hand in their design, lacking the necessary complexity and

ability to generalize across climate data [87, 66, 86].

However, more recently there have been significant strides toward the successful deployment of

artificial intelligence in climate and atmospheric sciences. In seasonless, aqua-planet climate

simulations, hybrid-climate modeling powered by machine learning was proven possible by

manually tuned Deep Neural Networks (DNNs), even in online "prognostic" modes in the

Community Atmospheric Model (CAM) [50, 140]. Simultaneously, rapid advances in machine

learning architectures, and in particular generative approaches [52] have set the stage for

more successful feature extraction of high-resolution climate model output and observational

data as well as a framework to replace stochastic parameterizations [40, 91].

These advances are particularly timely given the recent increase in the number of high-

resolution simulations and observational data sets of the Earth. With these massive simu-

lations, we have treasure-troves of information about the atmosphere, but lack techniques

to analyze it to its fullest potential, particularly through more objective, data-driven meth-

ods. A common approach up to this point has been Principle Component Analysis (PCA

or Empirical Orthogonal Functions (EOF)) – this method has the advantage of reducing

the data to just a few, easy to visualize dimensions [165]. Recent applications of PCA to

high-resolution satellite data yield distinct cloud patterns in just a couple of interpretable
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dimensions [41, 67]. Basic unsupervised clustering algorithms, particularly K-Means Clus-

tering, have also shown novel analysis potential for geo-spatial data recently [151]. While

convenient, these simpler approaches can sacrifice crucial non-linear relationships resulting

in important information loss critical in the full representation of stochastic processes like

convection [165]. We envision the potential for deep, generative machine learning models to

provide novel dynamical analysis of high resolution, multi-variate climate simulations not

tractable by the more conventional approaches outlined above. Rudimentary Autoencoders

(AEs) used on Geostationary Operational Environment Satellite (GOES-16) imagery have

already demonstrated the ability of machine learning methods to find new structures and

regimes in climate data [40, 91]. But we believe that other unsupervised machine learning

models, in particular, Variational Autoencoders (VAEs) remain under-exploited for use on

SRMs and large observational data.

With the hope of building on the climate science and machine learning advances described

above, we developed the following research questions:

• (Chapter 2) To what extent can feed-forward neural networks skillfully replace sub-

grid convective parameterizations when trained beyond aquaplanets in situations of

Earth-like complexity?

• (Chapter 3) Can the generative machinery of Variational Autoencoders organize a high-

resolution convection simulation’s output in an unbiased manner helpful for objective

analysis?

• (Chapter 4) If so, do the resulting learned embeddings provide a novel way to measure

differences in dynamics of convection across the massive simulation outputs of various

SRMs with minimal assumptions?

• (Chapter 5) Building on this foundation, is it possible to gain new insight into how

extreme precipitation will change in the future, including the complexity of changing
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convective regime structures?

1.1.4 Outline

To address our objectives, we introduce several models, techniques, and simulation datasets.

More concretely:

• Simulation output from the Super Parameterized Community Atmospheric Model

(SPCAM).

– CAM version 3 (Chapter 2, baseline model output for comparison).

– SPCAM version 3 (Chapter 2, aquaplanet simulation).

– SPCAM version 5 (Chapters 2, 3, 4, 5 realistic Earth-like simulations).

– SPCAM version 5 with sea surface temperatures warmed by +4 Kelvin (Chapter

5, approximated climate change).

• 8 SRM simulations from the DYAMOND Initiative including SAM, ICON, NICAM,

UM, GEM, IFS, ARPEGE, and SHIELD (Chapter 4).

• Feed-forward neural networks composed of densely connected stacks (Chapter 2).

• Fully convolutional Variational Autoencoders (Chapters 3, 4, 5).

• Statistically constrained Variational Autoencoders (Chapter 3).

• Dimensionality reduction techniques and distribution shift measurements (Chapters 4

and 5).

Each chapter covers a different way machine learning can be utilized to contribute to climate

and atmospheric sciences. Much of the work is intentionally explorative of emerging machine
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learning algorithms with breakthrough potential, reflecting an era in which accelerating

developments in computer sciences are disrupting multiple fields of science. But the ultimate

intent of the work is to seek new scientific foundations for unbiased analysis and novel physical

discovery.

We start with Chapter 2 from the basic idea that a hybrid modeling framework can be

expanded beyond simple aquaplanets [50, 140] to a more Earth-like atmosphere with the

influence of continents and seasons. In the physical host climate model, the sub-grid scale

convective parameterizations we wish to emulate with a DNN are cast locally in space and

time. This means that even though the learning task is more difficult, we must rely on a

simple feed-forward neural network to replace the sub-grid parameterizations. We train this

neural network on large volumes of SPCAM5 data and tune the network with a sophisticated,

semi-automated sweep to find the optimal hyper-parameters for the best fit. We find that

with this sufficient training data and tuning that the neural network is able to emulate the

sub-grid parameterizations even with the added complexity of the diurnal heating cycle,

land-sea interactions, and seasonal oscillations. Convective Memory does not seem to be a

necessary input to the neural network in order to emulate deep convection and storms.

Chapter 3 begins to move beyond the use of neural networks as engineering tools for improving

climate models, by beginning to deploy machine learning methods for novel analysis. To

accomplish this, we take a different output from SPCAM; the embedded high-resolution

2D vertical velocity fields. This information serves as a proxy for convective dynamics, for

machine learning-assisted dynamical analysis. Instead of simple neural networks, we rely

on unsupervised learning and Deep Generative Models for analysis of this high-resolution

convection data. We train the first-ever Variational Autoencoders (VAEs) to be exposed to

high-resolution convection data from a convection permitting climate model. The purpose

is scientific interpretability. VAEs are widely used for density estimation and non-linear

dimensionality reduction [80]. In a low-dimensional "latent" representation, we will show
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VAEs can disentangle confounding aspects of convection by differentiating intensity, vertical

structure, turbulent length scale, and more. The latent space can also be used to track

the diurnal cycle of deep convection. The VAE, through its density estimation properties,

can also assist in anomaly detection by detecting unusual storms and convective formations

among large volumes of vertical velocity fields. The next goal is to quantify and focus this

data-driven analysis for both model improvement and physical discovery.

Chapter 4 addresses the first goal raised by the analysis in Chapter 3 by building an objective

framework to inter-compare different SRM simulation outputs. In addition to the SPCAM

data previously discussed, we introduce 8 different SRMs – fully global storm resolving models

- from a modern intercomparison archive and train VAEs for all simulations. We design a

method to compare the low dimensional latent representations both qualitatively through

visual inspection and more formally through vector quantization to measure "Distribution

Shift" differences. We find that across the pool of available high dimensional SRMs there

is only a subset that exhibits convergent properties, agreeing on the type, intensity, and

the proportion of convection properties simulated in the tropical atmosphere; a secondary

group is in disagreement. We hope these findings can help elucidate the consequences of

parameterization choices in SRMs and help to inform how these models are designed for the

future.

Finally, we turn to the possibility of physical discovery through machine learning in Chapter

5. We again return to the use of SPCAM5 data, but now introduce an additional dataset

warmed by +4K as a proxy of global warming. The same distribution shift approach innovated

in Chapter 4 is applied to studying changing climate, and reveals spatial shifts in regimes

of convection that are able to explain the changes in Extreme Precipitation between the

"Control" and the "Warmed" climates. Changes in dynamical regimes dominate over changes

linked to other variables when it comes to the spatial variability of extreme precipitation.

The Variational Autoencoder was able to leverage the rich spatial information provided by
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the simulation output to derive new insights into the behavior of extreme precipitation with

global warming on both local and regional scales.

The results from the chapters are summarized at the end of the thesis in Chapter 6 along

with ideas for future research and reflections on the future of machine learning in atmospheric

sciences. Chapter 2 has been published in the Journal of Advances in Modeling Earth

Systems. Chapter 3 was part of the 2020 Climate Informatics Workshop before being

accepted for publication in the Association of Computing Machinery. Chapter 5 was accepted

for publication and is currently in revision at the Journal of Environmental Data Sciences.

Chapter 4 is on the verge of submission.
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Chapter 2

Neural-Network Emulation of Sub-grid

Parameterizations

2.1 Abstract

We explore the potential of feed-forward deep neural networks (DNNs) for emulating cloud

superparameterization in realistic geography, using offline fits for data from the Super

Parameterized Community Atmospheric Model. To identify the network architecture of

greatest skill, we formally optimize hyperparameters using ∼250 trials. Our DNN explains

over 70 percent of the temporal variance at the 15-minute sampling scale throughout the

mid-to-upper troposphere. Autocorrelation timescale analysis compared against DNN skill

suggests the less good fit in the tropical, marine boundary layer is driven by neural network

difficulty emulating fast, stochastic signals in convection. However, spectral analysis in the

temporal domain indicates skillful emulation of signals on diurnal to synoptic scales. A close

look at the diurnal cycle reveals correct emulation of land-sea contrasts and vertical structure

in the heating and moistening fields, but some distortion of precipitation. Sensitivity tests

12



targeting precipitation skill reveal complementary effects of adding positive constraints vs.

hyperparameter tuning, motivating the use of both in the future. A first attempt to force

an offline land model with DNN emulated atmospheric fields produces reassuring results

further supporting neural network emulation viability in real-geography settings. Overall,

the fit skill is competitive with recent attempts by sophisticated Residual and Convolutional

Neural Network architectures trained on added information, including memory of past states.

Our results confirm the parameterizability of superparameterized convection with continents

through machine learning and we highlight the advantages of casting this problem locally in

space and time for accurate emulation and hopefully quick implementation of hybrid climate

models.

2.2 Introduction

Although global atmospheric model simulations are increasingly high-resolution, even under

optimistic scenarios of enhanced computing performance, physically resolving the atmospheric

turbulence controlling clouds will likely not be feasible for decades. Current climate model

horizontal grid cells are typically 50-100 kilometers wide but the turbulent updrafts governing

cloud formation occur on scales of just tens to hundreds of meters and the microphysical

processes regulating convection occur down at the micro-meter scale [146, 18, 110]. This

discrepancy creates large uncertainties about the precise details of deep convection on

cloud feedbacks and climate change [20]. Multi-scale methods such as embedding two-

dimensional Cloud Resolving Models (CRMs) into General Circulation Model (GCM) grid

cells (superpararmeterization) have been used to directly resolve the spatial and temporal

progression of moist convection. More recently, explicit kilometer-scale simulation of moist

convection has improved the representation of deep convective clouds and the hydrological

cycle [139, 146, 95, 32, 37]. These advancements allow models to simulate historically
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challenging atmospheric modes of variability like the observed afternoon maxima of deep

convection over continents and a more realistic probability distribution of precipitation that

captures extremes on the tail-end [84, 96]. However, even the highest resolution global CRM

simulations today require some assumption-prone parameterization for microphysics and

sub-km turbulence, among other cloud processes [150, 29], although multi-scale algorithms

still hold promise for making some of this explicitly tractable [68].

Given these dual physical and computational hurdles, using machine learning emulators to

replace sub-grid convective physics in coarse-resolution climate models is an area of rapidly

increasing interest. Following seminal works including [85, 88, 81], recent breakthroughs

from global aqua-planet simulations have provided a proof of concept for hybrid climate

models powered by machine learning. [50] showed 40-100M samples taken from a zonally

symmetric aqua-planet simulation were sufficient to train a five to ten layer DNN to emulate

superparameterized convective heating and moistening in a hold-out test dataset, with R2

greater than 0.7 in the mid-troposphere. Building on these results, [140] demonstrated that a

similar DNN could even be run in a prognostic setting, coupled to an advective scheme in

the Community Atmosphere Model (CAM), thus generating accurate mean climate states

and equatorial wave spectra at as low as five percent of the computational cost of actual

superparameterization. Recently, [121, 175] showed that similar prognostic success can occur

in idealized aqua-planets trained on coarse-grained three-dimensional output using Random

Forests (RFs). These RFs used refined inputs and outputs tailored to the prognostic variables

underlying the System for Atmospheric Modeling or SAM, which is the embedded storm-

resolving model used in the SPCAM multimodel framework. Whereas all of the above studies

have focused on aqua-planets, skillfully replicating convection in more complex, realistic

settings is a key step towards building a replacement for traditional sub-grid parameterizations

of deep convection in climate models.

Achieving competitive emulation of convection under realistic geography may be a much
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more significant hurdle for neural networks. At the time of this writing, a first pioneering

attempt has been made to fit superparameterized convection in a realistic operational setting.

Results of this Chapter indicate that sophisticated network designs involving the addition of

1D convolutions in the vertical dimension, and ‘residual” neural network architecture [60]

using state information from previous time steps, appeared critical to achieving reasonable

fits [59]. This raises two issues. From a practical perspective, implementing neural networks

that rely on prior temporal information (such as the Resnet in [59]) as coupled components

of a host climate model is technically challenging since previous timesteps are not typically

passed to the physics parameterization. From a philosophical perspective, this questions

casting machine learning parameterizations of convection locally in time. If confirmed, these

two issues make the full potential of neural network (NN) emulators as a tool to advance

scientific understanding beyond aqua-planets substantially harder to utilize.

On this basis, we explore whether feed-forward DNNs are capable of emulating convection

with real-geography if sufficient hyperparameter tuning is taken advantage of when training

our neural network. The hypothesis that even a feed-forward neural network can emulate

superparameterized convection with realistic geography is based in part off the results

of [123] on aqua-planets in which formal, expansive hyperparameter tuning was identified

as essential for the performance of a DNN to emulate convection. We focus on emulating

superparameterization to avoid ambiguities due to coarse-grained uniformly-resolved CRM

output [23]. We readily acknowledge that other methods such as RFs [176] also show

success and promise in sub-grid convection emulation. Indeed, RFs have some advantages,

including automatically respecting physical constraints that are linear in their outputs,

such as energy conservation, and positive-definite precipitation, which are not guaranteed

in DNNs [176]. Furthermore, [163] has demonstrated that RFs can be used to correct, or

"nudge" parameterizations and reduce simulation errors even for realistic convection. However,

there are also ways to enforce such constraints in DNNs [16, 90], and RFs also come with

disadvantages. To cite a few, RFs with deep trees quickly become computationally expensive

15



for large datasets, requiring large storage capacity which could prevent taking full advantage

of Graphics Processing Unit (GPU) infrastructure [176]. RFs may struggle to capture local

patterns in the atmosphere as well [163]. For these reasons, we leave RFs for future work.

Here, our task is to understand what convective patterns, cycles, and modes of variation in a

realistic setup of superparameterized convection can be fitted with a feed-forward DNN. We

additionally aim to establish a set of post-processing metrics to benchmark our own neural

network’s performance and transparently compare different neural network emulators trained

on similar data. Section 2.3 outlines the details of our simulation dataset, introduces the

design of a neural network, and describes our automated hyperparameter tuning algorithm,

capable of finding a reasonable fit. Then, in Section 2.3.3, we lay out our test benchmarks. In

Section 2.4 we present the spatial and temporal breakdown of our neural network predictions

for parameterized convective tendencies. We also analyze the plausibility of the neural network

emulated hydrological cycle in detail. The last part of Sections 2.4 examines the potential

to couple an aqua-planet trained neural network to a land model as another credibility test

towards a hybrid climate model. Section 2.5 includes a summary of our work, its limitations,

and potential directions for future research.

2.3 Methods

2.3.1 Climate Simulation Data

We leverage three different datasets to train, test, and benchmark DNNs emulating convection

with real-geography. The data are based on the Super Parameterized Community Atmospheric

Model (SPCAM), a global climate model that nearly explicitly resolves atmospheric moist

convection by using idealized embedded CRMs [139, 54]. Each of the host GCM’s grid cells

embed two-dimensional CRMs of optional horizontal resolution and physical extent, thus
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avoiding heuristic parameterization of sub-grid moist convective processes [139, 12].

For a point of reference, we first use outputs from SPCAM v.3 (SPCAM3) at T42 spectral

truncation (i.e. 8,192 horizontal grid cells) driven with boundary conditions of a zonally

symmetric aqua-planet; as in [140]. We then build beyond previous aqua-planet emulation

studies by generating a new dataset from a more modern version (v.5) of SPCAM (SPCAM5)

that includes higher horizontal resolution (1.9x2.5 degree finite volume dynamical core, i.e.

13,824 grid cells) and in which we incorporate realistic boundary conditions, including a

land surface model, seasonality, and a zonally asymmetric annual climatology of sea surface

temperatures (SSTs). The dataset is similar to one recently used in [59] but with a few

differences. The simulation itself is 10 years long, but selectively sub-sampled to every 10

days to avoid temporally autocorrelated training samples. We also rely on a shorter GCM

timestep (15 minutes as opposed to 20) (Table 2.1). As in [50, 140], but unlike [59], we make

the further simplification of using a reduced (32-km) CRM horizontal extent, i.e. CRMs with

only 8-columns apiece, instead of the 128-km / 32-column CRM configuration (Table 2.1).

This decision, based on [137]’s finding that (for deep convection) small CRM domains do not

corrupt the representation of tropical wave dynamics in SPCAM. This also has the advantage

of simplifying the comparison of our results to [50, 140]. Meanwhile, there are reasons to

think it may facilitate DNN emulation [22, 123]. The codebase for running the “SPCAM5”

simulations is the same employed by [129], which is archived at https://github.com/

mspritch/UltraCAM-spcam2_0_cesm1_1_1; this code was in turn forked from a development

version of the CESM1.1.1 located on the NCAR central subversion repository under tag spcam_

cam5_2_00_forCESM1_1_1Rel_V09, which dates to February 25, 2013. Finally, for reference,

we analyze output from the conventionally parameterized version of CAM5; this helps assess

the emulation of Superparameterization compared to conventional parameterization.
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Simulation Datasets
Details CAM5 SPCAM3 SPCAM5
Spatio-temporal resolu-
tion

1.9°×2.5°×15 min 2.8°×2.8°×30 min 1.9°×2.5°×15 min

Total Number of Days
Simulated

93 93 3,650

Total Number of atmo-
spheric columns Simu-
lated

123,420,672 36,569,088 4,843,929,600

Table 2.1: Details of the three datasets used for benchmarking the results of our DNN trained
on real-geography data.

DNN Setup
Input Size Output Scaling factor size

Temperature (K) 30 Heating Tendency (K/s) cp 30
Specific Humidity (kg/kg) 30 Moistening Tendency (kg/kg/s) Ls 30
Surface Pressure (hPa) 1 TOA LW Flux (W/m2) -1e-3 1
Solar Insolation (W/m2) 1 Surface LW Flux (W/m2) 1e-3 1

Sensible Heat Flux (W/m2) 1 TOA SW Flux (W/m2) -1e-3 1
Latent Heat Flux (W/m2) 1 Surface SW Flux (W/m2) 1e-3 1

Precipitation (m/s) 1728000 1

Table 2.2: Details of the input and output vectors to the DNN. cp refers to the specific heat
capacity of air at a constant pressure and is assumed to be 1.00464e3 (J/kg/K) and Ls is
the latent heat of sublimination of water in standard atmospheric conditions calculated by
adding the latent heat of vaporization 2.501e6 (J/kg) and the latent heat of freezing 3.337e5
(J/kg). Precipitation is weighted by the same prefactor, 1728000, also used in [140] to ensure
it is felt in the loss function of the DNN.
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2.3.2 Neural Network Design

We design a DNN that takes the same inputs as standard convection parameterizations in

CAM to predict sub-grid scale tendencies at each vertical level and across each timestep

globally. The neural network inputs can be thought of as atmospheric thermodynamics

components in the eight year SPCAM5 data training simulation including: both temperature

(K) and specific humidity (kg/kg) for each of the 30 vertical levels spanning the column, as

well as surface latent heat flux (W/m2), surface sensible heat flux (W/m2), top of atmosphere

(TOA) solar insolation (W/m2), and surface pressure (hPa). By including surface pressure

in the input vector, we allow the neural network to fit horizontal variations in the vertical

pressure grid, which is based on a hybrid terrain-following coordinate [116]. Concatenating

these state variables creates an input vector to the neural network of length 64. Each of the

input variables was pre-normalized before exposure to the neural network by subtracting its

respective mean and dividing by its respective range, with these statistics computed and

applied separately for each vertical level in the case of the vertically-resolved temperature

and humidity profiles (Table 2.2). The reason we divide by the range instead of the more

traditional standard deviation, in line with the methods of [140], is to avoid dividing by

near-zero numbers, e.g. in the case of stratospheric humidity. Some previous aqua-planet

experiments also used the meridional wind vertical profile as part of the input vector to the

neural network, but it was omitted in this case as preliminary neural network tests indicate it

had an insignificant effect on the skill of the trained network while increasing the input vector

length by 30 and thus substantially increasing training time [140, 50]; we note that [59] also

deem this an avoidable input.

Our DNN ultimately predicts the sub-grid scale time tendency of temperature (K/s) or

heating tendency for short, which includes the sub-grid advection of temperature by convection

and fine-scale turbulence, as well as grid average radiative heating throughout the column. It

also predicts the sub-grid scale time-tendency of specific humidity throughout the column
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(kg/kg/s) - or moistening tendency for short. A scalar is predicted for precipitation (mm/day)

as well as for the long and shortwave net radiative fluxes (W/m2) at both the surface and the

TOA. This fully concatenated output vector is of length 65 (Table 2.2). The state variables

that comprise the output vector have different units, making the ultimate Mean Squared

Error (MSE) of the neural network devoid of physical meaning. To ensure that all of the

predicted variables have comparable magnitude and can be felt in the optimizer, we apply

multiplicative prefactors as in [140], recognizing that other choices can also be made such as

additionally weighting by the mass of each pressure level [16].

2.3.3 Performance Analysis and Postprocessing

To assess the skill of our DNNs after training, we benchmark them against an offline hold-out

test dataset with multiple metrics. This is a first step to determine whether our DNNs

could be candidates for online coupling, which we leave for future work. How well a neural

network emulator appears to perform is in part a reflection of statistical analysis choices.

Multiple conventions have been used and the degree of spatial averaging before applying

error statistics has not been sufficiently reported to do inter-study comparison confidently,

though spatial averaging is common practice [59, 140, 23]. In some cases, snapshots of

unaveraged data [140] have helped reveal issues at the finest resolved scales while zonally

averaged temporal standard deviations [59] have helped reveal issues in emulation of convective

tendencies at small time intervals and spatial scales in neural network fits. Precipitation time

series and Probability Density Functions (PDFs) [140, 59, 121] have also been used to assess

neural network performance.

In our case, to examine the magnitude of the error between the neural network prediction and

the SPCAM5 target data, which we treat as truth, we will calculate a sum of squared errors

(SSE) separately for each longitude and latitude and, in the case of 3D variables, vertical
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level (based on the hybrid, terrain following sigma coordinate):

SSE
def
=

Nt∑
j=1

(yj − ŷj)
2 (2.1)

where Nt is the length of the time series, y is the target SPCAM5 data, and ŷ is the

corresponding neural network predicted value based on coarse-grained variables. In this

case, we examine the performance of the neural network predicting heating and moistening

tendencies. The primary metric for assessing DNN prediction and the associated spatial error

structure is the coefficient of determination, R2, defined as:

R2 def
= 1− SSE∑Nt

j=1(yj − ȳ)2
, (2.2)

where ȳ is the temporally-averaged heating or moistening tendency at a given latitude,

longitude, and vertical level.

We apply R2 to data entirely unaveraged in the latitude, longitude, and pressure. When

visualizing averaged R2, we often use a latitude-longitude cross sections at specific vertical

levels to reveal error structure at the native 15 minute sampling interval (Figure 2.2). In other

portions of the analysis, we use spatial averaging prior to the error calculation, as in [59].

For instance, in pressure-latitude cross-sections (Figures 2.1, 2.3), we first zonally average

the predictions and targets, before computing R2 over the time dimension. Furthermore,

we examine R2 at two different temporal resolutions: the native model timestep (15 minute

sampling; Figures 2.1, 2.2, 2.6) since the strong diurnal cycle over land regions could bias

the analysis between land and ocean regions, and then visualize with temporal averaging

reducing the data to daily means (Figure 2.3).
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We also wish to elucidate whether there is any detectable “mode-specific” performance, i.e.

certain temporal patterns that are especially predictable such as the diurnal cycle over

continents in our moist convection emulation. To that end, we calculate the temporal Power

Spectral Density (PSD) for a single month (July):

PSDk
def
=

2∆t

Nt

∣∣F (y)k
∣∣2, (2.3)

defined as the square complex modulus of the Fourier transform:

F (y)k
def
=

Nt−1∑
j=0

yje
−2πijk

Nt , (2.4)

where y is a time series of values of convective heating or moistening tendency at a given

location, ∆t is the sampling time interval, and i is the imaginary unit so that i2 = −1 [35].

The PSDs of heating and moistening tendencies are analyzed both regionally and globally

as follows: we mass weight each vertical level and then a PSD value is calculated for each

frequency bin at each latitude, longitude, and pressure grid cell. We focus on timescales up to

a month to examine variations in convection ranging from sub-diurnal to synoptic timescales.

Next, the spectral coefficients at each latitude, longtiude, and pressure level are combined

into a single, averaged PSD for the globe. We repeat this same analysis twice more, once

with a land mask and once with an ocean mask. We also perform corresponding spectral

analysis in the spatial domain i.e. calculating the PSD as a function of zonal and meridional

wavenumbers, separately for every vertical level and model time-step over the same month of

July. For the zonal spectrum, we restrict our average to just tropical locations from 20S to

20N and weight by the cosine of latitude to make an approximate Cartesian plane assumption.

This enables us to sidestep the unequal grid spacing that would be a problem in this analysis

22



if we included the mid-latitudes in our spatial average.

Finally, to hone in on a regime in the lower tropical atmosphere that our R2 analysis suggests

is especially difficult for our DNN to emulate, we will analyze the temporal autocorrelations of

the sub-grid scale tendencies. Our goal is to understand the regions where the DNN emulation

of superparameterized convection is detectably worse than the global average performance.

As a proxy for the “stochasticity” of atmospheric motions, we calculate the autocorrelation

function (ACF) - a measure of the self similarity between a given signal and a delayed version

of itself - using the previously calculated PSD:

ACFj
def
=

1

2∆t

Nt−1∑
k=0

(
PSDk × e

2πijk
Nt

)
(2.5)

Fast signals that decorrelate quickly are more likely to be of stochastic nature. We thus

compare the time to e-folding decay in ACF with R2 skill score in the planetary boundary

layer to test for correlations between DNN skill and the timescale of dominant atmospheric

signals (diurnal cycle, Rossby waves) visible in vertically resolved heating and moistening

tendencies (Equation 2.3). We also use the inverse of the e-folding decay timescale, which we

will refer to as the “autocorrelation frequency”, to examine the patterns between R2 coefficient

of determination globally and the stochasticity of the dominant convective signals. This

comparison offers a possible explanation for much of the variations in the performance of our

DNN throughout the planetary boundary layer.

To better quantify the differences between true and predicted PSDs, we rely on the Log-

Spectral Distance (D) [162]:

23



D
def
=

√√√√√ 1

Nt

Nt−1∑
k=1

ln(PSDtruek

PSDpredk

)2

(2.6)

where the summation is done in frequency space. We examine the neural network performance

not just for the convective heating and moistening tendencies but also for precipitation, for

which we both calculate the PDF and global error between DNN predicted precipitation

and SPCAM5 target data. Furthermore, we determine the diurnal timing of maximum

precipitation globally, but we seek to filter out noise in the mid-latitudes. To that end, when

determining the hour of maximum precipitation rate, we look only at locations that pass the

following threshold:

max (Precip)−min (Precip) >
2√

Nday/4− 1
max

[
std (Precip)

]
(2.7)

where Precip refers to the model output precipitation rate in mm/day, Nday refers to the

number of days examined and the max refers to the local maximum of the precipitation

in the temporal dimension at a given latitude, longitude grid cell. Our assumption is that

the effective degrees of freedom in the diurnal composite is 1/4 of the apparent degrees of

freedom. More empirically, if we relax the threshold anymore we detect unrealistic signals in

the marine zones of the mid-latitudes.

2.3.4 Formal Hyperparameter Tuning

In several previous studies, small volumes of training data (as low as three months) and

manual hyperparameter tuning were sufficient to achieve acceptable Machine Learning (ML)

emulator performance [140, 50]. Here, we make the hypothesis that with real-geography
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boundary conditions, neural networks benefit from considerably more training data and

formal hyperparameter tuning [123]. To fully exploit our 10-year simulation, we split it into

a training data set spanning the first eight years, a validation data set spanning the ninth

year, and a test data set spanning the tenth year.

As a first step we subsampled by a factor of ten after sensitivity tests (not shown) indicated

little difference in the fit skill from manual tuning attempts, likely due to redundant infor-

mation from temporally autocorrelated state data. This subsampling in our preprocessing

reduced the training data volume to a size that could be managed on a single GPU. Our

initial architecture was inspired by previous literature, i.e. composed of five fully connected

layers with 256 nodes each. However, this manual configuration yielded poor performance

(Figure 2.1), and other manual attempts to explore alternative choices of hyperparameters

and learning rate variations were likewise unsuccessful (not shown). A higher fit skill is

desirable before undertaking the difficult task of coupling the neural network to the host

climate model for online analysis.

We attained much better results after adopting a formal hyperparameter tuning. Automated

neural network architecture searches have just begun to prove their value in climate modeling

- both for optimizing offline fits [16] and even prognostic online coupled performance [123].

Using similar approaches, we implemented a resource-intensive automated DNN training

process, conducting a formal search over the following hyperparameters: batch normalization,

dropout, LeakyReLU coefficient [99], learning rate, learning rate decay, number of layers,

nodes per layer, and the optimizer [79]. All parameters and their corresponding ranges for

the search are shown in Table 2.3.

This hyperparameter search took place in two stages, using “Sherpa” [62], a Python library

for hyperparameter tuning. First, we fit a large suite (over 200) candidate DNN models using

a random search algorithm. The random search has the advantage of making no assumptions

about the network architecture or the task of interest. In this stage, all hyperparameters,
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Name Range Parameter Type Best Model
Batch Normalization yes, no Choice yes

Dropout [0., 0.25] Continuous 0.01
LeakyReLU [0., 0.4] Continuous 0.15

Learning Rate [0.00001, 0.01] Continuous (log) 0.000227
Learning Rate Decay [0.5, 1.] Continuous 0.91

Number of Layers [3, 12] Discrete 7
Number of Nodes 128, 256, 512 Choice 512

Optimizer Adam, SGD, RMSProp Choice Adam

Table 2.3: Hyperparameter Space. The resulting best model configuration is shown in the
right-most column.

except the learning rate and learning rate decay, are modified. Excluding learning rate

parameters in the first stage is strategic to ensure that any increases in performance are due

to more skilled architectures.

Following the initial search, we conducted a second search on the best performing model

uncovered during the first stage. This secondary investigation, which tested another fifty

models, focused exclusively on the learning rate and learning rate decay settings. This

procedure allowed us to train the network with the best possible learning schedule so as to

maximize the network’s performance while fixing the best-performing architecture uncovered

in the first stage.

In total, we tested more than 250 network architectures. We noticed a dramatic improvement

in performance from the hyperparameter search quantified by the difference between the

initial model’s MSE and the MSE of the stage 2 model. We also observed the benefit of tuning

the learning rate and the learning rate decay in stage two. The validation loss of the stage

2 model descends smoothly and consistently compared to the more archaic original model

or stage 1 model. The final result of the hyper-parameter search is shown in Table 2.3. We

discuss below in the results section the extent to which hyperparameter tuning improves the

benchmarks discussed above. To help quantify the improvements from the formal tuning we

compare this "Best" DNN that was the result of the formal hyperparameter search against the
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"Manual" DNN that was designed similarly to neural networks used in previous aqua-planet

studies [140]. Additionally, we run tests on a baseline "Linear" model that is identical in all

ways to the "Manual" DNN except for the fact that all activations are replaced with the

identity function prior to training.

While it would be interesting to know whether skillful models could have been obtained

with less data volume, this is impossible to precisely quantify without performing Sherpa

hyperparameter tuning on a smaller dataset – something we opted not to do due to the heavy

GPU requirements of applying Sherpa. We strategically only utilized it on our richest training

dataset to conserve resources. For context on the resource requirement, each candidate neural

network architecture required roughly twenty-four hours to train (about one hour per epoch).

Eight models could be run in parallel on a single GPU and thus, using four GPUs, we could

train about thirty two models per day. In total, with four GPUs (12 GB memory each), it

took eight days to train all 250 models.

2.4 Results

Here we use the diagnostics outlined in Section 2.3.3 to benchmark the performance of

our DNNs. We quantify the overall performance of our DNNs in emulating atmospheric

sub-grid heating and moistening tendencies in Sections 2.4.1, 2.4.2, and analyze the emulated

hydrological cycle in Section 2.4.3. Note that since we used the first eight years to train the

network and the ninth year to optimize the hyperparameters, we benchmark the performance

of our DNN on the remaining tenth year that we held out for testing.
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Label Training Data Region Variable timestep 25th 50th 75th
a aqua-planet Ocean Heating 15 min. 0.05 0.27 0.55
b real-geog. (Linear) Ocean Heating 15 min. -0.30 0.00 0.21
c real-geog. (Linear) Land Heating 15 min. -0.93 -0.06 0.25
d real-geog. (Manual) Ocean Heating 15 min. -0.26 0.00 0.31
e real-geog. (Manual) Land Heating 15 min. -0.93 -0.06 0.35
f real-geog. (Best) Ocean Heating 15 min. 0.28 0.54 0.76
g real-geog. (Best) Land Heating 15 min. 0.41 0.65 0.82

Table 2.4: Statistical breakdown of skill score. We show quartiles of the skill distribution in
3D space, i.e. from a flattened vector of R2 values that were calculated across just the time
dimension separately for each longitude, latitude, and pressure level, using raw convective
heating tendency data at the 15-minute sampling scale. We compare a neural network
trained on aqua-planet data (a) with three different neural networks trained on more realistic
SPCAM5 data. These models include a baseline "Linear" model (b-c), a manually tuned
neural network (d-e), and a neural network formally tuned by Sherpa (f-g).

2.4.1 Spatial Structures

Differences between the aqua-planet and full complexity real-geography test beds become

clear when we analyze the performance of neural networks without any spatial averaging

in statistics. While even a manually tuned feed-forward neural network can fit much of

the variations in convective tendencies in an aqua-planet (R2 > 0.5 at the 75th percentile–

Table 2.4a), an identical manually tuned neural network architecture performs far worse

in emulating convection with land masses (Table 2.4a vs. b-e). However, the effects of

hyperparameter tuning are dramatic, boosting the 50th percentile R2 to over 0.5 and 75th

percentile R2 to over 0.75 for convective heating tendencies (Table 2.4 d,e vs. f,g). The fact

that one quarter of the domain of convective heating tendency is emulated with R2 > 0.75,

even prior to any averaging in space or time, suggests our final DNN setup (full training

data volume and hyperparameter tuning) generates a good fit. In the Appendix, we include

corresponding statistics for convective moistening as well as for both heating and moistening

tendencies on the diurnal time scale – all of which show similar relationships between the

four models. The differences in Table 2.4 between land and ocean (f vs. g) indicate spatial

variations in the skill, suggesting certain regions are preferentially fit by our DNNs.
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A first look at spatial structures in the skill affirms a generally close fit with familiar structures

relative to aqua-planet expectations but also some interesting differences. Figure 2.1 presents

the skill of zonally averaged DNN predictions. Here we again compare our prototype manually

tuned DNN’s skill on aqua-planet target data (Figure 2.1 a,b) representative of what was used

in [140] against our "Linear" baseline model (Figure 2.1 c,d), our "Manual" DNN (Figure 2.1

e,f), and our optimized "Best" DNN (Figure 2.1 g,h) all trained in real-geography. Achieving

realistic performance on zonal means is an easier objective due to the averaging between land

and marine atmosphere and the smoothing of the sharpest temporal variations in convection.

However, this zonal mean perspective still provides a useful composite view of the emulation

of the atmosphere with land masses. Here the R2 for zonal mean net diabatic heating

and moistening is greater than 0.7 throughout the free troposphere, agnostic to latitude

(Figure 2.1g and h). This widespread skill in the upper troposphere is further amplified by

cores of R2 greater than 0.9 around mid-latitude storm tracks and locations of deep tropical

convection above the southern and northern bounds of the ITCZ. Our "Best" DNN can

skillfully emulate heating and moistening tendencies of convection across latitude and vertical

level close to SPCAM5 target data (Figure 2.1). It is also reassuring that the best skill (R2

over 0.9 for zonal mean predictions) occurs in important regions of the troposphere (ITCZ,

mid-latitude storm tracks) where mean diabatic heating couples to the general circulation

(Figures 2.1).

When interpreting the different DNNs in Figure 2.1, it is important to consider the two

combined factors that can influence skill: the dataset and the quality of the DNN fit. To

separate their influence, Figure 2.1a,b vs. e,f shows the effect of switching training data at

fixed architecture. We note a skill increase in the continental boundary layer, consistent

with the existence of new deterministic signals in real-geography settings likely associated

with the strong, predictable diurnal cycle over land. However, the overall atmosphere is

now more complex with both land and sea regimes, as well as interactions between the

two. We suspect this causes the decrease in upper-tropospheric emulation skill, particularly
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outside the Hadley Circulation and for the moistening tendency. Despite a superior fit in the

continental boundary layer, the inability of the "Manual" neural network to capture deep

convection would be a significant hurdle to online coupling. Fortunately, Figure 2.1g,h shows

dramatic skill improvement when migrating from a manual tuning environment to a formal

hyperparameter search, underscoring the crucial role that Sherpa can play in identifying

the optimal or "Best" DNN. Our preliminary analysis suggests that even under increasingly

complex conditions, the "parameterizability" of convection can be cast locally in space and

time for a fit by a feed-forward DNN.

These results have much in common with the findings from aquaplanet trained DNNs

in [140] and our own aqua-planet benchmark (Figure 2.1a and b) is further evidence of

these similarities. However, unlike the aqua-planet, there is a new region of high skill in the

real-geography emulator with R2 greater than 0.9 in the planetary boundary layer for heating

tendency emulation. This signal in convection appears deterministic enough that even our

"manual" neural network can emulate it with R2 > 0.7 (Figure 2.1e). This looks to be a

continental signal, evidenced by both higher skill in the northern hemisphere (Figure 2.1h)

and comparatively lower near-surface zonal mean skill at the latitudes of the Southern Ocean.

Though less skillful overall, there is a similar pattern in the convective moistening tendency

in the boundary layer, where the highest DNN performance at the surface (R2 over 0.7) is

confined to the continent heavy northern hemisphere (Figure 2.1h).

We confirm the existence of some distinct land-sea spatial structures in emulation skill by

examining maps of predictions prior to any spatial averaging. At the lowest model level,

our "Best" DNN predictions achieve R2 greater than 0.7 (greater than 0.9 in continental

interiors; Figure 2.2a). However, this spatial pattern is inverted when examining skill on a

model layer in the midtropopshere, near 500 hPa. At this altitude, our "Best" DNN now

makes the most accurate predictions over the extratropical marine atmosphere but struggles

over continents and deep convecting regions of the tropics (Figure 2.2b). We speculate that
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a strong, deterministically predictable component of diurnal variability in surface heating

and moistening associated with large surface flux diurnal variations over land could allow the

low-level heating skill to be enhanced there. Meanwhile, in the upper troposphere we see

the expected skill deficits in regions of tropical and continental convection (on this 15-min

timescale). Diurnal signals will be examined in greater detail in Section 2.4.3.

We now focus on the spatial structures where even the formally optimized "Best" neural

network still struggles. For this, we return to assessing zonal mean predictions, since these are

less exposed to details of stochasticity but are particularly important to emulate accurately

when using neural networks prognostically. The greatest emulation challenge for our "Best"

DNN is fitting mean temporal variance throughout the lower troposphere (excluding the

continental boundary layer) where R2 falls below 0.3 (Figure 2.3a). This is especially

challenging in the case of convective moistening (Figure 2.3b). Our results here are consistent

with previous aqua-planet simulations [140, 50], and the study of [59]. Boundary layer

moistening is an especially challenging target for machine learning emulation, particularly

when focusing on the 15-minute sampling interval. Further evidence of this challenge can be

observed by the temporal standard deviations of the heating and moistening tendencies, where

much of the spatial field is emulated well, but our neural network nevertheless under-predicts

values of moistening tendency in the lower troposphere (Figure 2.12).

We conclude with an animation demonstrating unfiltered, non-composited views of the

convective tendency emulation of over a two week period in July, the link to which can

be found in the Supplemental Materials (Movie 1.1). The animation shows the evolution

of total diabatic heating and moistening on a model level near 600 hPa (the lower-to-mid

troposphere). In the three lower panels, the diurnal cycle of peak nocturnal radiative cooling

can be seen propagating from east to west tracking the earth’s rotation. It is punctuated by

local features of positive diabatic heating from latent heating within slow moving weather

systems, as well as the stationary lagged diurnal convective response to the passage of the
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sun over Central Eurasia and America. No geographic distortions of synoptic disturbances

are detectable – even heating tendencies from tropical convective clusters and the Atlantic

Convergence Zone and Pacific ITCZ are all closely emulated from this perspective. On the

three upper panels, the associated moisture perspective provides an especially clear view of

the lack of lower amplitude motion captured in emulated convection. The main distortion

compared to truth is the lack of stochasticity, which manifests as geographic static in the

benchmark test data (center panels) but is absent in the DNN emulation (right panels).

2.4.2 Temporal Variability

Why do we see such considerable variations in the skill of our DNN as a function of geographic

location and altitude? One hypothesis is that the DNN fits “mode-specific” fluctuations. A

first test of this is re-examining spatial skill structures after averaging predictions from their

native timescale of 15 minutes to the daily mean timescale instead. Figure 2.3 shows the

corresponding skill for daily-mean, zonal-mean predictions. From this view, the vast majority

of the atmosphere can be emulated in terms of both heating and moistening tendencies with

R2 greater than 0.9. Meanwhile, compared to the faster timescale, the skill deficit in the

lower troposphere for the convective moistening tendency is not nearly as dramatic. The fact

that structures in spatial skill appear sensitive to temporal averaging is consistent with the

hypothesis that the DNN performance might be "mode-specific".

To better answer understand whether our neural network only fits a dominant mode or two

of convection at the expense of lower amplitude variations, we now turn to spectral analysis

(Figure 2.4) on the SPCAM5 target data and DNN predictions. Switching to frequency space

is a clean way to determine if specific modes of variation such as the diurnal heating cycle

and synoptic storm propagation are driving preferential modes of DNN fit. The PSD is

calculated separately at each unique latitude, longitude, and vertical level from the CAM5
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data, SPCAM5 data, and the corresponding DNN output for both our Best neural network

and "Linear" baseline model, and weighted by layer mass. These location-specific PSD are

then averaged together horizontally and vertically to arrive at a globally representative power

spectra.

In contrast to our hypothesis, the spectral analysis does not reveal any major mode-specificity

in the DNN skill on the hourly-to-weekly timescale. All of the most important spectral

features in the target data exhibit comparable power in the DNN predictions, including the

main signals from disturbances slower than one day, but also the discrete variance from

diurnal, semi-diurnal, and other harmonics of the daily cycle of convection. While there is

an expected under prediction of total variance for sub-diurnal modes, the DNN skill is not

obviously preferential to any modes at the diurnal timescale or longer.

Our DNN emulation performance can be further analyzed by taking the PSD from a spatial,

rather than temporal, domain. Here the DNN also shows skill at capturing variations in

convection at large scales but does not emulate all the details at the small spatial scales

(Figure 2.5). We note that this is very much in line with the findings of [175] in which their

Random Forests achieved poorer fits at smaller spatial scales compared to wider ones when

performance was tested on different course-graining length scales.

While even our simple baseline "Linear" model (orange line in Figure 2.5) can capture

the variance in convective tendencies on a global scale, we see evidence of the benefits of

automated, formal hyper-parameter at the model grid cell scale. While our "Best" neural

network still underestimates smaller signals in convection, it is much closer to the SPCAM5

test data with respect to both convective heating and moistening.

We can quantify these differing degrees of skill captured in the spatial spectra by calculating

the total log spectral difference (LSD). Quantitatively, the LSD between the SPCAM5 target

data and the Sherpa "Best" neural network predictions is 1.19 for mass-weighted, averaged
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tropical zonal heating tendency spectra and 1.55 for mass-weighted, averaged tropical zonal

moistening tendency spectra from Equation 2.6. This is a far smaller deviation than when

the baseline "Linear" model is compared to the target SPCAM5 data and the difference

between the tropical averaged, mass weighted zonal spectra are 2.71 and 3.61 for heating and

moistening respectively. Reassuringly, our "Best" neural network also has a lower LSD than

the difference between CAM5 and SPCAM5 data (1.20 and 2.30 for heating and moistening

zonal spectra). From the temporal domain, the "Best" neural network has a far smaller LSD

for both the heating and moistening spectra than the "Linear" baseline. However, the LSD

between the CAM5 and SPCAM5 is actually the smallest (in the temporal domain), though

from the figure it is clear that this is due to behavior at the shortest time scales that produce

exponentially less variance, but which are up-weighted by this metric (not shown).

Even with the sophisticated hyperpameter tuning, the very weak signals of fast variability on

timescales less than 2-6 hours is where our DNN is still challenged most (Figure 2.4). Evidently,

there is something native to high (spatial or temporal) frequency heating and moistening

convective tendencies that challenges our DNN. This suggests an alternate hypothesis that

geographic structures in our DNNs skill might be an artifact of variance sorting (i.e. the fact

that the fastest signals are also the weakest potentially downweights their contribution to the

loss function) or of stochasticity (since fast variations can often be stochastic in origin).

To further test these hypotheses, we construct a proxy of stochasticity and compare its

geographic structure to the geographic structure of DNN R2 skill. The proxy is the e-folding

time at which signals of atmospheric variance decouple into noise based on the autocorrelation,

i.e. the decorrelation timescale. Quantitatively, the spatial structures of R2 heating skill and

the de-correlation timescale are similar with a pattern correlation coefficient of 0.50. The

fact that the regions of least DNN skill are also the regions of fastest signal decorrelation

(purple contours in Figure 2.6) supports the view that imperfect emulation of fast, stochastic

signals is mainly responsible for sculpting the spatial structures in the DNN’s skill score.
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To illustrate this further within the challenging tropical regime, Figure 2.7 examines temporal

autocorrelations in different DNN skill regimes as follows: First, all tropical grid cells having

the poorest skill (the bottom 10 percent) are identified, and the temporal autocorrelation of

the benchmark time series data is calculated from time lags 0 to +0.4 days. This is done

separately for each tropical grid cell and then composited into a single autocorrelation plot

(red line). Repeating the procedure for those horizontal tropical grid cells where the DNN

fit has the highest skill (top 10 percent, the blue line) reveals the characteristic difference

in de-correlation timescale in the high-skill vs. low-skill spatial regions. Repeating this

procedure globally (Figure 2.7b) confirms the same timescale-selectively of skill exists across

multiple geographic regimes, even though this was not obvious in Figure 2.6. The relationship

is robust and clear – locations where signals tend to decorrelate faster are locations where

DNN skill is lower. This is consistent when examining both the planetary boundary layer of

the oceans and the continents each in isolation as well as globally (not shown).

2.4.3 Hyperparameter Optimization vs. Physical Constraints for

Emulating the Diurnal Cycle

So far we have shown comprehensive skill for our optimized DNN except for some fast-varying

convective signals that de-correlate quickly. On the one hand, it is not obviously a problem

to have skill deficits for the stochastic component of superparameterized convection, since it

does not appear to be critical to most emergent behaviors of SPCAM [72] – though some have

suggested that a close representation of the stochastic component is still necessary to properly

model large scale weather phenomena [118]. On the other hand, some fast-varying signals

are also critical to regional climate simulation and should be deterministically predictable.

The diurnal cycle should provide us with a perfect test-bed. To what extent does our DNN

emulate the details of the diurnal cycle of convection?
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A first look at the composite height vs. time-of-day structure of convective moistening

(Figure 2.8) is reassuring – the DNN captures the coherent temporal transition of shallow to

deep convection in the afternoon over land (moistening above drying growing after sunrise

into the mid-troposphere; Figure 2.8a vs. b). Our DNN also shows a good fit over the ocean,

where it captures the opposite phase of peak moistening-above-drying which happens during

the night between 8pm and 6am (Figure 2.8c vs. d). Thus our first impression is that the

DNN correctly recreates the land-sea contrast of diurnal convection present in the SPCAM5

target data (Figure 2.8).

We now hone in on the full geographic structure, focusing on the diurnal cycle of precipitation,

which reveals some interesting surprises. The benchmark SPCAM5 target data (Figure 2.9b)

resembles observations. Over land regions our test data shows a strong, predictable diurnal

precipitation cycle over tropical rainforests and continents in the northern hemisphere

(experiencing boreal summer), with lagged afternoon maximum precipitation (Local Solar

Time between 13:00 and 18:00). In contrast, a weak diurnal cycle of precipitation occurs over

the oceans that peaks at the end of night into early morning, and is especially detectable in

subtropical stratocumulus regions. We observe the familiar benefits of superparameterization

relative to conventional parameterization (Figure 2.9b vs. a) including a reduced detectability

of the diurnal mode except where it is supposed to be strong such as over tropical rainforests

or where it is especially consistent such as over marine subtropical drizzle regimes. Here

we see an interesting result in the optimized DNN’s precipitation predictions (Figure 2.9c):

Although the stratocumulus marine drizzle cycle appears to be well emulated, consistent with

the diurnal moistening composites seen in Figure 2.8d, over land there is incorrect timing

and spatial extent of maximum precipitation (Figure 2.9c). This is paradoxically at odds

with Figure 2.8a and b which indicated excellent emulation of the diurnal cycle of convective

moistening over land regions. DNN detection of a cycle of precipitation over desert regions is

physically unrealistic and the timing of the onset of deep convection and heavy precipitation

on land is several hours premature, much like CAM5 data (Figure 2.9c, b, and a).
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Why is precipitation emulated less skillfully? Our working hypothesis is that in hindsight our

DNN architecture did not respect an important physical constraint that distinguishes this

variable. Unlike moistening and heating tendencies, precipitation should be positive definite.

To test this hypothesis we introduce four additional neural networks in Figure 2.9 (d,e,f,g).

Each new neural network has a different positive constraint (nonlinear activation function)

on the last precipitation node to ensure rainfall predictions remain positive definite in line

with physical reality. Additionally, in these new constrained DNNs we alter the training data

used. We require less data overall (just three months) but empirically find that we should

no longer selectively sample as we did previously (e.g. take a day every 10 days). We note

that restricting the training dataset to less than a full year does not seem to cause problems

with out of sample test data; it emulates the diurnal cycle of precipitation just was well over

boreal winter even when the training data is restricted to boreal summer (not shown). We

compare our previous DNNs (Best, Manual, Linear baseline model) that ignored positive

definite nature of precipitation but included differing hyperparameter tunings (Figure 2.9c,h,i).

against these new positively constrained, but not formally tuned networks.

Our results show the different positive constraints induce improvements over different regions

of the globe. However, there are substantial variations between different constraint choices with

little systematic effects other a realistic enforcement of the timing of the onset of maximum

precipitation over land and (except ReLU) a tendency towards poor emulation in dry regions

of Africa and the Middle East where these three constrained (by Softmax, Exponential, and

Sigmoid functions) neural networks invent a diurnal cycle of precipitation. Unsurprisingly,

the DNNs with neither positive constraints nor formal hyperparameter tuning (Figure 2.9h

and i) perform the worst. The timing of maximum daily precipitation is premature over land:

noon-centric rather than peaking in the mid-afternoon (Figure 2.9h and i). Also, these neural

networks fail to detect a diurnal cycle of precipitation over much of the globe (Figure 2.9b

vs. h,i). Adding the positive-definite constraint alone produces dramatic improvements over

land (Figure 2.9d-g vs. h,i)– but there is the aforementioned variation in the magnitude
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of improvement between choices of activation function as a constraint. The DNN with a

ReLU activation on precipitation seems to emulate the diurnal cycle of precipitation the best

(Figure 2.9d). The hour of maximum precipitation is correct and the neural network emulates

a diurnal cycle only where it should be strong, over tropical rain forests, the Southeast

United States, and mid-continental summertime Eurasia (Figure 2.9d vs. e,f,g). Unlike the

other three constrained neural networks (Figure 2.9e,f,g) and our Sherpa neural network

(Figure 2.9d), it does not fabricate diurnal precipitation over the deserts of north Africa and

the Middle East – but nevertheless, its emulation of precipitation over continental Africa is

still imperfect. But taken on balance, a constrained (by ReLU) neural network appears to

solve most of the problems that our original DNNs suffered over land. However, the positive

constraint alone is unable to emulate the more subtle marine stratocumulus diurnal cycle

well in both the Atlantic and Pacific oceans where the Sherpa DNN emulates the correct

time and spatial coverage of this lower amplitude cycle of precipitation (Figure 2.9c vs. d).

We have highlighted the power of automated hyperparameter tuning on convective tendencies

in Figure 2.1, but discovered that even our "Best" Sherpa DNN did not take into account

physical laws governing its simultaneous prediction of precipitation, instead corrupting it.

Difficulty emulating details of precipitation cycles are certainly not unique to this Chapter

but do point to larger growing pains in the machine learning and climate science communities.

Similar problems with capturing the physics behind precipitation through neural networks have

been discussed in [173, 23] where neural networks created non-trivial negative precipitation

as well. As in [90], we show that augmenting our DNN with a positive constraint could

reduce the errors in land precipitation emulation (Figure 2.9b vs. d). Without formal

hyperparameter tuning, these constrained DNNs emulated the land-sea contrast in the

timing of peak precipitation: nocturnal over oceans, late-afternoon over the hottest and

moistest continental regions. In hindsight, it would be logical to complement the benefits of

hyperparameter tuning with such constraints – an important topic for future work. It is also

possible that skill in the precipitation field would benefit from enforcing consistency between
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it and the column moistening that is better emulated, as in [16] or [163].

To further assess these trade-offs we now look beyond just the diurnal cycle to examine

the full PDF of precipitation across our sensitivity tests. The formally tuned "Best" DNN

does outperform all other neural networks in capturing the global precipitation amount

distribution (Figure 2.10 blue vs. green). Consistent with the diurnal cycle analysis this

"Best" DNN performs especially well over the ocean (Figure 2.10d blue vs. green). However,

issues over land are even more striking from the viewpoint of the full PDF where the DNNs

have radically different values for the amount mode – i.e. rainfall rate delivering maximal

precipitation. Whereas the diurnal cycle analysis had suggested a positive definite constraint

alone brought continental precipitation into focus, we can see from the amount distribution

that beyond diurnal timing its statistics are incorrect (dashed line vs. solid green). In

fact, our constrained neural network has a more accurate PDF over the ocean despite its

established struggle fitting the nocturnal cycle of precipitation over the marine stratocumulus

regions of the globe (Figure 2.10d and Figure 2.9). Meanwhile, the formally tuned DNN has

a pronounced problem of producing too much drizzle over land which is also a problem seen

in precipitation from standard parameterization.

Taken as a whole our precipitation results suggest that this is an area where further refinement

of even our "Best" DNN is needed. Over the oceans, the DNN captures much of the PDF of

precipitation (Figure 2.10), including moderate to heavy regimes at the tail that challenge

many climate models, as well as the diurnal cycle of precipitation over the oceans (Figure 2.9b

vs. c). But there is substantial corruption of the emulated signal over continental locations,

particularly with regards to the timing of onset of heaviest precipitation and the intensity of

rain delivering most surface accumulation. For an even more information-rich view, we have

attached as Supplemental Information an animation showing two weeks of July precipitation

from CAM5 data, target SPCAM5 data, and DNN emulation (Movie 1.2) as well as a version

of Figure 2.10 with all four constrained DNNs (Figure 2.14).
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Comparing the fit sensitivity of adding a constraint vs. leveraging hyperparameter optimiza-

tion methods [157], both methods provide unique, disparate performance enhancements with

the Constrained DNN performing better over land and the "Best" Sherpa DNN doing better

overall (Figures 2.9 and 2.10). But synthesizing both tools may ultimately be necessary since

neither a physically constrained neural network architecture nor an automated hyperparame-

ter tuned network on its own could capture the full complexity and timing of the diurnal

cycle of precipitation over both land and ocean. We recommend an integration of both these

tools for future attempts at this work. Meanwhile, it is worth recalling that these corruptions

are less obvious in the diurnal cycle of heating and moistening which is better emulated,

perhaps because it dominates the loss function, or perhaps because – unlike for precipitation

– there is no internal inconsistency with the values of these variables and the assumed DNN

architecture. But since precipitation is a critical input to land surface models, resolving the

issues revealed in this section will be an important next step towards realizing successful

prognostic behavior. Other issues at the frontier of coupling emulators to land surface models

are discussed next.

2.4.4 Towards Interactive Land Coupling

Taken together, most of the above results look promising enough that it is natural to wonder

if prognostic tests using an emulator like this might produce stable simulations as was shown

for an aqua-planet by [140], but in a real-geography setting. This would be exciting to test

but our view is that as yet it is premature to try. For instance, beyond its corruptions of

continental precipitation, the DNN we have described does not predict everything that would

be needed to drive an interactive land surface model in practice. It is even unknown whether

the imperfections in the near-surface state of the DNN’s predictions would even be compatible

with land surface modeling.
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As a first credibility test on the latter front we thus report some results from “offline”

standalone land surface model simulations driven with actual (vs. emulated) surface state

data. These simulations predate the real-geography fits here but use the downwelling surface

solar radiation, precipitation, surface pressure, near-surface humidity, and temperature, as

well as wind speed from a previous neural network powered aqua-planet GCM to drive

several land model integrations. These simulations are easier to perform than fully interactive

land-atmosphere coupled simulations and provide a quick test of the null hypothesis that

corruptions of the surface state by the DNN might be incompatible with land modeling in

general. The idealized offline land model test-bed assumes Amazon-like properties and 5-year

simulations are repeated for 112 separate grid cells driven by atmospheric inputs spanning

the tropical band [169].

The neural network used here is philosophically similar in design to the architecture we use

in Figure 2.1 (a and b). Among these similarities are the training data, which is also of T42

spectral truncation and a native 30 minute model time step. However, this neural network is

trained on a full year of simulation data, rather than three months. It is also a larger neural

network with 8 hidden layers of 512 nodes each and an input vector of 124 (the dynamic

tendencies of temperature and humidity over the entire column are included for an extra

length of 60 in the input). Likewise, the output vector includes the longwave and shortwave

tendencies over the column for a total vector size of 120. The complete details can be found

in [169].

The results in Figure 2.11 reaffirm the potential for prognostic tests. Figure 2.11 shows the

carbon cycle flux responses from the resulting ensemble of Community Land Model (CLM)

simulations, each with Amazon-like conditions, driven by high frequency forcing data taken

from different tropical grid cells of actual vs. emulated SPCAM aqua-planet data. Relative

to CLM’s conventional coupled behavior (orange lines) these integrations drift to an unusual

attractor, which can be understood by the unusual aqua-planet surface state (e.g. high wind
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speeds from a frictionless surface). Despite this idealization, the key point is that the CLM

drifts to the same new attractor regardless of whether the emulated surface inputs or the

actual surface inputs are used to drive it, including details of multiple nonlinear cycles that we

have traced to threshold physics associated with wildfire and carbon cycle feedbacks interior

to CLM’s biogeochemistry modules. These similar trajectories, despite the nonlinearities

inherent to CLM physics, are strong evidence against the null hypothesis. This supports

the idea of trying DNN convection emulators like this in fully interactive real-geography

simulations if they can be adapted to produce all necessary output fields, including separately

tracking snow vs. liquid precipitation as well as separating diffuse vs. direct downwelling

solar radiation fluxes.

2.5 Conclusion

We find that a feed-forward deep neural network can skillfully emulate the deterministic part of

sub-grid scale diabatic heating and moistening tendencies from global superparameterization

with the inclusion of land. For the zonal mean, neural network emulated convective tendencies

capture over 70% of the actual variance at the 15-minute sampling scale and over 90%

of the actual variance at the daily-mean sampling scale throughout most of the mid-to

upper troposphere. On regional scales, heating skill is best at low altitudes over land,

and at mid-levels over extratropical oceans – both regions where we expect convection to

be deterministically set by the large-scale thermodynamic state. On diurnal timescales,

convective responses to solar heating are emulated correctly, including land-sea contrast

and vertical structure. Full temporal and spatial spectral analyses reveal no obvious “mode-

specifity” to what is vs. isn’t emulated other than imperfections in the goodness of fit on small

spatial (less than 103 km in both the zonal and meridional directions) and temporal (less than

3 hours) scales (Figures 2.4 and 2.5). A Pearson Correlation Coefficient of 0.50 between DNN
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skill and autocorrelation statistics suggests these errors are highest in stochastic regions where

the deterministic component of diabatic tendencies is weaker such as the tropical, marine

boundary layer, and the mid-to-upper troposphere over convective land regions. But on

longer timescales, particularly where there are distinct, deterministic patterns of atmospheric

variation like the diurnal heating of the continents or baroclinic Rossby wave disturbances

along mid latitude storm tracks, our DNN effectively emulates superparameterized diabatic

processes. We find the highest R2 coefficient of determination values (typically greater than

0.9) for daily and zonal-mean predictions especially compelling (Figure 2.3c and d). Despite

issues in precipitation emulation, our DNN captures much of the marine PDF of precipitation,

though it has an unexpected drizzle bias over land that can be partially reduced via a positive

constraint on precipitation (Figure 2.9). Despite these imperfections, precipitation statistics

produced by the DNN are superior to conventional parameterization.

The accuracy achieved by our neural network suggests that feed-forward DNNs may still

be the best way to create next generation, hybrid climate emulators. Skip-connections in

conjunction with convolutions would seem to have possible advantages in allowing multi-

scale structures to be simultaneously prioritized in the loss function [59]. But our DNN

achieves similar (Figures 2.12) to superior (Figure 2.13b vs. e), skill compared to the more

sophisticated Convolutional (in the vertical direction) Neural Networks and Resnets trained

recently on similar data in [59]. This would suggest that model architecture choices like skip

connections and 1D convolutional layers are not critical to achieving a good fit for a neural

network in the emulation of convection.

More broadly, these results also speak to an ongoing question of what sets the “parameter-

izability” of deep convection, which can be inferred from the success of machine learning

methods trained on superparameterized simulations (recognizing that despite their constraints

SP includes nontraditional degrees of freedom like convective memory and organization).

Our findings suggest that convective memory may not be essential [59, 34], at least for feed-
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forward DNNs. That is to say, our feed-forward DNNs did not require memory from previous

timesteps in converging on skillful fits to convective tendencies – predictions independent

of space and time may be the better way forward to achieve successful moist convection

emulation. We find that our DNN, with no memory used in training, preferentially fits the

atmospheric modes of variation where convective memory would be most helpful (diurnal

cycle, onset of afternoon deep convection/heavy precipitation, synoptic storms). Our issues in

DNN emulation are greatest over regions where the controlling signals happen at the shortest

temporal (or spatial) scales – especially in the tropical, marine boundary layer. These are

exactly the places convective memory would be least helpful.

Looking ahead, we believe a feed-forward deep neural network, powered by automated

hyperparameter tuning as well as physical constraints, may be the most realistic way for ML

to emulate superparameterized moist convection in a realistic atmosphere with real-geography

boundary conditions. This is also a more direct way to achieve two way coupling with a

host climate model since feed-forward DNNs can be rapidly deployed today as prognostic

Fortran hybrid models thanks to new automated software [123]. More broadly, for general

deep learning applications, we believe our experience sheds light on the importance of

incorporating physical science knowledge while exploiting machine learning methods when

designing appropriate neural networks to tackle problems such as moist convection emulation.

We have found like many others [157] that while each of these design choices show notable

improvements to emulation performance on their own, both are likely needed in conjuncture

to utilize DNNs to their fullest potential.

Though not our primary focus, our findings also point to some of the challenges ahead in

neural network emulation of the stochastic component of convection. To replace CRMs

in a convection simulation, deep neural networks will likely eventually need to fit not just

deterministic but also stochastic parameterizations, which are crucial to error and bias

reduction [81, 127]. Even in superparameterized climate simulations such stochastic effects,
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while not critical to mean climate, have been linked to some important regional precipitation

extremes [72]. Our results indicate there are high variance modes of moist convection that

will be difficult for any feed-forward DNN to represent perfectly without a faster time step

interval in training data or stochastic, generative modeling.

Meanwhile, a next step for the specific case of emulating superparameterization should be an

online test of the performance of our trained DNN in prognostic mode to determine if the

neural network is skilled enough to produce physically plausible outputs from the coupled

run. In this limit, the secondary effects of stochasticity noted by [72] argue deterministic

DNNs are appropriate. Although coupling emulated atmospheres to prognostic land models

is mostly an unexplored frontier, we are optimistic based on our first pilot tests that it is

readily approachable; imperfections of the fit do not break standalone land model simulations.

But carrying this forward into fully prognostic coupled tests will require significant work,

such as expanding this prototype DNN’s output vector to include additional variables needed

to allow fully interactive land model coupling, and associated tuning. Even if this next

step proves successful, feed-forward DNNs should not be thought of as a panacea for all

flaws in climate models – they cannot in their present application resolve biases induced by

imperfect microphysics parameterization and the resulting errors in associated turbulence and

cloud-radiative effects produced by superparameterized models. However, neural networks do

still have broad use for sidestepping the computational bottlenecks that currently limit the

global modeling community’s ability to approach eddy-resolving scales. We remain excited

about that potential, especially given our findings here that such approaches can be made

remarkably skillful beyond aqua-planets, at least in tests of offline hold-out test skill.

Though much work remains to improve the synthesis between physical climate models and

neural networks for successful online testing, we have shown that the complexity of earth’s

atmosphere should not in and of itself be an insurmountable barrier to this endeavor. But we

now leave further improvements for future works. Chapter 2 has focused on the "engineering
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potential" of neural networks to work in parallel with climate models, but we will now turn

in Chapters 3 and 4 to their potential for objective analysis of high-resolution weather and

climate data.

2.6 Appendix A: Performance Comparison with Existing

Literature

Figure 2.12 shows the extent to which the variations of the atmosphere, particularly those

driven by deep convection and latent heating can be captured by a feed-forward DNN with

minimal under-prediction. The spatio-temporal patterns are replicated over the annual data.

Overall, when looking at the annual mean, our DNN performs well globally. These are some

imperfections with emulation of intense tropical precipitation, but the heating and moistening

tendency predictions are very close to the target data. In particular, Figure 2.13 shows modes

of variation in the planetary boundary layer can be captured by our DNN. The DNN seems to

fit at least as well as the Resnet throughout the latitude-pressure cross section, and perhaps

marginally better the boundary layer when moisture variations are examined (Figure 2.13 b

vs. e).

2.7 Appendix B: Supporting Tables, Figures, and Movies

Appendix B provides an expanded version of Table 2.4 for additional context on neural

network performance and comparison between the baseline neural network, the manually

tuned neural network, and the formally tuned (Sherpa) neural network. We also include an

expanded version of Figure 2.10 to contrast the performances between constrained neural

networks looking at the totality of the precipitation PDF instead of just the hour of maximum
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Label Training Data Region Variable timestep 25th 50th 75th
a real-geog. (Linear) Land Heating 15 min. -0.96 -0.06 0.25
b real-geog. (Linear) Land Heating Daily -3.09 -1.22 -0.09
c real-geog. (Manual) Land Heating 15 min. -0.93 -0.06 0.35
d real-geog. (Manual) Land Heating Daily -2.87 -1.00 0.00
e real-geog. (Best) Land Heating 15 min. 0.41 0.64 0.82
f real-geog. (Best) Land Heating Daily 0.42 0.71 0.85

Table 2.5: Statistical breakdown of skill score showing percentiles summarizing skill variability
in 3D space, i.e. from a flattened vector of R2 values that were calculated across just the
time dimension separately for each longitude, latitude, and pressure level, using raw data at
the 15-minute sampling scale or the daily mean sampling scale. This table highlights the
three neural networks trained on the SPCAM5 real geography data: A "Linear" baseline
model (a-b), a manually tuned neural network (c-d), And our formally tuned Sherpa neural
network (e-f). The table depicts convective heating K/s over continental locations.

precipitation view offered in Figure 2.9. We have also embedded public links for several

animations showing neural network emulation of convective tendencies and precipitation in

the tropics.
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Figure 2.1: The R2 coefficient of determination for zonally averaged DNN predictions. We
contrast the performance of a manually tuned deep neural network emulating aqua-planet
target data (a and b) with three comparable neural networks trained on full complexity
real-geography data. These include our baseline linear model (c and d), a manually tuned
neural network (e and f) and our semi-automated, formally tuned Sherpa neural network (g
and h). Skill is shown separately for heating tendency in (K/s) (a, c, e, g) and moistening
tendency in (kg/kg/s) (b, d, f, h). Areas where R2 is greater than 0.7 agreement between
are contoured in pink and areas greater than 0.9 in orange.
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(a) Surface DNN Skill

(b) 500 hPa DNN Skill
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Figure 2.2: The neural network skill in emulating sub-grid heating at (a) the lowest model
level and (b) the model level closest to 500 hPa, both at the native 15 minute timestep
interval. The neural network fits locations over continents and the mid-latitudes best down
at the surface, while locations of mid latitude storm tracks are best fit by our neural network
in the mid-to-upper troposphere above 500 hPa. The tropics, in particular tropical locations
over oceans, create the greatest challenge for the neural network emulation of sub-grid heating
tendencies. Areas where the coefficient of determination R2 is greater than 0.7 are contoured
in pink and areas greater than 0.9 are in orange. To facilitate reading, the map was smoothed
using a 2D Gaussian averaging kernel with a standard deviation of 2 grid cells in both latitude
and longitude (y and x). Each Gaussian filter was additionally truncated at 4 standard
deviations. For ease of visualization and cleaner comparison with previous work, we show the
plot of max(0,R2).
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Figure 2.3: Neural network performance at time step interval (a and b – also seen in Figure 2.1
g and h) is contrasted with performance at the diurnal scale (c and d). Representation of
heating tendency in (K/s) (a and c) and moistening tendency in (kg/kg/s) (b and d) are
both examined. Zonal averages are again taken upstream of R2 calculation. In both vertically
resolved heating and moistening, there is an across the board gain in skill at longer timescales.
Areas where R2 is greater than 0.7 are contoured in pink and areas greater than 0.9 in orange.
For ease of visualization and cleaner comparison with previous work we show the plot of
max(0,R2).
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Figure 2.4: The temporal power spectrum for vertically resolved heating tendency in
(W 2/m4day) (a) and vertically resolved moistening tendency in (W 2/m4day) (b) are calculated
at each latitude, longitude, and elevation across the globe. These spectra are then averaged
together to see how much variance the linear baseline model captures globally compared to our
formally tuned Sherpa neural network. Results from SPCAM5 test data and CAM5 data are
also plotted for perspective. Further tests are done exclusively over marine locations (c and
d) and over continental ones (e and f). The peaks correspond to the solar radiation driving
the diurnal cycle, though this is stronger on land (e and f) than in marine locations (c and
d). Multi-taper spectra were also calculated for both tendencies but showed no qualitative
difference with the results above calculated through the numpy fft package.
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Figure 2.5: The spatial power spectrum for vertically resolved heating tendency in
(W 2/m4km) (a and b) and vertically resolved moistening tendency in (W 2/m4km) (c and d)
are calculated at each vertical level and time step across the simulation data. These spectra
are then averaged together to see how much variance the linear baseline model captures
globally compared to our formally tuned Sherpa neural network. Results from SPCAM5 test
data and CAM5 data are also plotted for perspective. We take a 1D fft in both the x (zonal)
(a and c) and y (meridional) (b and d) directions. However, we restrict our zonal cross-section
to just a tropical belt (20N-20S) so we can assume a cartesian plane and neglect variable grid
spacing. These results tie in with Figure 2.4 in that capturing the variations in convective
tendencies at small scales proves more difficult for our neural networks than at large scales.
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Figure 2.6: A comparison between the neural network R2 skill in emulating the vertically
resolved heating tendency in (K/s) (a) and the autocorrelation frequency of the SPCAM5
heating tendencies (b). Both cross sections are taken at the lowest pressure level in the
model. Qualitatively the patterns closely match. The areas of lowest skill score (bottom
tenth percentile) and highest autocorrelation frequency (90th percentile) are both contoured
in purple. For ease of visualization and cleaner comparison with previous work we show the
plot of max(0,R2) in panel a.
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Figure 2.7: The solid lines represent the median autocorrelation as a function of time at every
surface location where the R2 skill score of heating tendency in (K/s) is in the top 10 percent
(blue) and the bottom 10 percent (red). We restrict our comparison to surface locations in
the tropics (15◦S to 15◦N) (a) and then examine the entire surface of the earth (b). The
corresponding inter-quartile regions are shaded in as a marker for statistical significance. The
dots show the time to e-folding decay. The test data spans the month of July.
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Figure 2.8: A comparison between the moistening tendency of SPCAM5 target data (a and
c) and DNN predictions (b and d) in (kg/kg/s) over continental (a and b) and marine (c
and d) locations respectively. The composite is taken over the month of July and we choose
to show the anomaly of the diurnal cycle in which the mean is subtracted out.
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Figure 2.9: A comparison between CAM5 data (a), SPCAM5 test data (b), and our overall
best neural network with automated hyperparameter tuning (c), neural networks with different
positive constraints on the precipitation output (d, e, f, g), an archaic version of our DNN
without automated hyperparameter tuning or physical constraints (Manual) (h), and our
linear baseline model (i). The figures show the hour of maximum precipitation in (mm/day)
during the boreal summer (months of June, July, and August). The time of maximum
precipitation is colored in only over areas with a significant diurnal amplitude in precipitation
rate as defined in Equation 2.7. 56
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Figure 2.10: The Probability Density Function across the range of simulated precipitation
rates (a) and the corresponding amount distribution (b) of precipitation in which the
probability density function is multiplied by the bin-averaged values of precipitation. We
design the histograms based on the methods outlined in [164], which have been widely adopted
in literature including in formative works such as [132]. We implement logarithmically
distributed rain-rate bins. In our case, each bin width grows by 3 percent to ensure the
entirety of the precipitation PDF is reflected. For more detail, we include an archaic version
of our neural network without an automated hyperparameter tuning or physical constraints
(Manual), our best constrained neural network (dashed line), and our overall best (Sherpa)
DNN discussed previously in the methods section. Comparisons are also made exclusively
over marine areas (c and e) and continental ones (d and f).
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Figure 2.11: The Gross Primary Production (GPP) and Net Ecosystem Exchange (NEE)
monthly based on CAM data (also in aqua-planet mode) are contrasted against SPCAM
(aquaplanet) and a neural network (aquaplanet trained), the results of which are derived
from one way land coupling. The solid lines correspond to mean values while the shading
encompasses the extent of the monthly mean standard error at each time step.
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Figure 2.12: The temporal standard deviation of annual heating and moistening tendencies.
Units converted to (K/day) and (g/kg/day) respectively to contrast with the performance of
a Resnet [59].
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Figure 2.13: The difference between annual target SPCAM5 data and the DNN predictions
for heating tendency (K/day), moistening tendency (g/kg/day) and precipitation (mm/day).
The 3 panels on the bottom have been taken from [59] to provide direct comparisons between
the performance of our DNN and the [59] Resnet on full complexity, real-geography simulation
data.
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Figure 2.14: An extension of Figure 2.10, but this time contrasting four constrained neural
networks (dashed lines) against the SPCAM5 target data (green line) and the Sherpa NN
(blue line). The Probability Density Function across the range of simulated precipitation
rates (a, c, e) and the amount distribution (b, d, f) of precipitation in which the probability
density function is multiplied by the bin-averaged values of precipitation.
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Label Training Data Region Variable timestep 25th 50th 75th
a real-geog. (Linear) Land Moistening 15 min. -0.07 -0.02 0.00
b real-geog. (Linear) Land Moistening Daily -0.27 -0.09 -0.02
c real-geog. (Manual) Land Moistening 15 min. -0.07 -0.02 0.00
d real-geog. (Manual) Land Moistening Daily -0.27 -0.09 -0.02
e real-geog. (Best) Land Moistening 15 min. -5.5 0.10 0.55
f real-geog. (Best) Land Moistening Daily -12.9 0.14 0.76

Table 2.6: Statistical breakdown of skill score showing percentiles summarizing skill variability
in 3D space, i.e. from a flattened vector of R2 values that were calculated across just the
time dimension separately for each longitude, latitude, and pressure level, using raw data at
the 15-minute sampling scale or the daily mean sampling scale. This table highlights the
three neural networks trained on the SPCAM5 real geography data: A "Linear" baseline
model (a-b), a manually tuned neural network (c-d), And our formally tuned Sherpa neural
network (e-f). The table depicts convective moistening kg/kg/s over continental locations.
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Label Training Data Region Variable timestep 25th 50th 75th
a aqua-planet Ocean Heating 15 min. 0.05 0.27 0.55
b aqua-planet Ocean Heating Daily -0.41 0.24 0.59
c real-geog. (Linear) Ocean Heating 15 min. -0.30 -0.01 0.21
d real-geog. (Linear) Ocean Heating Daily -2.26 -0.58 0.03
e real-geog. (Manual) Ocean Heating 15 min. -0.26 0.00 0.31
f real-geog. (Manual) Ocean Heating Daily -1.82 -0.33 0.32
g real-geog. (Best) Ocean Heating 15 min. 0.28 0.54 0.76
h real-geog. (Best) Ocean Heating Daily 0.30 0.66 0.85

Table 2.7: Statistical breakdown of skill score showing percentiles summarizing skill variability
in 3D space, i.e. from a flattened vector of R2 values that were calculated across just the
time dimension separately for each longitude, latitude, and pressure level, using raw data
at the 15-minute sampling scale or the daily mean sampling scale. This cumulative table
compares results from a neural network trained on SPCAM3 aqua-planet data (a-b). It also
highlights three neural networks trained on the SPCAM5 real geography data: A "Linear"
baseline model (c-d), a manually tuned neural network (e-f), and our formally tuned Sherpa
neural network (g - h). The table depicts convective heating K/s over marine locations.
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Label Training Data Region Variable timestep 25th 50th 75th
a aqua-planet Ocean Moistening 15 min. -4e6 -0.40 0.23
b aqua-planet Ocean Moistening Daily -4e5 -2.19 0.40
c real-geog. (Linear) Ocean Moistening 15 min. -0.06 -0.01 0.48
d real-geog. (Linear) Ocean Moistening Daily -0.22 -0.06 0.00
e real-geog. (Manual) Ocean Moistening 15 min. -0.05 0.00 0.04
f real-geog. (Manual) Ocean Moistening Daily -0.22 -0.06 0.00
g real-geog. (Best) Ocean Moistening 15 min. -3.45 0.16 0.48
h real-geog. (Best) Ocean Moistening Daily -11.0 0.49 0.49

Table 2.8: Statistical breakdown of skill score showing percentiles summarizing skill variability
in 3D space, i.e. from a flattened vector of R2 values that were calculated across just the time
dimension separately for each longitude, latitude, and pressure level, using raw data at the
15-minute sampling scale or the daily mean sampling scale. This cumulative table compares
results from a neural network trained on SPCAM3 aqua-planet data (a-b). It also highlights
three neural networks trained on the SPCAM5 real geography data: A "linear" baseline
model (c-d), a manually tuned neural network (e-f), and our formally tuned Sherpa neural
network (g - h).The table depicts convective moistening kg/kg/s over marine locations.

64



Movie 1.1

An animation of convective heating and moistening tendencies between CAM5 data, SPCAM5

data, and the Sherpa tuned "Best" neural network. This video contains every other 15 minute

timestep for 14 days in July from 35S-35N. The data have all been converted to W/m2. The

complete animation can be accessed at

https://drive.google.com/file/d/17MdO7Lb7DusakuT_2WcqW7iakVYUr7hh/view

Movie 1.2

An animation of precipitation from CAM5 data, SPCAM5 data, and the Sherpa tuned "Best"

neural network. This video contains every other 15 minute timestep for 14 days in July from

35S-35N. The data have all been converted to mm/day and the data is shown on a log scale.

The complete animation can be accessed at

https://drive.google.com/file/d/1jLccgEBkeIK-ciCvoKKtt0JOdlNPcvRl/view
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Chapter 3

Generative Modeling of Atmospheric

Convection

3.1 Abstract

While storm-resolving models can explicitly simulate the details of small-scale storm formation

and morphology, these details are often ignored by climate models for lack of computational

resources. In Chapter 3, we explore the potential of generative modeling to cheaply recreate

small-scale storms by designing and implementing a Variational Autoencoder (VAE) that

performs structural replication, dimensionality reduction, and clustering of high-resolution

vertical velocity fields. Trained on ∼ 6 · 106 samples spanning the globe, the VAE successfully

reconstructs the spatial structure of convection, performs unsupervised clustering of convective

organization regimes, and identifies anomalous storm activity, confirming the potential of

generative modeling to power stochastic parameterizations of convection in climate models.
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3.2 Introduction

With modern, storm-resolving models there are challenges beyond our inability to run these

models for the ∼100-year timescales needed [69, 74, 108]. We also require the ability to analyze

the simulation output when we do run them on short-time scales. The detail revealed by

these simulations has historically been too minute to explicitly resolve in GCMs [139, 71, 146].

Likewise, because key physics driving convection and cloud formation occurs on the scale

of meters to a few kilometers, there is also no (both spatial and temporally) satisfactory

observational record to rely on. This increases the value of these "storm-resolving" simulation

outputs as they contain a treasure trove of information about the physics and behavior

of storm systems not available elsewhere. But we have yet to fully leverage these model

outputs because they are overwhelming to analyze at a native scale. This gridlock leaves

significant gaps in knowledge about many of the details of cloud-climate feedbacks as well as

the relationship between storm organization and its thermodynamic environment [139, 108].

However, deep learning, and in particular generative models, may provide a path to a better

understanding of these phenomena and their role driving the weather and climate of our

world.

The application of machine learning in the physical sciences has increased exponentially

in recent years but with important avenues still largely unexplored. Similar to Chapter 2,

other deep neural networks have been re-purposed to emulate the large-scale consequences of

storm-level heating and moistening over the atmospheric column to replicate mean climate

and expected precipitation patterns and extremes in the wider field of climate modeling [140,

50, 108, 114, 121]. However, much of the previous Chapter and this body of work in general

have been confined to simple, feed-forward neural networks that ignore the interesting

stochastic details of eddy and storm organization. The recent application of Generative

Adversarial Networks (GANs, [53]) to the Lorenz ’96 Model suggests a potential, under-

explored role for generative models in atmospheric sciences – particularly towards stochastic
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parameterizations [49, 36]. There have also been initial successes using various types of

GAN architectures to generate plausible Rayleigh-Bernard convection. In particular, adding

informed physical constraints to GAN loss functions seem to improve the generation of these

non-linear fluid flow systems [170, 166, 153, 172]. While promising, such techniques have

thus far been restricted to idealized turbulent flows of reduced dimension and complexity;

there is ample room to explore generative modeling methods for representing convective

details amidst settings of realistic geographic complexity. Meanwhile, generative modeling

besides GANs have not been as thoroughly considered for turbulent flow emulation and could

potentially power climate models down the line.

VAEs may prove more appropriate than GANs for these climate applications given their

design containing both a generative and representational model, their often superior log-

likelihoods and reconstruction simulations, and practical advantages including stabler training

results, easier performance benchmarking, and more interpretable latent manifold represen-

tations [167, 109, 65]. Modified VAEs can reconstruct plausible two-dimensional laminar

flow with computational efficiency beyond what is common when numerically solving linear

differential equations [46]. There has been preliminary work using VAEs for the clustering of

atmospheric dynamics – a gain again relying on simplified Lorenz ’96 model data as well as

potential vorticity fields and geopotential heights [155, 156]. This application of representation

learning across a variety of simplified simulations suggests VAEs offer great potential as

both an engineering tool to help escape computational limits on the generative side and may

provide the ability to learn and extract hidden organizational details in atmospheric dynamics

on the representation side. However, to the best of our knowledge, this is the first work to use

a VAE for representational learning on the details of convective organization and associated

gravity wave radiation1 as revealed by spatial snapshots of vertical velocity – an inherently

chaotic and bimodal variable [51] – across a dataset large enough to nonetheless encompass
1Here we are referring to internal gravity waves, which are horizontally-propagating disturbances in the

atmosphere generated by density perturbations, e.g. from deep convection, frontogenesis, or topography.
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Layer Filters Kernel Stride Activation

2D Conv 64 3x3 2 relu
2D Conv 128 3x3 2 relu
2D Conv 512 3x3 2 relu
2D Conv (µ) 64 3x3 2 relu
2D Conv (σ) 64 3x3 2 relu

Table 3.1: Our Encoder architecture. Conv refers to a convolutional hidden layer. The
first hidden Conv layer receives an input vector of 32x128 (30x128 expanded by padding)
representing a vertical velocity snapshot.

the spatiotemporal diversity of turbulence regimes in the atmosphere. As far as we know,

this is also the first study to constrain a VAE’s output statistics by adding a covariance

constraint term to its loss function to improve representation and capture variance details at

small spatial scales in the turbulent atmospheric boundary layer, which can be considered

one of the most difficult locations for climate models. Our results demonstrate the power

of VAEs to accurately reconstruct high-resolution climate data, as well as their ability to

leverage dimensionality reduction for high level feature learning and anomaly detection. This

casts VAEs as promising tools for both dynamical analysis and stochastic parameterization

of fine-scale atmospheric processes from storm-resolving data.

3.3 Methods

In this Section, we discuss the architecture of the three machine-learning models used here, the

design of our covariance constrained VAE loss function, and the generation and preprocessing

of the atmospheric simulation data.
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Layer Filters Kernel Stride Activation

2D Conv-T 1024 3x3 2 relu
2D Conv-T 256 3x3 2 relu
2D Conv-T 64 3x3 2 relu
2D Conv (µ) 1 3x3 2 sigmoid
2D Conv (σ) 1 3x3 2 linear

Table 3.2: Our Decoder architecture. Conv-T refers to a transposed convolutional hidden
layer.

3.3.1 Architecture

Our VAE takes vertical velocity fields formatted as (30×128) 2D images. We adopt a

fully convolutional design2 to preserve local information, which is essential in atmospheric

convection modeling (Tables 3.1 and 3.2). We obtain meaningful reconstruction performance

by ensuring that the information bottleneck in the VAE is not too severe, i.e. that the latent

space is still wide enough to preserve enough fine features of the vertical velocity fields (in our

case of dimension 1024), and by implementing annealing techniques outlined in [64, 6]. Here,

we analyze two successful VAEs: One with a traditional negative ELBO in the loss, and one

with an additional covariance constraint in the loss. As a baseline, we also implemented a

regular autoencoder of the same design as above, with two key differences: All activations

were replaced with the identity function and our covariance constrained loss was replaced

with the mean-squared error. We refer to this model as the “linear” model and use it to

better quantify the added value of VAEs for modeling atmospheric convection.

3.3.2 VAE Loss Implementation

The total loss is the sum of two terms: the negative of the Evidence Lower Bound (ELBO),

commonly used as the total VAE loss, and a covariance constraint loss term [46, 153, 1] on
2Earlier experiments used architecture similar to models used for CIFAR-10 data [89] with fully con-

nected dense layers separating the encoder and the decoder from the latent space but led to discouraging
reconstructions plagued by posterior collapse and an inability to represent the spatial patterns of convection.
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the covariance matrix that we weigh by λ ∈ R+:

Loss
def
= −ELBO + λ× CC, (3.1)

where CC is a “covariance constraining” term using the Frobenius norm || · || to measure the

distance between the covariance, Σ, of the likelihood pθ(x|z) and the covariance, Σ, of the

true data distribution p(x). θ refers to model parameters and x refers to observed vertical

velocity fields:

CC = ||Σ(pθ(x|z))− Σ(p(x))||. (3.2)

Unconstrained VAEs (λ = 0), henceforth referred to as “VAE” for short, maximize the ELBO,

defined as the sum of the log-likelihood pθ(x|z), and the Kullback-Leibler (KL) Divergence

between p(z) and qϕ(z|x):

ELBO(x; θ, ϕ, z) = Eqϕ(z|x)[log pθ(x|z)]

−DKL(qϕ(z|x) || p(z)),
(3.3)

where ϕ are our variational parameters which are learned jointly with the model parameters,

θ. p(z) refers to the prior and qϕ(z|x) refers to the estimated posterior. We denote hidden

variables as z. Minimizing the KL loss term regularizes the variational parameters in the

model and makes the VAE posterior more similar to the VAE prior. Maximizing the log-

likelihood enables the VAE to produce realistic vertical velocity fields where the output will

be more closely aligned with the latent variable of the model. Following [80], we assume that
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the prior over the parameters and the hidden variables are both centered isotropic Gaussian

and calculate ELBO using equation (24) of [80].

To control the rate-distortion trade-off [6], we implement linear annealing to the KL loss term

following [21], where the KL term is multiplied by an annealing factor linearly scaled from 0

to 1 over the course of training. In our VAE, linear annealing results in significantly lower

KL losses and more interpretable latent spaces.

Finally, to generate vertical velocity fields with realistic spatial variability, we additionally

implement covariance-constrained VAEs. Following Equation 3.2, the covariance constraint

is defined as the Frobenius norm of the covariance matrix error, which we estimate over

each batch during optimization. We choose a pre-factor λ = 106 so that the magnitude of

the covariance constraint matches that of the reconstruction loss, resulting in a covariance-

constrained VAE “CC-VAE” that generates more faithful covariance matrices.

3.3.3 Data & Preprocessing

Storm-Resolving Data

To train and test our VAE, we rely on snapshots of vertical motions with explicitly-resolved

moist convection and gravity wave radiation obtained from ∼15k instances of a Storm-

Resolving Model (CRM) [75, 77] embedded within a host Global Climate Model (GCM). The

CRMs operate at a 20s native timestep data and we extract state snapshots from it every

15 minutes, the frequency with which its horizontal average state is permitted to interact

with its host GCM. We perform a 100-day multi-scale climate simulation to generate data

showing details of atmospheric convection within a tropical belt from 20N to 20S latitudes.

Specifically, at each 1.9◦ × 2.5◦ horizontal grid cell of the Super-Parameterized Community

Atmosphere Model (SPCAM5), we embed a 128-column System for Atmospheric Modeling
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(SAM) micro model with kilometer-scale horizontal resolution; both the host and embedded

models use 30 vertical levels. This entire dataset comes to a size of 1.3 Tb. For our purposes,

there is 30 level by 128 CRM-column "snapshot" or "image" of a convective-scale vertical

velocity field at each latitude-longitude grid cell that we feed into the encoder of our neural

network. We train our VAEs on sub-samples of this data staged on UC Irvine’s GreenPlanet

Super-computing node and our machine learning simulations are powered by two NVIDIA

Tesla V100 and one NVIDIA Tesla T4 GPUs.

Preprocessing

To reduce data volume for efficient training and to ensure our VAE is exposed to a plethora

of convective motion, we selectively sample from the initial 1.3Tb SAM dataset. We restrict

our initial data volume to the 144 latitude/longitude coordinates with a detectable diurnal

cycle of precipitation where the amplitude of daily precipitation is greater than two times its

standard deviation within the larger-scale host model. This precipitation filtering ensures

samples of strong convection get placed into the training dataset, as a persistent diurnal cycle

of precipitation often indicates deep convection and the presence of mesoscale convective

systems [33]. Within these selected grid cells, the vertical velocity values range from 37.3m s−1

to −17.4m s−1 and are then scaled from 0-1 by subtracting the minimum and dividing by

the range.

We shuffle data in the spatial and temporal dimensions prior to training. We use An 80%/20%

training/test split for all models. To ensure a balanced dataset of different convective types,

we apply K-means clustering with two centroids to group data with active and inactive vertical

velocity fields. We then sample equally from both clusters without replacement to design

a balanced dataset for the VAE. This new 4.3Gb dataset has a 111206/27802 training/test

split. Since the horizontal domain is doubly-periodic, two vertical velocity updrafts of equal

magnitudes and size located at different horizontal locations are physically identical. To
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prevent the VAE from treating them as different at the expense of reconstruction magnitude

and variance, we preprocess all samples so that the center of the vertical velocity field is

the location of the strongest convection present in the sample. We define the “strongest

convection” as the largest absolute value of spatially-averaged vertical velocity, from 400hPa

to 600hPa in the vertical and using a moving average of 10km horizontally.

3.3.4 Quantifying Reconstruction Performance

We quantify the reconstructions of our final VAE and CC VAE as well as our linear baseline

using the following metrics:

Hellinger Distance

We calculate the Hellinger distance H between the discrete distributions to gauge similar-

ity [113]:

H(p, q) =

√√√√ k∑
i=1

(
√
pi −

√
qi)2

2
(3.4)

where p is the distribution of the original vertical velocity fields and q is the distribution of

the corresponding reconstruction.

Mean Squared Error (MSE)

To provide an overall skill of the reconstruction, the MSE is calculated between each original

sample and its corresponding reconstruction.
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Model MSE Hellinger Distance Frobenius Norm

Linear 4.2e-6 2.0e-3 8.0e-3
VAE 1.1e-5 3.1e-4 3.2e-4
CC VAE 4.5e-6 2.0e-3 8.0e-6

Table 3.3: Quantitative Reconstruction Metrics. We compute the MSE and Hellinger
Distance between true and predicted reconstructions. This shows the baseline is equally good
at predicting the mean reconstruction. We also compute the Frobenius Norm of the error in
the covariance matrices of the true data and the reconstructions. Both VAEs capture more
of the covariance structure of the data than the linear baseline.

Spectral Analysis

To better understand the skill of the VAE reconstruction from a spatial perspective, we

perform one-dimensional spectral analysis on each sample and reconstruction at all 30 levels

in the vertical dimension. We examine four vertical levels commonly used in meteorology:

850hPa (top of the boundary layer), 700hPa (lower troposphere), 500hPa (mid-troposphere),

and 250hPa (upper-troposphere) to see how our VAEs capture the spatially-resolved vertical

velocity variance throughout the atmosphere. We calculate the power spectral density Φk

using:

Φk
def
=

∆n

N

∣∣∣∣∣∣
N−1∑
j=0

yje
−ijk
NT

∣∣∣∣∣∣
2

(3.5)

where N is the length of the x dimension, yj is the sample or reconstruction, T is 1/length, i

is the imaginary unit, and k is the vertical level of interest in hPa (850, 700, 500, or 250) [35].
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Figure 3.1: Visualization of the latent space originally in dimension 1024, but reduced
to dimension 2 by Principle Component Analysis (PCA) [130]. The standard deviations of
different types of convection the VAE learns to cluster are embedded near corresponding
clusters. This suggests the VAE learns an interpretable clustering of the data, with means
and variances both contributing to the results.
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Figure 3.2: Spectral Analysis at 4 different levels of the atmosphere comparing the test
data to our best VAE and CC VAE as well as a linear model. At small spatial scales, we see
the importance of the Covariance Constraint to capture the variance native to convection
(orange vs. red).
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Figure 3.3: Convection Type Predictions The diurnal composite from a ten day average
at four unique times of day are shown above. The VAE predicts the type of convection
occurring in tropical locations over the course of a typical Boreal Winter Diurnal Cycle. Blue
coloring refers to a VAE prediction of deep convection, yellow to a VAE prediction of shallow
convection, and green to a convective type transitioning between shallow or deep convection.
Areas where the VAE detects little convection are blanked out. Semantic similarities of the
VAE latent space are reflected in the global geospatial weather patterns.

3.4 Results

Our VAE trained on storm-resolving climate data produces accurate vertical velocity field

reconstructions. When we provide the high resolution training dataset and appropriate

convolutional architecture, our VAE learns remarkably accurate representations of any type

of convection found within the test dataset. Our VAE captures the magnitude, proper

height, and structure across deep convective regimes, shallow convective regimes, and non-

convecting regimes (Figure 3.4). When the “Covariance Constraining” term is added to

create a physically informed loss, the CC VAE performance improves enough to match a

linear baseline (Table 3.3). But unlike many other image recognition tasks generative models

perform, reconstructing the mean of the convection is necessary but not sufficient – we must

capture the variance and correlation in the vertical velocity fields. The CC VAE reconstructs

variance better than a traditional convolutional VAE and at least on par with the linear

baseline (Table 3.3, Figure 3.2). Our CC VAE is the most versatile of our models with an

accurate reconstruction performance overall at different levels of the atmospheric column and

different convective spatial scales based on the power spectra of the three models (Figure 3.2).

This precision across both small and large spatial scales reveals our CC VAEs ability to
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emulate both the overall large pattern of convective plumes and the details within convective

composition. Our CC VAEs results replicate disparate structures of convection in both

areas of high stochasticity near the atmospheric boundary layer, characteristic of shallow

convection, as well as in the upper troposphere, where deep convective regimes dominate. At

this stage, CC VAEs match the performance of our linear baseline but do not exceed it.

However, unlike the linear baseline, our VAE and CC VAE discover the details of the

convective organization by representation learning via dimensionality reduction and feature

extraction. A 2D, deterministic PCA projection of our CC VAE latent space clusters and

separates different convective types (Figure 3.1). In particular, the distinction between

deep and shallow convective regimes and non-convective regimes is encouraging (Figure 3.1,

please visit this link for a complete animation of the 2D Projection of the latent space).

The physical knowledge represented in our CC VAEs latent space stands alone from other

forms of dimensionality reduction (PCA and t-SNE on the preprocessed data) where there

is no evidence of distinction based on convective type. Furthermore, CC VAE predictions

of convective type based solely on latent space location map back to a physically sensible

pattern over the tropics with deep convection concentrated on land over the Amazon and

African Rainforests as well as over the Pacific Warmpool (Figure 3.3). These predictions from

latent space location not only map convection type in a spatially coherent pattern, but also

capture the change in convection type with the diurnal cycle over moist, tropical continents

(Figure 3.3, please visit this link for a complete animation of the tropical diurnal cycle).

When we exclusively restrict the test dataset to an Amazon Diurnal Composite, the known

coherent transitions from shallow to deep convection that occur over tropical rain-forest in

response to solar heating of the diurnal cycle correspond to monotonic trajectories in the

latent space projection, verified using both t-SNE and PCA (Figure 3.5). Further tests are

required on more complex convective transitions to understand the extent of the physical

meaning of the CC VAE latent space, but these initial positive results suggest great potential

for physically constrained VAEs as a tool in atmospheric dynamics to uncover information
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about convective transitions, storm morphology, and propagation.

We also evaluate ELBO (Equation 3.3) for each sample of our test data to find unusual storm

development and activity in the dense CRM data.

ELBO allows us to determine the degree to which a vertical velocity field, drawn from our

model’s latent variables is an aberration in the data. Our VAEs inherent ability to detect

anomalies in the vertical velocity data proves to be an elegant way to identify deep convection

in a more thorough manner than traditional vertical velocity thresholding. An example of

one such anomaly we identify is Figure 3.6 – in this case an instance of two moderate storms

developing in one CRM array. These phenomena would be less straightforward to locate

through conventional methods, particularly given the size and density of data involved. Our

VAEs attribute of anomaly detection learns characteristics of the data instead of naively

thresholding based on priors experiences that may not reflect the composition of the dataset.

This feature provides the potential to help identify interesting and unexpected weather

phenomena from noise – artifacts that might otherwise never be studied in overwhelmingly

large and rich datasets.

3.5 Conclusion

We develop a VAE to reconstruct immaculate convection images from a high-resolution,

storm-resolving dataset. Our VAE, particularly once a statistically constrained loss function

is added, captures the variance and magnitude of distinct convective regimes. The latent

space of the VAE proves to be a potent tool for making physically sensible predictions of

convection type that accurately reflect the tropical atmosphere and capture the effects of

solar heating through the diurnal cycle. The unique VAE loss function allows us to use ELBO

to find anomalous storm development in a dense, high resolution dataset that traditional
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Figure 3.4: Reconstructions The trained VAE reconstructions closely resemble those from
the test dataset and accurately predict the location, magnitude, and spatial structure of
convective plumes.

methods might miss. But there is much work to be done before a VAE could be implemented

to power stochastic parameterizations for a climate model, likely requiring to condition the

VAE on large-scale thermodynamics via expansion of the input vector. If successful, the

ability to quickly and efficiently generate synthetic, detailed vertical velocity fields to help run

climate models would be a valuable resource for the atmospheric sciences and meteorology

communities. But improvements in the generative capabilities would likely come at the

expense of the representation learning and the VAEs diagnosis of the physics of convection.

We believe these preliminary physical intuitions achieved via latent space analysis represent

a promising avenue for the broader application of generative modeling for advancing the

field of atmospheric dynamics [6, 64] and warrant further investigation to understand their

full potential. In the following Chapters (4 and 5) we will show how the VAE encoder and

latent space can create a framework to both better understand model design choices and

consequences as well as identify mechanisms driving changes in precipitation.

3.6 Appendix A: Additional Figures
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Figure 3.5: 2D PCA Temporal Projection All spatial locations comprising the Amazon
Rainforest are averaged together from November to February to get a single composite diurnal
cycle that is fed through our trained VAE. The colors above correlate to the time of day
(Local Solar Time). The results show a clear separation in representation within the latent
space of the timing of deepest convection and maximum precipitation (mid-afternoon) from
when shallow convection and calmer conditions dominate (early morning).
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Figure 3.6: Anomaly Detection We use the ELBO in the VAE Loss function to identify
the most anomalous vertical velocity fields. We show the 9th most anomalous field because it
exhibits multiple deep convective plumes.
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Chapter 4

Comparing Storm Resolving Models and

Climates

4.1 Abstract

Storm-resolving models (SRMs) have gained widespread interest for the unprecedented detail

with which they resolve the global climate. However, while many different SRMs have been

created, it remains difficult to quantify objective differences in how these SRMs resolve complex

atmospheric formations. Understanding the design choices that lead to these differences is

also an opaque process. The lack of appropriate tools for quantifying model similarities and

differences is not unique to climate science but encountered in many disparate fields that

involve complex data simulation tools. This Chapter develops a new unsupervised machine

learning workflow to analyze and intercompare different SRMs based on their high-dimensional

simulation data. Instead of drawing on domain knowledge, the approach automatically learns

appropriate notions of similarity from low-dimensional latent data representations that the

different models produce. To quantify such inter-SRM “distribution shifts”, we use variational
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autoencoders in conjunction with vector quantization. Our analysis involving nine different

global SRMs reveals that only six of them are aligned in their representation of atmospheric

dynamics. Our analysis furthermore reveals regional and planetary signatures of the convective

response to global warming in a fully unsupervised, data-driven way. In particular, this

approach can help elucidate the effects of climate change on rare convection types, such

as “Green Cumuli”. This Chapter provides a path toward evaluating future high-resolution

global climate simulation data more objectively and with less human intervention than has

historically been needed.

4.2 Introduction

Modern storm-resolving models better represent the totality of the atmosphere on scales

ranging from microns (cloud microphysics) to kilometers (convective storms that mediate

floods) to many thousands of kilometers (organized storm systems), there is still a spread

in the representation of atmospheric dynamics [25, 18, 146, 152]. This does not mean

these "storm-resolving models" are not still of great use – Features like deep convective

updraft formation can be resolved explicitly and we can improve the emulation of clouds and

precipitation patterns in conventional climate simulations by reducing excessive drizzle and

correctly representing the onset of deep convection in the afternoon [139, 32, 37, 96, 95, 84].

But substantial differences in SRM design choices, including treatment of sub-km scale

shallow convection, initialization of soil moisture and the land surface, and inconsistent

vertical coordinate systems, all contribute to uncertainty in SRM weather and climate

predictions [152]. Comprehensively separating groups of self-similar from dissimilar models

remains challenging. Attempts have been made before to validate and intercompare ensembles

of global SRMs, but have been limited to traditionally coarsened statistics guided by physically

informed approaches [73, 24, 103, 152]. A longstanding community goal is to directly inter-
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compare models at the native scale of storm formation, which would improve understanding

of the consequences of different model design decisions and help narrow the uncertainty of

cloud-climate feedback.

A key part of the problem is the sheer amount and complexity of the data created by the

simulation output, which quickly becomes overwhelming. The extent of this challenge can be

observed in the first inter-comparison study of global SRMs, DYAMOND (the DYnamics

of the Atmosphere general circulation Modeled on Non-Hydrostatic Domains). Preserving

hourly simulation output for just 40 days necessitated nearly 2 PBytes per SRM for the

DYAMOND Initiative [152]. This makes storage, let alone any detailed analysis, a significant

hurdle. Traditional dimensionality reduction methods, including clustering and projections,

are used to help analyze SRM simulations to cope with such issues. However, the required

assumptions (such as linearity and scale selectivity) may fail to fully capture the non-linear

relationships embedded in small-scale coherent structures that make these simulations so

valuable to begin with [19, 168, 165].

To gain more insights and confidence in model predictions, we need objective ways to quantify

changes in convective organization, highlight nonphysical artifacts in simulations, and more

thoroughly analyze these modern SRMs [152, 126]. This Chapter proposes to compare

models based on their high-resolution simulation data, i.e., by quantifying distribution shifts

among the outputs of different SRMs. Machine learning methods, typically grounded in

the assumption that training and test data are drawn from the same distribution, can aid

in this endeavor. Since test data often deviates from training data [13], distribution shifts

are a frequently occurring problem, and methods for detecting such “out-of-distribution”

data have been developed [144, 145]. Yet, with few exceptions [138], most of this work has

focused on detecting individual data instances and not on comparing data distributions

as a whole. This Chapter develops a methodology based on a combination of nonlinear

dimensionality reduction and vector quantization [55, 171] as used in data compression to
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estimate distributional distances. Chapter 4 will build on the unsupervised learning methods

of Chapter 3 for a new way to build inter and intra-model comparisons with only minimal

physical domain knowledge.

4.3 Methods

4.3.1 Data and Preprocessing

We begin by discussing the mechanics of the Multi-Model Framework (MMF) in more detail.

The MMF responsible for generating our SPCAM data is composed of small, locally periodic

2D subdomains of explicit high resolution physics that are embedded within each grid column

of a coarse resolution (1.9◦ × 2.5◦ degree) host planetary model [77]. The simplifications

behind the MMF-imposed scale separation provide a useful contrast to the cutting-edge

DYAMOND SRMs. The resolution and geography of the data will be the same as Chapter 3,

but here we performed six simulations of present-day climate launched from different initial

conditions (but identical resolution) using the MMF [139], configured with storm resolving

models that are 512 km in physical extent, each with 128 grid columns spaced 4 km apart.

This ensures our results will not be overly influenced by the biases of a particular sample.

We also expand beyond the scope of Chapter 3 by exploring state-of-the-art high-resolution1

atmospheric model data, archived by the DYAMOND Project [152]. We consider eight

SRMs from the DYAMOND initiative: ICON, IFS, NICAM, UM, SHIELD, GEM, SAM,

and ARPEGE. As a ninth data set, we also extract high-resolution vertical velocity fields

produced by SPCAM MMF that embeds many miniature 2D SRMs in a planetary climate

model) [75, 77]. We focus exclusively on the vertical velocity state variable and its 3D

structure, which contains information about complex updraft and gravity wave dynamics
15 kilometers or less horizontally
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across multiple scales and phenomena. We eliminate one spatial (latitude) axis from the

DYAMOND datasets by extracting 2D “image” snapshots (pressure vs. longitude), which are

temporally spaced by three hours; this set-up allows us to directly compare the DYAMOND

and SPCAM outputs. In each test dataset from each model, 125,000 samples are selected

randomly (with respect to space and time) across the 15S-15N latitude belt, comprising

diverse tropical convective regimes. The nine SRMs differ in horizontal and vertical resolution

and other sub-grid parameterization choices (see [152] Tables 1 and 2). These SRMS form

a comprehensive testbed of vertical velocity imagery. For visualization of these convective

updrafts (which comprise our training and test data) in nine different SRMs, see Figure 4.1

and Movie 4.1.

To directly compare distributions between our DYAMOND simulations as well as with

SPCAM, we preprocess accordingly:

• In all nine simulations, we draw data from boreal winter and focus exclusively on the

tropic belt (15◦S to 15◦N latitude).

• We extract 2D snapshots of vertical velocity in the pressure-longitude plane from the

3D data (all eight DYAMOND datasets) in order to compare to the MMF dataset in

its native form.

• Each pixel in a 2D snapshot is scaled from its original velocity value in meters per

second (m/s) to values between 0 and 1 based on the highest pixel value and the lowest

among all the snapshots.

• For pairwise comparisons, we interpolate the data to a common vertical (pressure) and

horizontal grid and use consistent normalizations to generate directly comparable test

datasets.

• We create the training dataset by extracting 1.6e5 sample images randomly with respect
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to time and geography to ensure we densely sample the rich spatial-temporal diversity

of tropical weather, turbulence, and cloud regimes.
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Figure 4.1: A randomly selected vertical velocity field from each of the nine SRMs used
in this intercomparison. Atmospheric pressure is denoted on the y-axis and the number of
embedded columns in a given snapshot is shown on the x-axis. We see a rich mix of turbulent
updrafts (red) of various scales and types. Each model has a different native horizontal
spatial resolution. For more examples, see Movie 4.1

Figure 4.1 provides vertical velocity snapshots for various models used in this Chapter. For

more examples, see Movie 4.1

Unlike the DYAMOND SRMs, we can use the MMF model to simulate global warming

through uniformly increasing sea surface temperatures by four Kelvin. We treat this setup

as a proxy for climate change, which we can better understand by examining spatial and
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intensity shifts between the turbulent updrafts within the two SPCAM climates.

4.3.2 Variational Autoencoders

Figure 4.2: Typical VAE architecture used in Chapter 4. Given a vertical velocity field x,
the VAE reduces the input dimensionality, resulting in a latent representation z. We use
PCA to further reduce and visualize the latent structure in two (Figures 2, 4.12-4.14) or
three (Movies 4.2-4.6) components. Based on z, the VAE is trained to reconstruct x as x̂.

VAEs are among the most popular models for high-dimensional density estimation and

non-linear dimensionality reduction [80]. In contrast to regular autoencoders, VAEs are

probabilistic models that assign likelihoods to individual data instances and can be used for

density estimation and anomaly detection [144, 145]. Readers familiar with the concepts

established in Chapter 3 can skip to the next paragraph.

VAEs model data points x in terms of a latent variable z, i.e., a low-dimensional vector

representation, through a conditional likelihood p(x|z) and a prior p(z). Integrating over the

latent variables (i.e., summing over all possible configurations) yields the data log-likelihood

as log p(x) = log
∫
p(x|z)p(z)dz. This integral is intractable, but can be lower-bounded by a

quantity termed evidence lower bound (ELBO),
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L (θ;x) := Eqθ(z|x)

[
log pθ

(
x|z
)]

−KL
[
qθ
(
z|x
)
||pθ (z)

]
. (4.1)

This involves a so-called variational distribution qθ(z|x), also called “encoder”, while pθ(x|z)

is also called “decoder”. Both encoder and decoder are parameterized by neural networks,

see [80] for details. The first term measures the expected log-likelihood of a data point x upon

first stochastically mapping it to a latent state z and then decoding back to x. The term

therefore measures a reconstruction error and forces the latent variable z to be informative

of x. In contrast, the second term measures the distance between the distribution of the

latents z to the prior p(z). As discussed in [64], this term encourages the autoencoder to

“disentangle” the input images for added human interpretability shown below. For typical

machine learning parameterizations and training details, we refer to the literature [80].

To ensure the local correlations in the updrafts of our vertical velocity fields are preserved,

we rely on a fully convolutional VAE design. For training the VAE, we perform beta-

annealing [64, 21]. To this end, we expand the ELBO of Equation 4.1 by including a β

parameter and linearly anneal β from 0 to one:

ELBO (x; θ, ϕ) = Eq

[
log pθ(x|z)

]
− βDKL

(
qϕ(z|x) || p(z)

)
. (4.2)

We anneal over all 1600 training epochs. The number of layers and channels in the encoder

and decoder are depicted in Figure 4.2 (4 layers in each, stride of two). We use ReLUs as

activation functions in both the encoder and the decoder. We pick a relatively small kernel

size of 3 in order to preserve the small-scale updrafts and downdrafts of our vertical velocity

fields. The dimension of our latent space is 1000.
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4.3.3 Understanding Convection via Vertical Structure

The sheer volume of the vertical velocity fields from DYAMOND makes analyzing differences

in physical properties of convection difficult. To analyze their physical coherence, we therefore

use vertical velocity moments as summary statistics. More specifically, we create the anomaly

profiles of the vertical velocity fields. This approach is grounded on the principle that for

convection the vertical (v) dimension will be far more important than the horizontal (h)

dimension for preserving the key physical signatures. We calculate the first-moment statistic:

w′w′
i
def
=
√

(Wi − W̄i,h)2, (4.3)

where W̄i,h is the mean of the vertical velocity field upon averaging-out the horizontal

dimension. Equation 4.3 effectively creates a low dimensional portrait of the full snapshot.

We can average these statistics across a cluster to approximate the convective structures

organized within. More specifically we use this metric to quantify the average physical

properties sorted by the VAE latent space in Figures 4.3, 4.5, 4.8, 4.10, 4.15, and 4.18.

4.3.4 The Horizontal Extent of Convection

The following metric measures the spatial extent of our turbulent updrafts across the vertical

velocity snapshots. We will rely on a derivation of the Turbulent Length Scale (TLS) [15].

More specifically we calculate the power spectrum of weighted averaged length:

TLSi
def
=

2π
√
n

⟨φi⟩

〈
φi

||k||

〉
, (4.4)
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where φ represents the power spectra, ||k|| is the modulus, n is the number of dimensions,

and we calculate over the vertical integral ⟨⟩. We derive a unique TLS at each vertical level,

i, before summing to get a composite of a given vertical velocity field. This serves as a proxy

for the width of an updraft or downdraft and allows us to analyze the degree of coherent

organization in the horizontal dimension.

4.3.5 K-Means Clustering of Tropical Convection

We apply the K-Means Clustering algorithm to partition the latent space of our VAE and

analyze which physical properties are clustered in this reduced order z space. This approach

first randomly assigns centroids, C, to locations in the z space to maximize the initial distances

between the centroids). Latent representations of each sample zi, in the test dataset of size

N , are assigned to their nearest centroid. The second stage of the algorithm moves each

centroid to the middle of its assigned cluster. The process repeats until the sum of the

square distances (or the Inertia, I) between the latent space data points and the centroids

are minimized [98, 100] such that:

I
def
=

N∑
i=0

min
l∈C

||zi − z̄l||2, (4.5)

in which z̄l is the mean of the given samples belonging to a cluster l for the total number of

cluster centers C. We always calculate ten different K-means initializations and then select the

initialization with the lowest inertia. This process allows us to derive the three data-driven

convection regimes within a SRM highlighted in Figure 4.7h.

To confirm the robustness of these clusters we perform a hyper-parameter sweep over the

clustering routine type (k++ or true K-Means) and the number of initializations. From one

91



0

200

400

600

800

1000

(a) Deep (k++; 10 inits)

hP
a

(d) Deep (k++; 1 init)

hP
a

(g) Deep (True k; 1 init)

0

200

400

600

800

1000

hP
a

(b) Marine Shallow (k++; 10 inits) (e) Marine Shallow (k++; 1 init) (h) Marine Shallow (True k; 10 init)

0.00 0.25 0.50 0.75 1.00
m/s

0

200

400

600

800

1000

(c) Cont. Cumulus (k++; 10 init)

0.00 0.25 0.50 0.75 1.00
m/s

(f) Cont. Cumulus (k++; 1 inits)

0.00 0.25 0.50 0.75 1.00
m/s

(i) Cont. Cumulus (True k; 1 inits)

Robustness of K-Means Clustering (100 Trials)

Figure 4.3: Our hyperparameter sweep for the k-means clustering algorithm. In all cases,
we set k=3, but sweep over algorithm choice (k++ vs. true k-means) and a number of
initializations. Each panel shows a cluster’s median vertical structure. Fewer profiles indicate
more robust clusters between different trials.

hundred trials we observe a combination of the more modern k++ algorithm [9] and sufficient

initializations (ten) yields three reproducible clusters (Figure 4.3)

We qualitatively choose an optimal number of cluster centroids (centers), k by incorporating

domain knowledge rather than a traditional approach relying on the rate of decrease in I as k

increases or a single quantitative value such as a Silhouette Coefficient [143] or Davies-Bouldin

Index [38]. More specifically, we identify the maximum number of “unique clusters”. We define

a “unique cluster” of convection as a group in the latent space where the typical physical

properties (vertical structure, intensity, and geographic domain) of the vertical velocity fields

are not similar to the physical properties of another group elsewhere in the latent space.
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Empirically this exercise enables us to create three unique regimes of convection (Figure 4.8).

When we increase k above three, we get sub-groups of “Deep Convection” without differences

in either vertical mode, intensity, or geography. Thus we don’t consider k > 3 to be physically

meaningful for our purposes.

A key benefit of our method is the ability to create directly comparable clusters of convection

between different SRMs. Because we seek to contrast clusters between different data, we

do not use Agglomerative (hierarchical) Clustering, unlike other recent works that cluster

compressed representations of clouds from machine learning models [40, 91]. Using the K-

means approach, we can save the cluster centroids at the end of the algorithm. This provides

a basis for cluster assignments for latent representations of out-of-sample test datasets when

we use a common encoder as in Claim Two of our results section. More specifically, we

only use the cluster centroids to get label assignments in other latent representations. We

don’t move the cluster centroids themselves once they have been optimized on the original

test dataset (the second part of the K-means algorithm). Keeping the center of the clusters

the same between different types of test data ensures we can objectively contrast cluster

differences through the lens of the common latent space. This process allows us to create

interpretable regimes of convection across nine different SRMs Figure 4.7 (d-l).

4.3.6 Vector Quantization

We seek to approximate differences between data distributions by directly estimating their

Kullback-Leibler (KL) divergence. The KL divergence is always non-negative and only zero

if two distributions match, but note it is non-symmetric and therefore not a proper distance.

For any two continuous distributions pA(x) and pB(x), the KL divergence is defined as

KL(pA||pB) = EpA(x)[log p
A(x)− log pB(x)]. However, if both distributions are only available

in the form of samples, the KL divergence is intractable since the probability densities are
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unavailable.

In theory, the KL divergence between data distributions can be approximated well by a

technique called vector quantization [55]. This amounts to coarse-graining an empirical

distribution to a discrete one obtained from clustering and then working in a discrete space

where the KL divergence is tractable. In more detail, we can perform a K-means clustering

on the union of both data sets. This results in K cluster centers µk and N cluster assignments

mik ∈ {0, 1}, where mik = 1 if data point i ∈ {1, · · · , N} is assigned to cluster k, and

mik = 0 otherwise. πk = 1
N

∑N
i=1mik count the fraction of data points being assigned to

each cluster and thus represent “cluster proportions”. By increasing the number of clusters

(making enough bins), we can more and more confidently quantize continuous distributions

into discrete ones. The two data distributions pA(x) and pB(x) result in two distinct cluster

proportions πA and πB for which we can estimate the KL as

KL
(
pA (x) ||pB (x)

)
≥ KL

(
πA||πB

)
=

K∑
k=1

πA
k log

πA
k

πB
k

. (4.6)

The inequality comes from the fact that any such discrete KL estimate lower-bounds the true

KL divergence [44].
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Figure 4.4: Approximating the KL divergence using vector quantization (VQ) based on
k-means clustering, using a variable number of clusters. The VQ lower-bounds the KL
and becomes asymptotically exact for large k. We considered the distributional divergence
between ICON and the eight other SRMs. Empirically, the KL approximation seems to
saturate at k = 50.
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Vector quantization suffers from the curse of dimensionality. To mitigate this issue, we work

in the latent space of a VAE and cluster the latent representations of the data instead (i.e.,

we replace x by z in Eq. 4.6). Our VAE’s latent space still has sufficiently high dimensionality

(typically 1000) to allow for a reliable KL assessment. In the Supplementary Information

provided, we investigate the required cluster size to get convergent results and find that

K = 50 gives reasonable results (Figure 4.4).

4.3.7 Computing Pairwise SRM Dissimilarities.

To quantify similarities and dissimilarities among the data that different SRMs produce,

we adopt the Vector Quantization approach for computing KL divergences. Since the KL

divergence is not symmetric, we explicitly symmetrize it as KL(q||p) +KL(p||q) (termed

Jeffreys divergence). Since we adopt vector quantization in the latent space, this amounts to

training nine different VAEs, one for each SRM. Briefly, to compare Models A and B, we

(i) save the K-means cluster centers from the latent vector of the VAE trained on Model

A, (ii) feed both models’ outputs into Model A’s encoder as test data, (iii) obtain discrete

distributions of cluster proportions for Model A and Model B, and (iv) compute symmetrized

KL divergences based on the discrete distributions using the right-hand side of Eq. 4.6.

4.3.8 Baselines

Our approach for a data-driven inter-comparison of SRMs involves two key uses of machine

learning: (1) The use of a VAE Encoder for non-linear dimensionality reduction and (2)

K-Means Clustering of the latent representation of the SRM to approximate the true lower

bound of the KL Divergence. We now test baselines to ensure this is the appropriate workflow

for achieving our inter-comparison results. We know from testing that the clustering of

the latent representation is both robust (Figure 4.3) and yields clusters of convection with
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Figure 4.5: K-means clustering performed on the latent representation of convection from a
VAE encoder (a, b, c), clustering on convection after dimensionality reduction from PCA (d,
e, f), and clustering directly on full resolution vertical velocity fields (g, h, i). In all cases, we
set k=3, use the k++ algorithm, and ten initializations. Each panel shows a cluster’s median
vertical structure. Fewer profiles indicate more robust clusters between different trials.

distinct, recognizable physical properties (Figure 4.8 b-d).

We now stress test the validity of our assumption that non-linear dimensionality reduction is

needed prior to clustering the SRM simulation outputs for reproducible, physically consistent

results. Instead of clustering the latent representations of outputs, we directly cluster the full

vertical velocity fields in the test datasets. What we find is that even with less stochastic

hyperparameter choices (ten unique initialization, k++ algorithm), reproducible clusters are

no longer possible when 100 trials are performed (Figure 4.5 a,b,c vs. g,h,i). Simultaneously,

varying the number of clusters, k, leads to disparate results. (Figure 4.6, bottom two rows).
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Figure 4.6: Symmetrized KL divergences between DYAMOND models obtained through
nonlinear dimensionality reduction and vector quantization (top row), only vector quantization
(bottom row), and a combination of Principal Component Analysis and vector quantization
(middle row). We test the results for a physically interpretable k (k=3), a converged k (k=50),
and intermediate values. We see that only the VAE-based approach (a-g) shows consistency
between different k values.

Having determined a form of dimensionality reduction is necessary, we must now ask if it

must be a VAE encoder; Could a simpler form of compression work? We will now reduce the

SRM test data through Principle Component Analysis (PCA) to the same size as the latent

representations of the VAEs (1000) and then follow an identical clustering procedure. There

is less variation in the clusters than simply clustering the full fields (Figure 4.5d, e, f vs. g, h,

i). However, they are still not reproducible unlike the clusters from the latent representation

of the VAE (Figure 4.5a, b, c vs. d, e, f). Another limitation of this approach is that it is

sensitive to the number of clusters chosen for analysis – results are not robust (Figure 4.6,

middle row).

Only the synthesis of the VAE encoder and the k-means clustering together yield the three
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robust, physically consistent clusters that can be used for vector quantization and produce

consistent findings even when the hyperparameters of the k-means algorithm are altered

(Figure 4.3 and 4.6).

4.4 Results

Our unsupervised learning framework uncovers 4 key findings when analyzing all nine SRM

simulations which we discuss in more detail below.

4.4.1 Unsupervised Machine Learning Reveals Physically Inter-

pretable Convection Clusters

We first observe that non-linear dimensionality reduction uncovers patterns in the organization

of convection without human supervision. We use Variational Autoencoders: a probabilistic

autoencoder architecture that maps data into a lower dimensional latent space using a neural

network and allows us to reconstruct the data from the latent space, using another neural

network. VAEs regularize this latent space by including a term in their loss function that

encourages disentanglement of the latent space (See Section 4.3.2 for more details).

For our purposes, VAEs extract low-dimensional representations of SRMs in their latent

spaces allowing us to investigate the details of high-resolution convection. We will first

demonstrate that for convection the disentanglement achieved by our VAE separates is based

on identifiable physical properties. Among these features that organize the latent space are

the intensity and horizontal extent of vertical velocity updrafts as well as differences between

maritime vs. continental and deep vs. shallow modes of convection.
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Visualizing the VAE’s Latent Space. Encoding DYAMOND SRM simulation data with

a VAE reveals interpretable structure and enables rich visualizations. While this section

focuses on data from the SRM “UM”, we found that this analysis generalizes to all nine

simulation data sets.

To show that our latent space disentangles the data according to meaningful criteria, we

label each data point according to various widely accepted metrics for differentiating unique

types of convection such as intensity and geography. We then colorize these data points but

the chosen properties in two-dimensional Principle Component Analysis (PCA) projections

of the latent space.

The clusters of convection formed in the latent projection can be seen in Figure 4.7. Figure 4.7a

shows the data colorized by overall convective intensity2; this quantity is strongly correlated

with the y-axis (R2 > 0.6) and explains the main variation in the data. The x-axis shows

correlations with a metric of the dominant turbulent horizontal length scale [15] (or put

more simply how wide a vertical velocity updraft is). On the x-axis, we also observe

geographic disentanglements between continental and maritime convection, despite the fact

that information about the geographic location or land-sea contrast was not included in the

training data.

Interpretable Clustering. We first confirm that statistically distinct convection regimes

exist by applying a K-means clustering algorithm to the latent space. Clustering with k = 3

isolates three unique regimes of convection in SRMs (Figure 4.7d-h). Having found that there

are three well-defined clusters of convection that appear to generalize across SRMs, we now

hone in on just the UM simulation output and look at the differences in properties between

clusters of convection that form in our UM latent space projection. Figure 4.8 shows the

geography information and intensity statistics of each convection cluster.
2summed absolute magnitude of vertical velocity across the input image
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Figure 4.7: Two-dimensional PCA plots of DYAMOND data encoded with a shared VAE
(trained on UM data). The left column (panels a-c; see also Figures 4.12-4.14) shows data
points colorized by physical convection properties, including convection intensity (a), land
fraction (b), and turbulent length scale (c). The VAE visibly disentangles all three properties.
The right columns (panels d-i) show data points from different DYAMOND data sets, colorized
by convection type (as found by clustering). The top panels (g and j) show clear differences in
their latent organization compared to the remaining models; see Section 4.4.3 for a discussion.
Movies 4.2-4.6 show additional animations of the latent space.

The statistics of the intensity of convection in each regime are distinct (Figure 4.8a) and each

regime is composed of convection from different parts of the planet (Figure 4.8b-d). A first

regime, “Continental” Convection, is from tropical convection over land (Figure 4.8b). This

cluster is defined by a bottom-heavy vertical velocity variance profile (henceforth abbreviated

as w′w′ based on Equation 4.3) that one expects from shallow morning continental convection

over drier surfaces (Figure 4.8a, green line). A second regime, “Deep” Convection, captures

intense tropical convection from over the warmest ocean surfaces, such as the Indian Ocean

and West Pacific Warm pool (Figure 4.8c). These zones have long been known to promote

convection defined by especially top-heavy and intense w′w′ profiles (Figure 4.8a, red line).
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Our final regime, “Marine Shallow” Convection, captures the rest of the tropical ocean where

less intense w′w′ profiles and low clouds are known to occur, especially on the western coasts

of subtropical latitudes (Figure 4.8a, blue line and d).

Our VAE works much like an atmospheric scientist, logically grouping convection based

on differences in geography and physical properties. Having now opened the "Black Box"

of our unsupervised machine learning approach and gained confidence in its findings, we

now determine whether these latent space exploration can also reveal not just differences in

convection in a single SRM but differences between SRMs.

4.4.2 Latent Space Inquiry Uncovers Differences among Storm-

Resolving Models

(b) Continental Convection Geography

(c) Deep Convection Geography

(d) Marine Shallow Convection Geography
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Figure 4.8: Unsupervised clustering results (k = 3) obtained on UM data, resulting in three
distinct regimes of convection. Panel (a) shows each cluster’s median vertical structure,
calculated by w′w′. Panels (b)-(d) show the frequency of occurrence of each convection
type at each lat/lon grid-cell of a sample assigned to a particular regime, showing distinct
geographical patterns. Additional evidence of this disentanglement can be seen qualitatively
in Figure 4.7a,b,c,h.

More formally, our goal is to exploit the learned clustering for SRM inter-comparison. Here

we begin with a qualitative intercomparison; an in-depth quantitative extension will follow in

Section 4.4.3.
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Visual Model Intercomparison. We adopt Section 4.4.1’s approach to cluster and

visualize the latent space—this time to compare different SRMs in 2D through the lens of

a common VAE encoder. If the different SRMs are producing similar simulation outputs,

we expect the latent representation of each SRM to show only slight variations between

themselves. Results from all nine SRMs are shown in Figure 4.7.

Upon closer inspection, we find that while most SRMs share similar appearances when

projected onto a latent space, SPCAM and SAM do not (Figure 4.7 g, j vs. all). More

specifically, SAM seems to have a different cluster of “Deep Convection” (Figure 4.7j, red

regime), with an intensity not seen in other SRMs (Figure 4.12c dark purple vs. all). SPCAM

shows an unusual extension of the “Deep Convection” cluster to locations adjacent to the

“Marine Shallow” (blue) mode. These outgrowths hint at something fundamentally different in

the convection generated by these two simulations compared to other SRMs in the DYAMOND

Project.

As we did in Section 4.4.1 with the UM data, we will now examine the physical properties of

the SPCAM and SAM clusters – this will help inform us if these visual differences in latent

representations indicate significant differences in how the SRMs represent the atmosphere.

For SPCAM, this further latent space analysis (Figure 4.13b vs. all) reveals a unique regime

of continental convection with a short horizontal scale (Figures 4.14b vs. all) and an intense

w′w′ profile (Figure 4.15a red curve vs. all), particularly compared to other SRMs near the

surface of the earth. For SAM, the w′w′ profile of “Deep” Convection is much more intense

than that of other SRMs, especially in the upper atmosphere (Figure 4.15b; blue line). This

distinction helps explain the unusually wide extent of this “Deep Convection” cluster on the

latent space projection in (Figure 4.7j, red cluster vs. all).

Investigating the details of latent spaces has allowed us to begin to separate SPCAM and

SAM from other SRMs in terms of the way the models represent the dynamics of the tropical

atmosphere. However, we can take this analysis further by looking at the other aspects of
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the latent space clusters.

Cluster Size Comparison. Another way of comparing latent representations of different

SRMs by their convection clusters is to consider each model’s relative cluster proportions,

i.e., the fraction of the data assigned to each convection regime across the nine simulations.

From this perspective, Figure 4.16 shows that SPCAM and SAM are very different from a

super-majority of models (Figure 4.16, second and third rows vs. bottom six). These two

SRMs have high proportions of stronger convection types, findings that are consistent with

our earlier latent space explorations (Figure 4.7 and Figures 4.12- 4.15).

But categorized by the relative cluster proportions, ICON is also unique from other SRMs.

Despite having a latent representation visually similar to the other six self-similar DYAMOND

SRMs, we find differences upon closer inspection of the frequency of each type of simulated

convection in ICON (Figure 4.16; top three columns vs. all). More specifically, ICON’s

output contains a higher proportion of stronger convection types (“Continental” & “Deep”)

and a lower proportion of less intense convection (“Marine Shallow”).

To gather more evidence of differences between these SRMs and others, we can inspect the

distribution of Evidence Lower Bound (ELBO) scores (Equation 4.1), i.e., the approximated

Probability Density Function (PDF) of the models. We use a common encoder model

(Figure 4.9a) to visualize the PDF of each SRM test dataset. When comparing the shape

of the nine PDFs in Figure 4.9a, the red lines corresponding to ICON, SPCAM, and SAM

have very different shapes than the blue lines denoting the other six SRMs. More specifically,

ICON, SPCAM, and SAM are more right-skewed than left-skewed and less symmetric. These

ELBO PDFs (Figure 4.9a), latent space projections (Figures 4.7 and 4.12-4.14), and clustered

regimes of convection (Figures 4.15 and 4.16) all reveal differences exist between a subset

of SRMs and the majority in the representation of atmospheric dynamics. But to complete

our data-driven SRM inter-comparison of the DYAMOND Initiative, we will now formally
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quantify this dynamic split between the models with “Distribution Shift” measurements.

4.4.3 Only Six DYAMOND SRMs are Dynamically Consistent

Our analysis so far has mainly focused on qualitative aspects, but a formal assessment of

model differences requires quantitative tools. We define distances between SRMs based on

their high-dimensional output data distributions, using the Kullback-Leibler (KL) divergence.

We use nonlinear dimensionality reduction and vector quantization to approximate the latter

in a tractable form.

Quantifying Distribution Shifts between SRMs. The most natural way to compare

different SRMs is through their high-dimensional simulation data. While these distributions

share many similarities, they will show slight but consistent differences, e.g., in the intensity

and geography of their predicted atmospheric convection. Borrowing machine learning

terminology [138], we will denote such distributional differences as distribution shifts. Most

machine learning work around distribution shifts previously focused on supervised learning,

but we put forward a methodology focusing on the unsupervised setup.

We primarily rely on a technique called vector quantization, partitioning the latent space into

K different cells using a clustering technique (see Section 2.3). We coarse-grain the number of

embedded data points by their cluster assignment frequencies, resulting in a K-dimensional

vector representation of the data set that we use to assess mutual similarities. We use an

information-theoretical notion of similarity termed KL divergence (see Section 2.3).

Using the distribution shift based approach outlined above we now present a quantitative

comparison of the degree of similarity and dissimilarity between each of the nine SRMs.

Figure 4.9b shows a matrix of pairwise similarities among SRMs (See Section 2.3 for addi-

tional details) as measured by this symmetrized KL divergence approximated from the data

104



SA
M

NICAM IFS GEM
SH

IEL
D

ARPE
GE UM

ICON
SP

CAM

SPCAM

ICON

UM

ARPEGE

SHIELD

GEM

IFS

NICAM

SAM

(b) KL(pA(X)||pB(X)) (k=50)

0.00 0.02 0.04 0.06 0.08 0.10 0.12
Symmetrized KL Divergence

SA
M

NICAM IFS GEM
SH

IEL
D

ARPE
GE UM

ICON
SP

CAM

(c) KL(pA(X)||pB(X)) (k=3)

0.0 0.2 0.4 0.6 0.8 1.0
Symmetrized KL Divergence

3 × 10 3 4 × 10 3 5 × 10 3

L , x

0.00

0.05

0.10

0.15

Pr
ob

ab
ili

ty

(a) Full ELBO PDFs
ICON
SPCAM 
SAM

IFS
UM
SHIELD

NICAM
ARPEGE
GEM

DYAMOND SRM Intercomparison

Figure 4.9: Unsupervised storm-resolving model inter-comparison. The top panel (a) shows
the ELBO (Eq. 4.1) score distribution of data from different DYAMOND simulations. (The
VAE encoder is shared and trained on UM data.) We see that three model types (ICON,
SPCAM, and SAM) have qualitatively different ELBO score distributions than the remaining
models. Panels (b) and (c) show symmetrized KL divergences between DYAMOND models
obtained through nonlinear dimensionality reduction and vector quantization (see main text).
Panel (b) shows results obtained from k = 50 clusters, while panel (c) shows results obtained
from k = 3 clusters. Both methods yield similar results. To better highlight the structure,
we apply agglomerative clustering to the columns [147] and symmetrize the rows. We find
dynamical consistency between six of the nine SRMs we examine (6x6 light red sub-region
corresponding to NICAM, IFS, GEM, SHIELD, ARPEGE, UM), which is in agreement with
panel (a).

discretized by a high cluster count (k=50).

From this result, we make two observations: (1) three SRMs, namely SAM, SPCAM, and

ICON, show a large dissimilarity (Dark red colors corresponding to large KL Divergences in
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Figure 4.9b) with respect to each other as well as to the remaining models; and (2) there

appears to be a cluster of “self-similar” models (GEM, UM, NICAM, IFS, SHIELD, ARPEGE)

that show a comparatively high degree of mutual similarity (Light red colors corresponding to

small KL Divergences in Figure 4.9b). Note that similar results are evident from Figure 4.9c,

when we use a lower but physically interpretable cluster count (k=3; same as for the analysis

in Sections 4.4.1 and 4.4.2).

Our results obtained from vector quantization thus align well with our earlier latent space

investigation (Sections 4.4.1 and 4.4.2) with all three approaches (Section 4.4.1, 4.4.2, and 4.4.3)

showing a split between six self-similar SRMs and three divergent SRMs. To summarize

these differences, we found ICON had a lower proportion of shallow convection than other

SRMs, SAM contained unusually intense “Deep Convection”, and SPCAM had small scale

turbulence and distinct profiles of w′w′ with unusual intensity near the earth’s surface not

seen in other SRMs.

Though we have put much of the focus on using our framework to identify unique SRMs and

hone in on the causes of inter-SRM differences, the apparent similarity among GEM, UM,

NICAM, IFS, SHIELD, and ARPEGE is another key finding of our approach. This conformity

mirrors what we found by inspecting the latent representations (Figures 4.7, 4.12-4.14), the

vertical structure of the leading three convection regimes (Figure 4.15), and the proportion

of each type of convection in the simulation (Figure 4.16). It would be worth elucidating

the degree to which the similarity between these SRMs is a reflection of better representing

observational reality or model herding, but this question is outside the scope of our present

work. Instead, we will move on from inter-SRM comparisons in the same climate state to a

comparison of different climate states.

106



4.4.4 VAEs Extract Planetary Patterns of Convective Responses to

Global Warming

VAEs not only enable inter-model comparisons, but they also help us understand distribution

shifts in convection caused by global warming. In this section, we focus on a single model

(SPCAM) that produced simulation data at two different global temperature levels (present

conditions vs. +4K of sea surface temperature warming). Our approach identifies both

changes to the w′w′ of convection and the geographic regions where convection shifts the

most with climate change.

To visualize the effects of global warming on convection, we adopt the methods from Sec-

tions 4.4.1 and 4.4.2 but this time emphasize geographic aspects. We first learn global

convection clusters, where we again initialize three cluster centers (k = 3) for physical

interpretability. Given these fixed cluster centers, we stratify the SPCAM data by their

unique latitude/longitude gridcell and compute location-specific cluster proportions. We can

now visualize these cluster proportions geographically and identify which convection type is

dominant in a given region (Figure 4.17).

As was the case for the other SRMs, we can classify each of the latent space clusters as a unique

convection species. A first again corresponds to “Deep Convection” over the Pacific Warm

pool. Meanwhile, a second mode, “Marine Shallow Convection” dominates over subsiding

zones (locations of descending air). Different from other SRMs, we find the third mode to be

a unique form we will call “Continental Shallow Cumulus” for now. It is found exclusively

over certain sub-regions of semi-arid tropical land masses (Figure 4.17a).

Changing Probabilities of Convective Modes in Response to Global Warming.

To measure the shift between our control climate and a warmed world, we convert the cluster

assignments of SPCAM into normalized probabilities requiring some technical notation (See
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Figure 4.10: Convection type change induced by +4K of simulated global warming (see main
text). Panels (a-c) show differences in convection type frequency (see main text), where we
stratified and plotted the data by latitude/longitude grid cell. Each panel displays probability
shifts in the three convection types found through clustering with k = 3, corresponding to
“Marine Shallow” Convection (a), “Deep” Convection (b), and “Continental Shallow Cumulus”
Convection (c). Panel (d) shows the shift in the mean vertical structure of each convection
type with warming (solid vs. dashed lines). This unsupervised approach captures key signals
of global warming, including geographic sorting of convection (a, b), expansion of arid zones
over the continents (c), and anticipated changes to turbulence in a hotter atmosphere (d).
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Methods for a more detailed explanation). After auto-encoding our data into a latent space

and clustering the encoded data with K-means, we can represent our dataset by the fraction

of data πk assigned to each cluster k. These "cluster assignment" vectors thus summarize

the prevalence of each cluster (convective regime) in each dataset. We can geographically

condition these probabilities to elucidate the spatial pattern of each type of convection across

the tropics. When analyzing global warming, we can now visualize how the convective regimes

change in their overall frequency and their spatial domain. Looking at the differences between

these normalized probabilities provides an objective measure of the cumulative change in the

structure of the atmosphere with warming through the lens of a "distribution shift". We will

show the probability shifts π+4K
k − π0K

k in convection type k reveal many of the expected

effects of climate change.

The dominant signal of climate change captured by these distribution shifts is the increased

separation of deep and shallow convection by geographic domain. Figure 4.10a shows shallow

convection increasing over regions of subsidence while Figure 4.10b shows a corresponding

decrease in “Deep” Convection across these less active oceanic zones. At the same time,

Figure 4.10b also reveals the anticipated increase in the frequency and concentration of “Deep

Convection” over warm ocean waters and especially the Pacific Warm pool [7] while shallow

convection becomes less common in these unstable regions. Finally, Figure 4.10c shows the

rare “Continental Shallow Cumulus” mode, which increases in probability over semi-dry land

masses, consistent with overall arid zone expansion and intensification [117, 31].

We are also reassured by how the vertical structure of each convective regime shifts as

temperatures warm, which is shown in Figure 4.10d. Comparing the dashed and solid lines

shows that the upper-tropospheric maximum in w′w′ shifts upwards with warming. This is a

finding consistent with tropopause expansion induced by climate change [128, 177]. Relatedly,

a decrease in mid-tropospheric w′w′ can be explained by the expected reduction in convective

mass flux due to more latent heat release from enhanced saturation vapor pressure in a
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warmer world [149, 142]. Blue lines show a decrease in lower-tropospheric w′w′, corresponding

to a decrease in “Marine Shallow” convection intensity. We believe this is evidence of marine

boundary layer shoaling [94]. Finally, when we look beyond the median w′w′ statistics to the

upper percentiles of “Deep Convection” (Figure 4.18b), we see an increase in w′w′ magnitude

congruent with observational trends that show an intensification of already powerful storms

over the warm waters, aided by greater moisture convergence [7].

The expected geographic and structural effects of climate change become apparent by inspect-

ing the latent space’s leading three clusters, showing that VAEs can quantify distribution

shifts due to global warming in a meaningful and interpretable way.

Global Warming Impacts on Green Cumulus Convection. Finally, we hone in on

the unique ways in which “Continental Shallow Cumulus” Convection changes with climate

in SPCAM according to our unsupervised framework. Within this model, this “Continental”

regime corresponds to a rare form of convection, “Green Cumulus”, that was first identified

by [42]. We choose to more formally adopt the label of “Green Cumulus” here due to the near

total overlap between the geographic domain of SPCAM’s “Continental” convection and the

regions of most frequent “Green Cumulus” convection identified in satellite imagery (Figure 6a

in [42]). Both our results and [42] identify this convection primarily over semi-arid continents

(Figure 4.17a). Despite its existing identification in literature, is not traditionally included in

the analysis of tropical convection [70, 159, 105]. This is due both to its rarity and the fact

that previous efforts to rigidly classify it fail to identify statistically significant differences in

physical properties between “Green Cumuli” and other existing convection types [43].

However, by geographically conditioning the latent space cluster associated with “Green

Cumuli” we can not only confirm the regional patterns of the species, but we can begin

to uncover unique physical properties behind its formation and growth. Looking at the

condition of the atmosphere in these geographic regions during the times when “Green Cumuli”
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dominate, we identify consistent signatures of very high sensible heat flux, relatively low

latent heat flux, and the smallest lower tropospheric stability values (as defined in [22])

(Figure 4.19). This unique atmospheric state at locations of this convective mode, combined

with its very distinct w′w′ profile (Green lines in Figure 4.10d), suggests it does in fact deserve

to be separated out from other types of convection despite its scarcity.

Although other studies make note of this convective form [41, 178, 5], our distribution

shift analysis provides a view of expanding “Green Cumuli” as global temperatures rise

(Figure 4.10c). We observe the frequency and geographic habitat of “Green Cumulus” both

increase in a hotter atmosphere – this is likely aided by expected dry-zone expansions [117, 31].

Comparison of these “Green Cumuli” w′w′ cluster profiles between the control and warmed

climates also shows a substantial increase in the associated boundary layer turbulence

(Figure 4.18c). This suggests two trends as the climate changes: (1) “Green Cumuli” will

become more frequent over larger swaths of semi-arid continents in the future and (2) When

“Green Cumuli” occur, they will be even more intense. Unsupervised machine learning models

here proved capable of isolating “Green Cumuli” and capturing its climate change signals,

synthesizing dynamic analysis and discovery.

4.5 Discussion

We introduced new methods and metrics to compare storm-resolving models (SRMs) based

on their high-resolution simulated output data by using unsupervised machine learning. Our

approach relied on a combination of non-linear dimensionality reduction using variational

autoencoders (VAEs) and vector quantization. Beyond inter-model comparisons, we also

compared global climates at different temperatures.

While avoiding human biases and subjective physical thresholds, our data-driven method
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provides a complementary viewpoint to physics-based climate model comparisons. For

example, we could independently reproduce known types of tropical convection verified

through examination of the geographic domain and vertical structure. At the same time, our

machine learning methods facilitate an intuitive understanding of simulation differences in

SRMs.

Our distributional comparisons identify consistency in only six of the nine considered SRMs.

The other three (SAM, SPCAM, ICON) deviate from the larger group in their representations

of the intensity, type, and proportions of tropical convection. These divergences temper the

confidence with which we can trust SRM simulation outputs. Note we cannot rule out the

possibility that one of the non-conformist SRMs may still be reflecting observational reality

better than the majority group.

Our findings suggest the need to further investigate the parameterization choices in these

SRM simulations. In the DYAMOND Initiative, ICON was configured at an unusually high

resolution (grid-cell dimension of 2km) so that typical sub-grid orography and convection

parameterizations were deactivated [82]. In the design of both SPCAM and SAM, there are

approximations required for the anelastic formulations of buoyancy [120, 10]. When these

formulations are ultimately used to calculate vertical velocity, they could be causing the

deviations between models in the intensity of updraft speeds. We believe there is a high

chance these specific distinctions between parameterizations could be causing the split in the

dynamics of the SRMs. However, further investigation is needed to confirm the true root

causes of the differences between SRMs we have identified.

When comparing different climates, convolutional VAEs identify two distinct signatures of

global warming: (1) An expansion and (at the atmosphere’s boundary layer) an intensification

of "Continental Shallow Cumulus" Convection and (2) An intensification and concentration of

“Deep Convection” over warm waters. We argue that the first signal contributes to distribution

shifts in the enigmatic "Green Cumulus" mode of convection.
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Chapter 4 has focused on vertical velocity fields as one of the most challenging data to

analyze. Improved performance could be obtained by jointly modeling multiple “channels” of

spatially-resolved data such as temperature and humidity, which we leave for further studies.

This Chapter could also be extended to alternative data sets, such as the High Resolution

Model Inter-comparison Project (HighResMIP) [48, 57] or observational satellite data sets.

Besides variational autoencoders, future studies could also focus on hierarchical variants,

normalizing flows, or diffusion probabilistic models. Ultimately, we hope that this Chapter

will motivate future data-driven and/or unsupervised investigations in the broader scientific

field anywhere that Big Data challenges conventional analysis approaches. But we now choose

to focus our efforts on using the analytical framework developed in Chapters 3 and 4 to better

understand the physical mechanisms of our atmosphere.

4.6 Appendix A: Leveraging the VAE Encoder

4.6.1 Latent Space Projections
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Figure 4.11: The proportion of variance of the full 1e3 dimensional encoding left unexplained
as we project down from the full z vector to visualize the latent representation in 2D or 3D
Space. We see the first three principal components are the most important for preserving the
information from the latent vector.

For much of our qualitative analysis, we rely on visual inspections of the latent space. Because
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of this, we need to verify sufficient information is preserved in these representations. Given

the comparatively high dimension of z, visualization is only possible with further compression.

We rely on Principle Component Analysis (PCA) to linearly project z to just two (Figures 2,

4.12- 4.14) or three (Movies 4.2-4.6) components for visualization. We acknowledge there will

be a degree of information loss through this process. But we can quantify this compromise

by examining a Scree [27] plot of the data. The Scree plot reveals how much of the variance

of the full z vector can be explained by each principal component. Figure 4.11 suggests the

first three, and in particular, the first two principal components are orders of magnitude

more important than the others and thus we can project the latent representation down to a

visible dimension and still conduct meaningful analysis.

4.6.2 A Common Encoder for Analysis

We elaborate on the process by which we use a single VAE to create a qualitative comparison

between all nine high resolution SRM data simulations. Since we cannot directly quantify

differences between two high dimensional DYAMOND SRM simulations, we can treat the

VAE as a density model to approximate the qualitative differences. To that end, let pθA(xA)

be a generative model (VAE) trained on dataset A with learned dependence on the data

from parameters θA. We demonstrated above we can leverage the encoder, qθA(zA|xA), of

the model to visualize the encoding of datatype A as zA for novel dynamic analysis. But we

now use the trained model encoder on another data, B, such that qθA(z
B|xB), so as to get

a comparable latent encoding of xB, zB. This common density model encoder allows us to

elucidate differences in the simulations not visible in the high dimensional dataspaces, xA

and xB

We use the same three common physical metrics (Intensity, TLS, land fraction) in all

nine simulations for a consistent view of convective organization across the different latent
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Figure 4.12: Two-dimensional PCA plots of DYAMOND data encoded with a shared VAE
(trained on UM data). Data points colorized by the mean of the absolute value of all updrafts
in the vertical velocity field. We see a clear separation in the latent space of convection by
the intensity of updraft (light purple vs. dark). SAM data (c) shows greater intensity (darker
purples) compared to other DYAMOND SRMs. Movie 4.4 shows a 3D visualization.

representations produced by our encoder. The amount of disentanglement varies somewhat

between different test datasets and different physical metrics but we see common themes across

all latent spaces suggesting generalizability to this approach we can leverage to investigate

high dimensional SRMs.

4.6.3 Additional details on Convection Types assigned by our Com-

mon VAE Encoder

Our procedure to uncover the physical characteristics of the convection in each cluster of the

latent space is covered here in greater depth. While the latent space visuals (Figures, 4.12-

4.14) are useful for highlighting where disagreements exist among SRMs, we also need to

elucidate the specific nature and cause of these differences. Unfortunately, this is challenging

for the human eye at the native resolution of the vertical velocity fields, particularly when
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Figure 4.13: Two-dimensional PCA plots of DYAMOND data encoded with a shared VAE
(trained on UM data). Data points are colorized by the surface type (continent or ocean) of
each vertical velocity field. We see disentanglement in the latent space between convection
occurring over land and convection occurring over the ocean (green vs. blue). In SPCAM (b)
we see a unique regime of continental convection. GEM and SHIELD were left off due to
missing land masks in the data. See Movie 4.5 for a full animation of the latent space.

the data volume (test datasets each in the hundreds of thousands) is high.

But we can still summarize this information in an interpretable way. First, we can average

out the horizontal dimension of all the vertical velocity fields in the test data, reducing the

2D fields down to just first moment statistics (w′w′ from Equation 4.3). Then at each cluster,

we can average these w′w′ profiles together to get a representation of the typical vertical

structure of each regime of convection (Figure 4.15).

We can use this approximation for both intra and inter SRM comparisons based on the

latent space clustered convection types. More specifically, we can look at the degree to which

different regimes of convection within a single SRM have meaningfully different vertical profiles

(Figure 4.15, a vs. b vs. c – different subplots but same color profiles). Additionally, we

can determine how similar the same species of convection is across different SRM simulation
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Figure 4.14: Two-dimensional PCA plots of DYAMOND data encoded with a shared VAE
(trained on UM data). Data points are colorized by the Turbulent Length Scale of each
vertical velocity field (See Equation 4.4). The latent space separates out vertical velocity
fields by the horizontal extent of convective updrafts (light orange vs. dark). This perspective
reveals the unique land regime of convection in SPCAM (Figure 4.13b) to be defined by
small-scale horizontal organization. See Movie 4.6 for a full animation of the latent space.
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Figure 4.15: The mean w′w′ (Equation 4.3) profile of each cluster of convection across all nine
SRM simulation outputs. The centroids used to organize the other eight SRM simulations
are fixed by initial clustering on the UM latent space. Overall, we see common types of
convection identified across SRMs (similar vertical velocity fields clustered in the same parts
of the latent space regardless of input data type). SAM (blue curves) and SPCAM (red
curves) stand out as unique from the typical vertical structure of a SRM convection regime.

outputs (Figure 4.15, differences in vertical profiles in the same subplot). We admit there is

information loss from neglecting the horizontal dimension as well as from the data extremes
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because we choose to visualize the mean. But this framework remains useful for a composite

view of how interpretable these unsupervised regimes of convection are and the degree of

generalizability of these clusters across different SRMs.
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Figure 4.16: The proportion of vertical velocity fields assigned to each of the three regimes
of convection across the nine simulations. As in Figure 4.15, the centers initialized in zUM

are used to assign labels to data in across all nine simulations. We see a split across the
DYAMOND simulations (top three rows vs. all). SAM, SPCAM, and ICON all assign much
high proportions of convection in their test datasets to the more intense regimes compared to
other DYAMOND SRMs.

Another issue caused by the relatively large test dataset sizes is density differences in

the latent spaces become harder to view in just two dimensions. Therefore, we look at

cluster probabilities to better understand the nature of SRM simulation outputs. Two SRM

simulations could appear to have the same three types of convection based on the results of

Figures 4.12-4.15. But this does not necessarily guarantee these regimes of convection will be

present at the same frequency in both simulations. We include Figure 4.16, which quantifies

the proportion of convection assigned to each cluster, to help us better compare these large

test datasets. ICON (Figure 4.16, row 3), has vertical profiles and a latent representation

similar to most other SRMs (Figures 4.12-4.15). But Figure 4.16 shows that within ICON the

frequency of occurrence of different species of convection is different than from other SRMs.
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4.7 Appendix B: Additional Analysis of Convection in

SPCAM

4.7.1 On the Nature of Convection Types in SPCAM

(a) Continental Shallow Cumulus Convection Geography

(b) Deep Convection Geography

(c) Marine Shallow Convection Geography
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Figure 4.17: The geographic domain of each of the three regimes of convection organized by
the VAE latent space in SPCAM. More specifically, we total the number of instances of a
regime of convection identified at each lat/lon grid cell. Results are shown for SPCAM +4K
data (Not shown for the 0K control climate but findings are similar). Yellow contour lines
encompass the 92.5 percentile for each regime. Though not the convective species typically
identified by physically informed approaches, these convection types found by the VAE all
have distinct physical properties and geographic extents which would justify their separation
from a domain perspective.

We examine the frequency of each type of convection at every latitude-longitude grid-cell

(Figure 4.17 for our +4K SPCAM simulation; not shown for control climate). This analysis

yields three physically distinct and interpretable geographic patterns of convection.

These three convective species organized by the latent space of our VAE provide for a clean

comparison with previous literature on tropical meteorology which also typically identifies

three distinct convection types [70, 159, 105]. Both approaches isolate a cluster of “Deep
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Convection” (Figure 4.17b). However, historically the remainder of tropical convection,

visualized from the two baroclinic modes of vertical velocity or other summary statistics

(cloud top height, precipitation, or maximum updraft intensity), is classified as cumulus

congestus (or stratiform) and shallow cumulus [78, 101, 135]. Our VAE latent space unites

these two groups into one regime (“Marine Shallow Convection”) while at the same time

isolating an unusual “Continental Shallow Cumulus” mode of convection (Figure 4.17a and c).

In summary, this suggests that the organization of tropical convection by unsupervised

methods will yield different patterns than those found in traditional physically informed

approaches. But both methods deliver results that are logical from a domain perspective

demonstrating how unsupervised machine learning models can complement and even augment

traditional analysis.

4.7.2 Expanded analysis of Convection Cluster shifts with warming
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Figure 4.18: A comprehensive view of the vertical structure of each type of convection in
SPCAM and how it changes as temperatures rise (solid vs. dashed lines). But instead of only
restricting ourselves to a view of the mean, we look at percentiles across the test data in each
convection cluster. The VAE anticipates both an increase in the most intense deep convection
with warming (b) and a strengthening of turbulent updrafts in the boundary layer (c).
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The effects of climate change are often most visible at the extremes so we must look beyond

the means of the SRM simulation data to the tail of the PDFs. We can see the value of this

expanded analysis when examining the vertical structure of convection. If we looked just at

the means (Figure 4.10d) we would think that convective intensity systematically decreased

with global warming. But by also looking at the profiles of the extreme vertical velocity fields,

we can see that the most powerful convective structures in the Deep Convection regime (above

the 99th percentile) actually intensify with climate change (Figure 4.18b). Furthermore, this

analysis highlights the otherwise hidden signal of intensification of boundary layer turbulence

of arid continental zones (Figure 4.18c).

4.7.3 Additional details on SPCAM’s Green Cumulus Convection

We expand on efforts to diagnose the physical properties that compose “Green Cumulus"

convection. It has been difficult historically to make the case that “Green Cumulus" deserves

its own convective classification. This type of convection is both rare in occurrence and its

physical attributes including potential temperature, specific humidity, relative humidity, and

large scale omega only slightly differ from other established types of convection [43]. But

through both analysis of its vertical structure, as defined by small-scale vertical velocity

(Figure 4.18c), and by examining its associated surface fluxes (Figure 4.19), we can better

quantify this mode of convection. It is defined by intense updrafts in the boundary layer

which are far larger than any other mode of convection. However, in the upper troposphere,

we find very weak updrafts during periods of “Green Cumulus" (Figure 4.18c). Conditions

for the growth of “Green Cumuli” are most favorable when Lower Troposphere Stability is

small, Sensible Heat Flux is high, and Latent Heat Flux is relatively low (Figure 4.19). This

suggests “Green Cumulus” is the dominant regime over land regions where conditions are

semi-dry but not extremely dry like deserts.
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(a) Green Cumulus Likelihood [Frequency]

(b) Lower Tropospheric Stability [K]

(c) Sensible Heat Flux [ J
m2 ]

(d) Latent Heat Flux [ J
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Figure 4.19: We identify the atmospheric conditions that enable the growth and development
of “Continental Shallow Cumulus” (or “Green Cumulus”). The regions where “Green Cumulus”
convection occurs most frequently (a) are contoured against the patterns of various physical
measures of atmospheric conditions (b,c,d). We find “Green Cumulus” can be classified by
small Lower Tropospheric Stability (b), large Sensible Heat Flux (c), and low Latent Heat
Flux (d). Contours cover the 92.5 percentile (a,c) and the 7.5 percentile (b,d).

We believe our efforts to better understand “Green Cumulus” can yield benefits for atmospheric

modeling and physical process understanding. While our VAE identifying Green Cumulus

is not a novel discovery, it is valuable to investigate because it is an understudied form of

convection [42, 178, 5] compared to the marine variant which is much easier to simulate

given its lack of a diurnal cycle and weaker surface fluxes allowing for an assumption of

quasi-equilibrium when modeled [180]. While some campaigns like AmazonGO and ARM have

provided observational data and a basis for some simulation of this “Green Cumulus” [179, 61],

these studies have been restricted geographically (to just the Southern Great Plains and the

Amazon Basin). Analysis using satellite data offers a spatially richer view but lower temporal
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resolution [42, 41]. The study of this convective regime is further limited because it is missing

in the GOES ABI cloud mask [154]. Our VAE extracts this unique “Green Cumulus” mode

regardless of its geographic domain in large SPCAM simulations with high temporal frequency

(15 minute time-step). This can improve our understanding of “Green Cumuli” behavior with

respect to both short temporal transitions and full seasonal timescales, which are currently

lacking to due sampling limitations and inconsistencies [61, 181]. This physical understanding

is crucial because this mode of convection has a typical domain size on the order of just one

kilometer [178, 93] necessitating its parameterization in models. Improvements in physical

understanding of this “Green Cumulus" through more rigorous spatial and temporal analysis

could help build superior parameterizations, potentially resolving downstream problems

stemming from unconstrained shallow cloud representation, including premature shallow-

to-deep convection transition and associated temporal precipitation inaccuracies in current

climate simulations [76, 11, 174].

4.8 Appendix C: Movies

• 250 examples of vertical velocity snapshots used as training data from each of the nine

SRMs we examine in the scope of this Chapter. We observe a variety of convection

formations and species. The movie can be viewed at the link here.

• Three-dimensional PCA animation of UM Data encoded by a VAE. Data points are

colorized by physical convection properties, including convection intensity (a), the land

fraction (b), turbulent length scale (c), and convection type (as found by clustering)

(d). We see evidence of disentanglement in all four metrics. For a different visual

perspective, we increase transparency to 99.9 % (a,b,d) or 99 % (c) to better show the

latent representation of the full test dataset (size 125,000). The movie can be viewed at

the link here.
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• Three-dimensional PCA animation of DYAMOND data encoded with a shared VAE

(trained on UM data). Latent data is colorized by convection type (as found by

clustering). The top panels (b and c) show clear differences in their latent organization

compared to the remaining models. The movie can be viewed at the link here

• Three-dimensional PCA animation of DYAMOND data encoded with a shared VAE

(trained on UM data). Latent data is colorized by the mean of the absolute intensity of

the vertical velocity field. The latent representation of SAM (c) shows much greater

intensities than other SRMs. The movie can be viewed at the link here.

• Three-dimensional PCA animation of DYAMOND data encoded with a shared VAE

(trained on UM data). Latent data is colorized by the surface type (land or ocean) of

the vertical velocity field. In the latent representation of SPCAM (b) we see a unique

regime of continental convection (green). GEM and SHIELD left off due to missing

land masks in the data. The movie can be viewed at the link here.

• Three-dimensional PCA animation of DYAMOND data encoded with a shared VAE

(trained on UM data). Latent data is colorized by the Turbulent Length Scale of each

vertical velocity field (See Equation 4.4). The latent space separates vertical velocity

fields by the horizontal extent of convective updrafts (light orange vs. dark). This

perspective reveals the unique land regime of convection in SPCAM (Movie 4.5) to

be defined by small-scale horizontal organization. The movie can be viewed at the

link here.
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Convection Classification Disagreements
VAE Classifi-
cation

w′w′ Classifi-
cation

Test
Dataset %

Deep MS 9.74
Deep CSC 0.04
CSC Deep 0.10
CSC MS 0.74
MS Deep 0.68
MS CSC 0.04

Table 4.1: Of our 1e6 test dataset, we examine all vertical velocity fields where the results
of K-Means Clustering algorithm applied to VAE latent space and the w′w′ fields yields a
different classification. While the disagreements are normally small, the exception is 10% of
our data that clustering on the latent space classifies as deep, and the w′w′ suggest Marine
Shallow (MS). CSC abbreviates Continental Shallow Cumulus.

4.9 Appendix D: VAE Based Convection Clusters vs. Sta-

tistical Moment Based Clusters

To test the hypothesis that significant differences exist in the clusters derived from the latent

representation z compared to other baselines we look at both the cluster sizes (Table 4.1)

from each approach (VAE vs. w′w′). We see immediately that the VAE includes significantly

more samples in its "Deep Convection" regime compared to the baseline w′w′ approach

(Table 4.1, column 3). So which approach is more physically consistent?

By examining the physical properties of the vertical velocity fields where the approaches

disagree, we can determine which approach is classifying convection correctly. Immediately it

is clear the median w′w′ of these convective samples is intense much like the other samples

classified as "Deep Convection" (Figure 4.20a). Looking not just at the intensity, but stability

and moisture, we see these vertical velocity fields are most often characterized by high Q

values and moderate LTS, classic signs of conditions favorable for "Deep Convection" and

storm formation (Figure 4.20b) [22]. Likewise, the precipitation associated with these samples

that the VAE clustered in with "Deep Convection" but the baseline approach would not be
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Figure 4.20: A comparison of three regimes of convection in SPCAM identified by clustering
the latent representation of the VAE Encoder z compared against clustering the first moment
statistic (the w′w′ profiles) of the same vertical velocity fields. Three similar groups are
identified, but there is disagreement over roughly 10 % of the test data that the VAE approach
classifies as Deep Convection but the first moment statistic would be grouped in with the
"Marine Shallow" convection. The median vertical profile of these is shown above by the
orange dotted line (a). These same vertical velocity fields where the approaches disagree
are mapped individually onto LTS-Q Space (Lower Tropospheric Stability in Kelvin and
Moisture in mm) (b). These samples are then colored by their density. We also look at the
amount distribution of precipitation in each of the convection regimes (c). The geographic
shifts with climate change in the regime of Deep Convection identified by each method are
shown in (d) and (e). While the vertical profiles look similar (a; dashed vs. solid purple and
yellow lines), the geographic regime shifts with climate change diverge with only the VAE
convection clusters capturing the expected signals (d vs. e).

associated with stronger storms and convection based on the median amount distribution

(Figure 4.20c).

The physical properties of these eristic vertical velocity fields strongly suggest the VAE latent

space based organization of convection is more physically consistent, particularly for "Deep

Convection". But why is this the case; what information in the vertical velocity fields does

the VAE leverage that is not available when we cluster the w′w′ of the full fields?
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4.10 Appendix E: VAEs use the full Vertical Velocity

Field

0K Test Datasets Geo. Change (Original) (h) 0K Test Datasets Geo. Change (Column Shuffled Outcome 1) (i)  0K Test Datasets Geo. Change (Column Shuffled Outcome 2) (j) 0K Test Datasets Geo. change (Each Vertical Level Shuffled) (k)
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Figure 4.21: We test the importance of the horizontal structure in the vertical velocity
fields to the organization of the latent space of the VAE. The vertical velocity fields typically
included in the test dataset (a) have their columns shuffled (b) and the horizontal dimension
of each vertical level shuffled (c). We cluster latent representations of a,b,c and examine
the physical properties of the clusters (d, e, f). We also see how much these cluster centers
shift if used to initialize clusters on different, randomly selected test data (g). The change in
geographic frequency of (original, column shuffled, and vertical level shuffled) Deep Convection
regime are shown as well (h,i,j,k). The results show the original test data leads to the most
physically interpretable and robust regimes of convection.

The key difference between the two approaches (clustering z vs. clustering w′w′) is that the

VAE encoder preserves information about the horizontal structure as well as the vertical

structure. We will now examine this theory in detail with "scrambled" test datasets. High-

lighting the location of the most intense updrafts and downdrafts vertically is thought to be

essential to identifying the convection phenomena while we believe the location of the updraft

horizontally should be much less important. However, the less comprehensive extraction of

Deep Convection by moment statistics compared to the clustering of our latent space suggests

that the treasure trove of detail our VAE leverages in the horizontal dimension is important

for thorough analysis and organization of Deep Convection and storms in a high resolution

simulation.
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More concretely, a way we can test the importance of coherent horizontal structure to

our VAE is to intentionally corrupt the test dataset in the horizontal dimension. We can

"scramble" our test dataset in two ways. First, we shuffle the order of the 128 columns in each

image, disrupting the horizontal structure but leaving the vertical information untouched

(Figure 4.21a vs. b). We also more radically alter the structure of the field (but critically

not the w′w′ moments) by shuffling each of the 30 vertical levels in the horizontal direction,

disrupting both horizontal organization and column coherence (Figure 4.21a vs. c). We can

now use feed these "scrambled" test datasets to our trained VAE and examine the latent

space. On these three latent spaces (the original and the ones altered by the two scrambling

approaches) we perform one hundred trials of k-means clustering to objectively analyze these

new low-dimensional representations of the data and then pose the question: Is the VAE still

able to separate out distinct regimes of physically interpretable convection with the horizontal

information intentionally perturbed?

We immediately see differences in the regimes of convection the VAE identifies in these

corrupted vertical velocity fields (Figure 4.21d, e, f; blue lines vs. red and purple). When

both the information in each column and the columns themselves are scrambled (red lines),

the VAE no longer identifies a mode of "shallow" Continental Cumulus. Instead, it splits the

Deep Convection into 2 regimes, a first of only the most intense storms around the tropical

rainforests and Pacific Warmpool (Figure 4.21f, red line), and another regime mixing both

some of the Stratocumulus and the rest of the Deep Convection into one bucket (Figure 4.21d).

In these results, just like in the three regimes identified originally, the vertical structure,

geographic distribution, and cluster counts are robust under the 100 repetitions of the

K-Means algorithm.

But when we perform the same clustering routine on the latent representation of the vertical

velocity fields where only the column order (Figure 4.21b) was shuffled we lose this robustness.

In two-thirds of the trials, the clusters formed on the latent space of this partially shuffled
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data closely match those found in the original data (in both count, vertical structure, and

geographic distribution). But in the other third, the clusters that form match those from the

latent space whose data was scrambled both vertically and horizontally (Figure 4.21d, e, f,

purple vs. blue and red lines).

We introduce one last test dataset (in original form, horizontally shuffled, and both horizontally

and vertically shuffled) to determine the stability of the three sets of clusters discussed above.

Since both this new test dataset and the original are drawn randomly from the same simulations

(both spatially and temporally), they should have similar compositions. Therefore, if the

latent space regimes we cluster are robust, we should expect only small shifts in the cluster

centers and physical properties of the clusters between test datasets. Anything more than

small changes associated with natural sampling variation would suggest unstable clusters of

little physical meaning.

Figure 4.21g summarizes the median vertical structure of the Deep Convection clusters

on the original test dataset (solid lines) and the new clusters with the original centers for

initialization on the alternative test dataset (dashed lines). Reassuringly, in the original,

unshuffled test dataset, the median vertical profile of each cluster shifts very little between

test datasets (Figure 4.21g, blue lines; and h). But when the vertical levels are scrambled (and

often when just the column order is scrambled) there are large shifts in the median vertical

profile indicating instability in clusters. More specifically, for both types of scrambled test

data, clusters that once corresponded to Deep Convection shift significantly, incorporating

large amounts of Shallow Cumulus and simultaneously losing lots of Deep Convection samples.

The effect of this is that the physical properties of each cluster become more muddled and it

is more difficult to justify calling the clusters of scrambled data distinct species of convection.

The divergence in results between a test dataset composed of unblemished vertical velocity

fields (Figure 4.21a), and one distorted at each vertical level (Figure 4.21c) confirms what we

suspected when we first uncovered that the latent space organizes deep and shallow convection
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separately – the VAE is highly sensitive to the vertical structure. Yet the inability of the

latent space to consistently organize the same stable regimes of convection when input data

column order (horizontal structure) is disrupted suggests something equally as profound: the

VAE learns to identify its physically distinct convection regimes and anomalies in part from

the coherent horizontal structure of the vertical velocity fields it receives through the encoder.

With this information, The disparate results in clustered convection regimes between the VAE

and the w′w′ profiles finally become clear. The w′w′ method sacrifices all the horizontal detail

that helps inform the VAE latent space organization; it is this critical added information that

allows the VAE to extract more physically interpretable convection regimes, particularly for

Deep Convection. Relying solely on dimensionality reduction approaches such as moment

statistics to approximate high resolution dynamic and thermodynamic processes, comes at a

cost as the horizontal structure is lost. Deep generative models like VAEs, which have access

to the totality of the images offer a more holistic and pragmatic analysis of high-resolution

climate simulation data than the moment statistics or other simple physical approaches. We

believe this is a strong case for the widespread deployment of VAEs for more in-depth analysis

of high resolution climate simulations and observational datasets.
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Chapter 5

Understanding Extreme Precipitation

Changes

5.1 Abstract

Despite the importance of quantifying how the spatial patterns of extreme precipitation will

change with warming, we lack tools to objectively analyze the storm-scale outputs of modern

climate models. To address this gap, we develop an unsupervised machine learning framework

to quantify how storm dynamics affect changes in precipitation extremes, without sacrificing

spatial information. For the upper precipitation quantiles (above the 80th percentile), we

find that the spatial patterns of extreme precipitation changes are dominated by spatial

shifts in storm dynamical regimes rather than changes in how these storm regimes produce

precipitation. This Chapter shows how unsupervised machine learning, paired with domain

knowledge, may allow us to better understand the physics of the atmosphere and anticipate

the changes associated with a warming world.

131



5.2 Introduction

In Chapters 3 and 4 we investigated the idea that VAE-powered analysis of vertical velocity

fields yields more comprehensive results than the estimation of the same fields through

traditional moments. Our hope is that this unsupervised learning approach we developed has

the potential to deepen our physical understanding of changes in convective organization and

extreme precipitation with climate change. Our knowledge of these phenomena is limited

because the dynamic information controlling powerful storms and convection is normally

averaged prior to analysis. In particular, when studying the dynamic control on precipitation,

second order effects of vertical velocity are neglected in the process of analyzing changes

to the vertical structure and magnitude of atmospheric convergence [119, 47, 28, 2]. This

approximation creates large spread in the projected changes in the dynamic tendency of

precipitation (especially compared to the thermodynamic tendency). This creates significant

model disagreement about the magnitude of the expected increase of extreme precipitation

in the tropics [122, 136]. Given the anticipated impacts on vulnerable populations, it is

critical we better understand the mechanisms by which global warming will impact extreme

precipitation. We hope the objective VAE analysis, unlike statistical approximations, which

is provided the full information from the vertical velocity fields, can more comprehensively

track changes of Deep Convection, and provide a superior lens through which to visualize

changes in extreme precipitation in tropical regions from dynamic effects (Figures 4.10e,f).

We will test this theory now in Chapter 5.

5.2.1 Background

According to the latest Intergovernmental Panel on Climate Change report [45], “there is

high confidence that extreme precipitation events across the globe will increase in both

intensity and frequency with global warming”. As the severity of storms and tropical cyclones
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magnifies, there will be associated increases in flood-related risk [63] and challenges in

water management [3, 4]. We know that these changes can be highly variable from region to

region [39]. To first order, heavy precipitation extremes are limited by the water vapor holding

capacity of the atmosphere, which increases by about 7% per 1K (Kelvin) of warming following

an approximate Clausius-Clapeyron scaling [125]. This is referred to as the “thermodynamic

contribution” to extreme precipitation changes [47] and gives a solid theoretical foundation

for spatially-averaged changes in precipitation extremes.

Yet climate change adaptation requires knowledge of how precipitation extremes will change

at the local scale, i.e., understanding the changing spatial patterns of precipitation extremes

under warming. Focusing on the tropics, where most of the vulnerable world population

lives [45], these changing spatial patterns are primarily dictated by atmospheric vertical

velocity (“dynamical”) changes because horizontal spatial gradients in temperatures are weak.

This is referred to as the “dynamic contribution” to extreme precipitation changes [47].

A comprehensive understanding of this “dynamic contribution” remains elusive. Approximate

scalings can be derived based on quasi-geostrophic dynamics [97, 124] and convective storm

dynamics [112, 2]. But actionable findings require Earth-like simulations of the present

and future climates (e.g., [133]), which can resolve regional circulation changes and their

effects on storms in their full complexity. These simulations are computationally demanding

and output large amounts of multi-scale, three-dimensional data that challenge traditional

data analysis tools. For example, the state-of-the-art storm-resolving1, SPCAM (Super

Parameterized Community Atmospheric Model, [75, 77]) simulations we will use in this

Chapter (Section 5.3.1) output 3.4 Terabytes of data over 90 days, with 76,944,384 samples

of precipitation and the corresponding storm-scale vertical velocity fields (see Figure 5.1 for

examples).
15 kilometers or less horizontal grid spacing
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Figure 5.1: Selected vertical velocity fields from our “Control” (0K, a-d) and “Warmed” (+4K,
e-h) SPCAM simulations. By sampling the precipitation distribution, we show instances of
vertical velocity fields associated with no precipitation (a, e), drizzle (b, f), heavy rainfall (c,
g), and intense storms (d, h).

5.2.2 Theory

In this section, we outline our strategy to facilitate the analysis of extreme precipitation

changes including spatial details elucidating storm formation.

The crux of this analysis rests on the assumption that we can meaningfully cluster different

vertical velocity fields into N different convection types. These convection types may have

different frequencies or probabilities, indicated by πi (so that,
∑N

k=1 πi = 1). To calculate

these πi’s, we use variational autoencoders in conjunction with k-means clustering, also called

vector quantization [55, 98]. Details on the exact coarse graining procedure will be presented

in Section 5.3.2; for now, we take the N different convection types and their frequencies as

given.

This unsupervised quantization of regimes of convection through ML allows us to quantitatively
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understand changes in precipitation extremes (Pextreme) from both changes in convection

regime characteristics and probability. Here we define Pextreme as a fixed high quantile of

precipitation (e.g., 80th-99.99th percentiles) at a given spatial location. To model the effects

of climate change, we define ∆Pextreme as its absolute change from the “Control” to the

“Warmed” climate, and show below that relative changes in precipitation extremes can be

decomposed using changes in π (Equation 5.7).

We derive a decomposition of extreme precipitation changes for global warming by making a

series of simple physical assumptions about precipitation. Note that while these assumptions

help give physical meaning to each term, this decomposition could also be derived by

decomposing the extreme precipitation field into its spatial-average and an anomaly, before

further decomposing the anomaly using the objectively-identified dynamical regimes. This

means that the assumptions made in this section only need to approximately hold to physically

interpret the results of our decomposition. To first order, precipitation (P ) scales like

condensation rate, which depends on the full vertical velocity (w) and atmospheric water

vapor (here quantified using specific humidity q) fields:

P ≈ P (w, q) . (5.1)

Note that Equation 5.1 neglects the dependence on microphysical processes (see e.g., [111])

to focus on the thermodynamical and dynamical components of precipitation. When focusing

on extreme precipitation, we de facto sample atmospheric columns that are so humid that

the specific humidity q equals its saturation value qsat. This allows us to further simplify

Equation 5.1 in the case of high quantiles of P :
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Pextreme ≈ Pextreme (w, qsat) . (5.2)

We now make the assumption that the thermodynamic dependence on qsat can be factored

out of the right-hand side of Equation 5.2 and denote the dynamical pre-factor as D (w):

Pextreme ≈ qsat ×D (w) . (5.3)

The previous assumption can be justified quickly by assuming a moist adiabatic temperature

profile and a vertically-uniform vertical velocity profile for extreme events [125, 112]. It can

also be justified more accurately by noting that such vertical velocity profiles collapse when

changing the vertical coordinate from pressure to the normalized integral of the moisture

lapse rate [2]. We can now linearly decompose the dynamical pre-factor D (w) into the N

regimes identified by our unsupervised learning framework:

D (w) ≈ D0 +
N∑
i=1

πiDi, (5.4)

where πi is the frequency/probability of each dynamical regime. Combining Equation’s 5.3, 5.4,

and taking a logarithmic derivative with respect to climate change allows us to decompose

relative changes in extreme precipitation as follows:

∆Pextreme

Pextreme

≈ ∆qsat
qsat

+
∆
(
D0 +

∑N
i=1 πiDi

)
D0 +

∑N
i=1 πiDi

, (5.5)
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where ∆ denotes absolute changes from the reference to the warm climate. Lastly, we

approximate the thermodynamic contribution to precipitation extremes as the relative

changes in near-surface saturation specific humidity, which can be further approximated as

spatially uniform:

qsat = qsat (Ts, ps) ⇒
∆qsat
qsat

≈ 7%, (5.6)

where Ts is near-surface temperature and ps near-surface pressure. Expanding Equation 5.5

and substituting D (w) using Equation 5.3 yields the desired decomposition of precipitation

extremes changes with climate:

∆Pextreme

Pextreme

=

Thermodynamic︷ ︸︸ ︷
∆qsat
qsat︸ ︷︷ ︸

From theory

+

Dynamic︷ ︸︸ ︷
qsat

Pextreme︸ ︷︷ ︸
From current climate

∆D0 +
N∑
i=1

∆πiDi︸ ︷︷ ︸
Regime prob. shifts

+
N∑
i=1

πi∆Di︸ ︷︷ ︸
Intra−regime changes


(5.7)

Equation 5.7 shows that relative changes in Pextreme are the sum of a well-understood, spatially-

uniform “thermodynamic” increase in saturation specific humidity (qsat – see Equation 5.6), and

a spatially-varying term. This spatially-varying term is the sum of N regime probability shifts

∆πi (changes in our unsupervised ML-derived convection cluster assignment frequencies or

"cluster sizes" – covered in more detail in Section 5.3), and N changes in regime characteristics

∆Di (changes in the “dynamic contribution” pre-factors, in precipitation units).

Our simulation data already contain Pextreme and qsat, and we can derive πi from our unsu-

pervised learning framework, giving us all the information we need to calculate the elusive

pre-factors Di and their changes with warming. Using Equation 5.4, we linearly regress
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Pextreme

qsat
on the regime frequencies πi in both the reference and warm climates to derive the

pre-factors Di, which are the weights of the multiple linear regression. This is a step toward

understanding how the spatial patterns of storm-scale dynamical changes, which are notably

hard to analyze, can affect the spatial patterns of extreme precipitation. Understanding these

changes is critical to trust local climate change predictions.

5.3 Methods

We will now discuss the data, models, and statistical techniques used in this Chapter.

Additional details can be found in the Supplemental Information.

5.3.1 Data: High-resolution, Earth-like Simulations of Global Sur-

face Warming

We acquire SPCAM data following the same procedure as Chapter 4, however, we also analyze

other output variables necessary to build the relationship between Deep Convection and

Extreme Precipitation including specific humidity, temperature, and pressure information.

Readers familiar with the data can skip the remainder of this section.

The multi-scale modeling framework [139] used to generate our training and test data is

composed of small, locally periodic 2D subdomains of explicit high-resolution physics that

are embedded within each grid column of a coarser resolution (1.9◦ × 2.5◦ degree) host

planetary circulation model [77]. In total, we performed six simulations of present-day

climate launched from different initial conditions (but consistent resolution), configured with

storm resolving models that are 512 km in physical extent, each with 128 grid columns

with a horizontal resolution of 4 km. We approximate the atmosphere with a simple bulk
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one-moment microphysical scheme and thirty vertical levels. We then perform six additional

simulations but increase the sea surface temperatures by 4K. We compare the “Control”

simulations against those with uniform increases in sea surface temperatures (“Warmed”).

For our purposes, this creates a testbed for climate change, but we acknowledge that surface

warming is only an approximation for the thermodynamic consequences of CO2 concentration

increase.

To investigate the “dynamic mode” of precipitation, we choose vertical velocity to represent

the state of the atmosphere. These vertical velocity fields contain information about complex

updraft and gravity wave dynamics across multiple scales. We considered the entire 15S-15N

latitude band containing diverse tropical convective regimes. Examples of these vertical

velocity snapshots, selected by precipitation percentile, can be seen in Figure 5.1.

5.3.2 VAE Training

Our ML methodology objectively defines dynamical regimes from two million two-dimensional

vertical velocity fields, for which we proceed with the creation of a latent manifold to ensure

the local correlations in the updrafts of our vertical velocity fields are preserved. For this, we

rely on a fully convolutional VAE design, whose architecture is depicted in Figure 4.2 and

was discussed in more detail in Chapter 4. But to summarize:

We train the VAE, we perform beta-annealing [64, 21], expanding the Evidence Lower Bound

(ELBO) traditionally used to train the VAE by including a β parameter and linearly anneal

β from 0 to one over 1600 training epochs. The number of layers and channels in the encoder

and decoder can be found in Figure 4.2 (4 layers in each, stride of two). After manual

hyperparameter tuning, we choose ReLUs as activation functions in both the encoder and

the decoder. We pick a relatively small kernel size of 3 to preserve the small-scale updrafts

and downdrafts of our vertical velocity fields. The dimension of our latent space is 1000.

139



5.3.3 Quantization Procedure

Our aim is to objectively interpret extreme precipitation from climate shifts based on detailed

vertical velocity fields. But on the full vertical velocity snapshots, this problem is intractable

so we must rely on additional statistical techniques for analysis.

Although the use of a VAE encoder makes our high-resolution simulation data more man-

ageable, we require additional work to derive the formal convective probability information,

π. The main idea is to convert a high-dimensional, continuous probability distribution over

velocity fields into a fixed-size, discrete probability distribution over quantization points [115].

Then, we use the coarse-grained, discrete distribution to compute various quantities of

interest.

We use a convolutional VAE to nonlinearly embed our 2D input data (vertical velocity

fields) into a lower-dimensional latent space. To quantize the emergent latent space, we

employ k-means clustering (More details in SI-A): we encode our training data into the

latent space and cluster them into N clusters. We also define a vector of cluster assignment

probabilities πi for i = 1, · · · , N as the percentage of training data assigned to each cluster

i. This dimensionality reduction and clustering can be thought of as a lossy compression of

the data [171]. As we will see, the discrete structure helps us compute various quantities of

interest. While the quantization approximation can, in principle, be made arbitrarily precise

using a large N , we use N = 3 in practice for interpretability based on the findings of Chapter

4. We cluster convection into three distinct regimes we are familiar with from Chapter 4:

(1) Marine Shallow Convection, (2) Continental Shallow Cumulus Convection, and (3) Deep

Convection.

But we go beyond our previous work by honing in on the changes of the cluster assignment

probabilities under global warming. In order to compare the present and future data

distributions, we train the VAE and learn the cluster centers based on present climate data.
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(a) Marine Shallow Convection (e) Spatial Mean changes in 95th % Precip.

(b) Continental Shallow Convection (f) Spatial Pattern of change in 95th % Precip.

(c) Deep Convection (g) Deep Convection Regime Shifts

(d) Total change in 95th % Precip. (h) Changes in Deep Convection Characteristics
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Figure 5.2: Changes induced by +4◦C of simulated global warming: The patterns of
storms change (a-c), which changes the patterns of extreme precipitation (f), mostly
because deep convective storms shift location (g). Panels (a-c) display probability
shifts in the three dynamical regimes found through clustering with N = 3, corresponding
to (a) “marine shallow”, (b) “continental shallow cumulus”, and (c) “deep” convection. We
subtract the spatial-mean change (e, the “thermodynamics”) from the total change (d) to
yield the “dynamic” contribution (f). Using Equation 5.7, we decompose the changing spatial
patterns (f) into five terms, including (g) probability changes in deep convection, (h) changes
in deep convective precipitation, and three additional terms depicted in Figure 5.7

This yields the present cluster assignment frequencies π0K . In a second step, we encode all

future climate data into the latent space and assign each datum to the nearest (control)

cluster center, yielding the future cluster assignment frequencies π4K . The difference vector

of assignment frequencies, before and after global warming, is given by ∆π = π4K − π0K .

This information can then be used as a proxy for dynamical regime shifts with warming. We

visualize these shifts and interpret their implications for extreme precipitation below.
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5.4 Results

5.4.1 Unsupervised Machine Learning Reveals Convective Responses

to Climate Change

Figure 5.2 shows the probability shifts in convection type (∆πi) from the “Control” to

the “Warmed” climate. The dominant climate change signal captured by our unsupervised

framework is the increased geographic concentration of deep convection (Figure 5.2c). More

specifically, deep convection becomes more frequent over warm ocean waters and especially the

Pacific Warm Pool [7] while shallow convection becomes less common in these unstable regions

(Figure 5.2a). This result is consistent with observational trends showing an intensification of

already powerful storms over the warm tropical waters [7]. At first glance, the pattern of

this unsupervised deep convection shift with warming (∆π1) looks quite similar to shifts in

extreme precipitation (Figure 5.2c vs. f).

With just the information of the regime probabilities, we can model the spatial patterns of

precipitation changes at upper percentiles (Figure 5.6). Our model becomes less accurate at

lower precipitation quantiles, partly because we are not using specific humidity information

(the approximation of Equation 5.2 is only valid for high precipitation quantiles). This degree

of accuracy at the upper percentiles suggests that changes in the location of convective

dynamical regimes can explain a large fraction of changes in extreme precipitation, which

should be further tested in diverse climate change modeling frameworks.
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5.4.2 Decomposing the Dynamic Contribution to Extreme Precipi-

tation Changes

We now isolate the dynamical contributions to dynamical changes in extreme precipitation

by decomposing the spatial patterns (5.2d) into changes in regime probability πi and changes

in regime characteristics Di. Unlike traditional approaches that spatially average information,

we use our fully-convolutional encoder and latent space clustering to leverage storm-scale

variability.

We calculated changes in regime probability (how regimes move in space) in section 5.3, so

we must now calculate changes in how each regime produces precipitation, which involves

the following two steps. First, we empirically estimate Di by using the probabilities of deep

and shallow convection2. Second, we estimate changes in “deep” and “shallow” convection

dynamical pre-factors as ∆Di = D4K
i −D0K

i .

We now have the requisite information to understand the drivers of extreme precipitation

changes themselves. We ask: Did the patterns of extreme precipitation simply follow the

changing patterns of the convective regime, or are there more complex changes in how deep

convection produces rain? We address this question by comparing how much of the spatial

variance in extreme precipitation ∆Pe can be explained by changes in convection probability

(∆π), and how much of it can be explained by changes in the dynamical prefactors (∆D).

This comparison relies on the following decomposition of extreme precipitation variance

var (∆Pextreme), derived in Sec D of the SI:
2More specifically, we estimate the dynamical pre-factors (Di) by regressing Pextreme/qsat on π1 and π2,

neglecting the “Continental Shallow Cumulus” regime as it concentrates over arid continental zones with high
lower tropospheric stability and low latent heat fluxes, making conditions unfavorable for precipitation [43].
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var (∆Pextreme) = var


qsat

N∑
i=1

∆πiDi


+ (CT)∆π

︸ ︷︷ ︸
Shift in regime location

+var


qsat

N∑
i=1

πi∆Di


+ (CT)∆D

︸ ︷︷ ︸
Intra−regime changes

+R

(5.8)

where CT are cross-terms and R groups all terms of the decomposition that are not needed

to compare differences in precipitation from regime shifts vs. intra-regime changes. To

understand what is most crucial to precipitation changes, we depict the spatial mean of

Equation 5.8’s terms in Figure 5.3.
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Figure 5.3: Derived from Equation 5.8 we compare the mean of the spatial anomaly of
convective probability shifts (∆π) to the changes in the dynamical prefactors (∆D). We find
that the convective regime shifts are of greater importance to explain the changes in extreme
precipitation (80th-99.99th percentiles)

For high precipitation quantiles where our model works best (especially above the 80th

percentile), extreme changes are dominated by regime probability shifts rather than by

intra-regime changes (Figure 5.3): The “∆D term” is smaller than the “∆π term” (red line
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vs. blue line) 3. This result aligns well with our qualitative analysis in Figure 5.2 showing

the similarity between the spatial patterns of deep convection regime changes and extreme

precipitation changes. The spatial patterns of extreme precipitation changes are dominated

by the changing patterns of storm characteristics identified by our unsupervised framework

while changes in how each regime produces precipitation are less important.

5.5 Conclusion

Based on our findings, proper prediction of spatial shifts in deep convection with global

warming should allow us to anticipate regional and local changes in precipitation extremes.

This highlights the importance of leveraging the full spatial extent of this information

(traditionally averaged out) to derive accurate regional and local changes. The necessity of

understanding this rich spatial information indicates a role for ML methods like variational

encoders and clustering routines for the analysis of storm-scale climate information to deepen

our understanding of extreme events. Our next step to build credibility in this unsupervised

model is to deploy the workflow on more diverse climate change data like the High-Resolution

Model Inter-comparison Project (HighResMIP) [48, 57] and determine its ability to explain

spatial variations in extreme precipitation with climate change.

5.6 Appendix A: VAE Benchmarking and Performance

Evaluation

We train our VAE on 160,000 unique vertical velocity fields and use an additional 125,000

samples to validate and optimize the model hyperparameters. Finally, we leverage 1,000,000
3Note that at precipitation quantiles larger than 0.99, we lack samples for the analysis to work properly

as evidenced by the pixelation of the changing patterns in Figure 5.5
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Mean Squared Error m2/s2

Model Training Set Validation Set Test Set
VAE 3.79 ∗ 10−4 1.11 ∗ 10−3 3.33 ∗ 10−3

Linear Baseline 3.10 ∗ 10−3 4.70 ∗ 10−3 5.10 ∗ 10−2

Table 5.1: The MSE of both of our models (“linear baseline” and VAE) calculated across
training/validation/test data. For both training and test data, we see low reconstruction
errors, suggesting satisfactory skill and generalization ability. Overall, the VAE outperforms
the “linear” baseline

Structural Similarity Index Metric
Model Training Set Validation Set Test Set
VAE 0.998 0.995 0.987

Linear Baseline 0.990 0.986 0.981

Table 5.2: The mean SSIM [161] of both of our models across training/validation/test data.
The models both generalize well to our test data. Again, the VAE outperforms the “linear
baseline”

vertical velocity fields in the test dataset for robust analysis. The high count in the test dataset

is necessary both due to the high spatio-temporal correlations common in meteorological data

but also because of the geographic conditioning in our analysis – we need enough samples at

each lat/lon grid cell, not just globally. To determine whether our data are nonlinear enough

to warrant the use of a VAE we also train a baseline model of the same architecture but with

all activation functions replaced by “linear”. The fact that the VAE reconstructs the vertical

velocity snapshots with both lower error and a higher degree of structural similarity suggests

significant non-linearity is involved in compressing and rebuilding the 2D fields (Tab 5.1 and

Tab 5.2). This problem is therefore well suited for the non-linear dimensionality reduction of

the VAE encoder and less so for linear models.

Tab 5.1 and Tab 5.2 show 160,000 is enough training samples to create reconstructions of

high-resolution vertical velocity fields with both a low MSE and a high degree of overall

structural similarity. Though there is a small amount of overfitting, we see that performance

remains strong for a test dataset containing multiple species of convection from all parts of

the tropics ranging from deserts to rainforests; oceans to continents. Furthermore, what we
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are most concerned with is not the reconstruction quality itself, but the interpretability of

the latent space for clustering.

5.7 Appendix B: Full Decomposition of the Spatial Vari-

ance of Extreme Precipitation

We derive the decomposition of the spatial variance of extreme precipitation in four steps.

First, we multiply Equation 5.7 by Pextreme:

∆Pextreme = Pextreme
∆qsat
qsat︸ ︷︷ ︸

Q

+qsat

∆D0 +
N∑
i=1

∆πiDi +
N∑
i=1

πi∆Di

 . (5.9)

For convenience, we use Q to denote the first term of Equation 5.9. We then take its spatial

anomaly by applying the spatial anomaly operator (X ′):

∆P ′
extreme = Q′ +∆D0q

′
sat +

qsat

N∑
i=1

∆πiDi

′

+

qsat

N∑
i=1

πi∆Di

′

, (5.10)

where we have used the fact that ∆D0 is uniform in space (∆D0 = ∆D0 and ∆D′
0 = 0).

Squaring Eq 5.10 yields:

(
∆P ′

extreme

)2
=
(
Q′)2+(∆D0)

2 (q′sat)2+

qsat

N∑
i=1

∆πiDi

′


2

+


qsat

N∑
i=1

πi∆Di

′


2

+CT,

(5.11)
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where the cross-terms CT can be decomposed into cross-terms involving spatial shifts in

regime probability:

(CT)∆π

def
= 2

qsat

N∑
i=1

∆πiDi

′ [
Q′ +∆D0q

′
sat

]
, (5.12)

cross-terms involving changes in how each regime produces precipitation:

(CT)∆D
def
= 2

qsat

N∑
i=1

πi∆Di

′ [
Q′ +∆D0q

′
sat

]
, (5.13)

and additional cross-terms:

(CT)other
def
= 2∆D0q

′
satQ′ + 2

qsat

N∑
i=1

∆πiDi

′qsat

N∑
i=1

πi∆Di

′

(5.14)

Taking the spatial mean
(
X
)

of Eq 5.11 and noting that the spatial variance is defined as

the spatial mean of the squared spatial anomaly, we derive the following decomposition:

var (∆Pextreme) = var (Q) + (∆D0)
2 var (qsat) + var


qsat

N∑
i=1

∆πiDi


+ var


qsat

N∑
i=1

πi∆Di




+ (CT)∆π + (CT)∆D + (CT)other +Numerical Residual,

(5.15)

where we have introduced the decomposition’s numerical residual, which helps us assess

which terms are significant. Grouping the terms irrelevant to the comparison between regime

spatial shifts and intra-regime changes into a single term, R, mathematically defined as:

R def
= var (Q) + (∆D0)

2 var (qsat) + (CT)other +Numerical Residual, (5.16)
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we recover Equation 5.8 from the manuscript’s main text. For additional context on the

significance of our decomposition, we plot all the terms in Figure 5.4. We see that as in

Figure 5.5, our decomposition is most valid for high precipitation percentiles (percentiles

where the residual (blue line) is of lesson magnitude than other quantities).
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Figure 5.4: Derived from Equation 5.15, we plot each term from the full decomposition
for the variance in the change in extreme precipitation, V ar(∆P

2

e ). We focus primarily on
precipitation percentiles 80-99, where our model is valid (the numerical residual, grey, is
smaller than the key terms) and we have sufficient data (Figure 5.5). Across these extreme
precipitation percentiles, we find that the change in probability of convection type (∆π –
red) is of greater importance than changes in the Dynamical Prefactors (∆D – blue). For
additional context compared to Figure 5.3, we include all terms from Equation 5.15

5.8 Appendix C: Supplemental Figures
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(a) 25th Percentile Precipitation

(b) 50th Percentile Precipitation

(c) 75th Percentile Precipitation

(d) 90th Percentile Precipitation

(e) 95th Percentile Precipitation

(f) 99th Percentile Precipitation

(g) 99.9th Percentile Precipitation

(h) 99.99th Percentile Precipitation
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Figure 5.5: The shifts in different percentiles of precipitation with global warming, where we
again stratified and plotted the data by latitude/longitude grid cell. As in Figure 5.2d we
again remove the mean to highlight the dynamical pattern and see at what threshold the
alignment with the VAE identified Deep Convection shifts (Figure 5.2c) is greatest. The top
percentiles including (f-h) are pixelated because of a lack of samples that are out on the tail
of the PDF.
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Figure 5.6: The simple results of the simple regression model we use to predict extreme
precipitation patterns (Pextrmeme

qsat
) using just the dynamic contributions, πDeep Convection and

πShallow Convection identified by our unsupervised ML framework. We see our model works
very well for high precipitation percentiles where the dynamic contributions are greatest and
less well for lower percentiles where thermodynamics are also important.
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Figure 5.7: From Equation 5.7, we can decompose the changing spatial patterns (Figure 5.2f)
into five terms, including probability changes in shallow convection (a), changes in deep
convective precipitation (b), and the intercept of Dynamical Prefactor (c).
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Chapter 6

Conclusion

6.1 Significance Statement

Global warming poses an imminent risk to people across the globe, but especially in the tropics

due to increased precipitation extremes, flooding, droughts, and temperature variations. It is

a critical priority to better anticipate and prepare for these changes. However, the models we

use to try and represent these changes have large errors and uncertainties even as the field

has made significant strides forward. This deadlock is due to two critical problems:

1. The key processes controlling the atmosphere of the Earth occur over scales of meters

to kilometers, while typical modern climate models have a resolution of 100− 200km2

horizontally - meaning important sub-grid processes are parameterized [69, 74, 108].

This is necessary because of sharp limits on the rate of increase in available computing

resources [56]. According to Moore’s Law, our computing power should double roughly

every two years as we increase the number of transistors in computer processors. While

any improvement is helpful for running high-resolution climate models, at this pace

it will take many decades more to run climate models at "storm-resolving" scales in
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hundred-year simulations [146]. But we need to anticipate the climate changes now,

not far in the future after the changes are already taking place.

2. A distinct, but related, problem is the output of the world’s first generation of climate

models that sidestep parameterization by explicitly resolving convection on planetary

scales. Such "storm-resolving" models are difficult to analyze since even just a couple

of weeks of model output from a global SRM quickly grows to Petabytes of data [152].

By itself, this output is not only challenging to store and access but also simply

overwhelming for scientific analysis. Classical dimensionality reduction approaches

require averaging out the small-scale structures in the simulation that are most valuable.

This limits our understanding of deep convection, convective organization, storm growth,

and extreme precipitation.

Motivated by these limits, the body of work represented by this thesis has intentionally

explored machine learning methods and the broader idea of incorporating the field of atmo-

spheric sciences into the "Deep Learning Revolution" [30] of the past decades, which has been

transforming the physical sciences. These neural networks have the potential to skillfully

emulate the effects of explicit high-resolution physics by training on large data archives.

Once trained, they can be coupled at a fraction of the computational costs, providing a

potential path to sidestep Moore’s Law. Meanwhile, analogous tools can facilitate novel

dynamical discoveries including complementary ways to analyze the mechanisms of climate

change without ignoring the native structures of turbulent complexity within high resolution

data archives. We hope the frameworks we have developed over these previous Chapters will

encourage others in atmospheric sciences to also explore the potential of neural networks

for engineering, analysis, and discovery toward the goal of a better understanding of the

atmosphere.
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6.2 Summary of Results

Overall, results aimed to show the potential for machine learning to aid in running next-

generation multi-scale climate models, in analyzing the details of the atmosphere, and for a

better characterization of how extreme precipitation processes will change with climate. We

also perform dimensionality reduction tasks to enable an objective analysis of massive climate

simulations. We summarize the most important results from each of these tasks below.

Simple neural networks emulate realistic convection In Chapter 2, we deployed feed-

forward neural networks to replace sub-grid convective parameterizations in SPCAM5. We

find that when we test our "hybrid" climate model its representation of convection across

the globe is similar to the original physical model. At the time this was one of the first

attempts to achieve such skill in a testbed more difficult than statistically steady aquaplanet

simulations [50, 140]. We found that success in the more operationally relevant configuration

required both significantly more training data for the neural network and a semi-automated

hyperparameter tuning sweep. In contrast to contemporary work [59], we found it possible

to develop a skillful machine learning framework locally in both space and time, consistent

with the paradigm of diagnostic single column parameterization. This is important for the

ability to run hybrid machine learning models in a prognostic or "online" mode as the host

physical climate model receives the sub-grid convective parameterizations locally as well. It

is also a finding that at the very least raises questions about to what extent it is important to

account for "convective memory" for modeling storm systems in climate prediction, a topic

that remains in debate.

Deep Generative Models help organize the details of tropical convection. In

Chapter 3 we deploy the first-ever VAE to learn the details of images of high-resolution

convection in the form of 2D vertical velocity fields from SPCAM5. Despite the detail of

these snapshots, we find that our VAE can learn not only to reconstruct the details of this
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convection with high accuracy but also to construct physically coherent, low dimensional

representations of the convection that are human-interpretable. The latent space sorts out

species of convection by differences in intensity and vertical structure. At the same time,

through "density estimation", the VAE can identify powerful storms and unusual structures

of convection out of large test datasets. In Chapter 4 when we extrapolate the VAE approach

to an archive of uniformly resolved global storm resolving model simulations and look at

geographic characteristics, we find three recognizable regimes of tropical convection similar

to what could be identified through classical physical methods. By sorting these physical

properties in a data-driven approach, the VAW allows us to analyze the true contents of large

climate simulations.

There are significant differences in today’s SRM representation of tropical con-

vection In Chapter 4 we leverage the findings of Chapter 3 to measure the "Distribution

Shifts" between different SRMs as a proxy for degree of similarity. We combine analysis

through a VAE Encoder with a Vector Quantization technique to measure the differences.

While this is often done through a "supervised" machine learning setup, the framework we

developed allows for an unsupervised, objective analysis. We find that while many SRMs

are quite similar in their representation of atmospheric dynamics, some models are notably

different. Only six of the SRMs we examine are consistent while three others show differences

in the type, proportion, and intensity of convection. While convergence between the majority

of ensemble members could be viewed as reassuring, these findings highlight the need to

better understand the parameterization choices in these SRMs and why they can manifest in

occasionally distinct patterns and preferred turbulent structures impacting the representation

of tropical dynamics.

Machine learning methods can capture expected signals of global warming In

Chapters 4 and 5 we extend our "Distribution Shift" analysis from comparing different

climate models to comparing different climate states themselves. When we measure the shifts
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between a simulation of our current climate and a simulation after 4K of warming, we find

our unsupervised machine learning approach identifies anticipated changes in the tropical

climate. In a purely data-driven way, without any human bias, we find an intensification of

powerful storms in the tropics, a concentration of deep convection over the warmest waters,

an expansion of dry zones over continents, and a rise in the tropopause. This builds credibility

in the use of such methods as a basis for deeper scientific investigation.

Future changes in extreme precipitation are controlled by shifts in dynamical

regime probability In Chapter 5 we extend our unsupervised machine learning methods

for dynamical analysis, leveraging the VAE encoder’s ability to extract information content

from the fine-scale spatial information of simulations with explicit convection in the tropics

for both control and warmed climates. By leveraging the full detail of these simulations,

we are able to isolate the contributions to dynamical changes in extreme precipitation. We

separate out the contributions from changes in convection regime probability and regime

characteristics. When we decompose these changes, we find that extreme precipitation follows

the patterns of the convective regimes. This is a finding that suggests the differences in

precipitation with global warming are caused by these convection probability shifts rather

than how the deep convection itself produces rain, or the morphology of convective extremes.

6.3 The role of machine learning in climate and atmo-

spheric sciences

Instances of applying machine learning to cloud-related processes and the modeling of the

interactions between clouds and climate have increased at a rapid pace over the past several

years. Simultaneously, the field of machine learning is also evolving at a rapid pace meaning

the tools being deployed to analyze climate data and run climate models are constantly
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changing and updating. This stochasticity makes predicting the future of this sub-field

extremely challenging. Nevertheless, we will conclude with some remarks based on our

experience deploying different machine-learning tools for both climate modeling and analysis

of climate data simulations.

6.3.1 Next Generation Hybrid Climate Modeling

Many groups have shown proof of concept for a coupled neural network-physical climate model

system [50, 175, 176]. We have discovered, whether through brute force of hyper-parameter

sweeps and training data or more sophisticated neural network architecture [59], that skillful

"offline" performance is possible for neural network emulation of convective parameterizations.

It is worth noting however that even with these approaches neural networks still struggle

to capture climate extremes, generalize to out-of-sample data, and accurately capture non-

gaussian meteorological variables [17]. But even when offline performance is strong, these

hybrid models quickly run into stability issues in "online" prognostic mode [140, 175]. If this

obstacle could be addressed, then the promise of climate models that can both explicitly

resolve deep, moist convection and be run on 100-year timescales could be feasible in the

medium term, possibly within a decade. However, this is no small feat and will likely

require a combination of more sophisticated, generative machine learning models to better

capture probabilistic variables and physically-informed additions to neural networks. In

particular, we believe putting key variables, particularly moisture, in a physically interpretable

and generalizable form for the neural network is key to improving simulation stability [17].

However, putting too many physical constraints on energy or momentum has the potential

to inhibit the neural network from learning the non-linear relationships that control the

atmosphere. A recent promising outgrowth may be the use of neural networks to replace

convective parameterizations in weather models, where physical conservation is less important

and the timescales needed to successfully run hybrid models for use are much shorter.
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6.3.2 Understanding the Details of Global Storm-Resolving Models

The idea of using machine-learning as an engineering tool to replace parameterizations in a

weather or climate model is now nearly ubiquitous across the field [50, 175, 176, 59, 17, 163].

However, the deployment of neural networks for analysis is still an under-explored area in

our opinion. We are pleased with the results of our initial foray into this space with Deep

Generative Models (Chapters 3-5), but we believe we have only scratched the surface of the

possibilities. In particular, we believe shifting from single-variate to multi-variate analysis

will be critical for better understanding the non-linear relationships in these high-resolution

outputs [102]. But there is potential beyond the clustering and non-linear dimensionality

reduction work we have performed in Chapters 3 and 4. We believe the utility of the

latent space-based analysis can extend further. A better understanding of the details of

convection could be found through approaches such as latent space interpolation to better

understand convective changes on minute timescales and using the latent space itself for

equation-discovery [14]. It is also possible that with the right architecture, deep, generative

models like VAEs could also power "Reduced Order Modeling" frameworks and generate

synthetic convection data. Additionally, the anomaly-detection talents of these models hold

great promise for isolating severe weather, or any other phenomena of interest in massive

simulation outputs or observational datasets. A challenge will be advancing this work in

parallel with the fields by adopting more modern machine learning approaches and higher

resolution datasets [52, 48].

6.3.3 Can Machine Learning Replace Domain Knowledge?

Beyond the use of machine learning to replace components of climate models or as a tool

for data analysis, there have been efforts to entirely replace physical climate and weather

models with neural networks [141, 92]. This philosophical approach is very attractive when
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trying to beat a single metric or score. However, beyond the use of a topline number to

quantify performance this approach appears to have great difficulty generalizing [83] beyond

the immediate training task given to the neural network(s). This hints at the difficulty of

introducing "black boxes" in modeling the physical atmosphere. The neural networks can

learn relationships between the training data and the targets, but even if they allow the

neural network to perform well on hold-out validation data, the findings could nevertheless

be based on spurious and unphysical relationships. We require much more use of explainable-

AI [26, 158, 160] to better understand how neural networks are actually operating, and what

they are learning from the data provided. But also, we believe there is still, and will be for

the foreseeable future, a use and a need for incorporating physical knowledge into machine

learning approaches for the best chance of improved knowledge of our atmosphere.

In summary, it is an exciting and important time for interdisciplinary science at the interface

of computer and climate sciences.
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