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ABSTRACT OF THE DISSERTATION 
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Human beings are inextricably linked to others. The ties we share with other people 

throughout the lifespan are a fundamental aspect of our existence. It follows that any decision we 

make as individuals has the potential to affect others, including those closest to us. This notion 

that our decisions frequently have consequences for others has fascinated psychologists for 

decades. Recently there has been a resurgence of interest in the psychological community on the 

subject of social decision-making, defined as decisions that have some kind of implicit or 

explicit social consequence. This surge has carried with it an unprecedented understanding of 

social decision-making behaviors, yet social decision-making studies are frequently constrained 

by a lack of ecological validity, specifically in terms of social decision partners (e.g., pairing 

participants with strangers, confederates, or fictive individuals). Doing so means that much of the 

literature may not be applicable to the most frequent and impactful decisions humans make: 

those involving close others. I aimed to help resolve these limitations in this dissertation. Across 

three studies I examined social decision preferences between parents and friends, two 

developmentally important relationships, at the behavioral, neural, and cognitive levels. Study 1 



 
 

iii 
 

shows that, overall, adolescents appear to exhibit a distinct preference towards parents over 

friends when making social decisions involving conflicting outcomes for these two close others. 

Study 2 expands this work by showing that value-based neural representations of these close 

others is associated with behavioral preference; Study 3 continues this conceptual line of work 

by broadening the scope to show that value-based cognitive representations—derived from 

naturalistic text data—are also linked to behavioral social decision preferences. The 

contributions of this work towards broader theories of social decision-making, developmental 

science, and social neuroscience are discussed.  
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General Introduction 

 Human beings are inextricably linked to others. The ties we share with other people 

throughout the lifespan are a fundamental aspect of our existence. It follows that any decision we 

make has the potential to affect others, including those closest to us. The notion that our 

decisions frequently have consequences for others has fascinated psychologists for decades 

(Festinger, 1943; Milgram, 1963; Torrance, 1957). More recently, the psychological science 

community has seen a resurgence of interest on the subject of social decision-making, defined as 

decisions that have some kind of implicit or explicit social consequence. In this dissertation, I 

briefly highlight the importance of social decision-making, broadly survey a subset of the 

literature’s most popular and impactful findings, identify two critical limitations of prevailing 

social decision-making research protocols, and then propose a series of studies that aim to help 

resolve these limitations. I then motivate each of the studies in detail and justify their proposed 

methodologies.  

The Importance of Social Decision-making 

On a daily basis, we make hundreds of decisions, many of them possessing social 

ramifications: Who should I spend time with on the weekend? What kind of birthday gift should 

I get for my spouse? Will I ask my colleague for help on a project? Should I loan my friend 

money? Such decisions have both macro- and micro-level consequences. At the macro level, as 

these decision scenarios become interlinked with each other—the outcome of previous decisions 

influencing subsequent decisions—they begin to layer and form the foundation of individuals’ 

social trajectories and collectively, our society (Henrich, 2002; Mathews, 1987). At the micro 

level, social decision-making scenarios are replete with a rich diversity of psychological 

processes, encompassing phenomena such as trust, generosity, altruism, revenge, guilt, in 
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addition to a myriad of others. It is not difficult to understand why psychologists have held a 

long-standing interest in social decision-making. Not only are social decisions interesting in their 

own right, but they provide a vehicle for understanding phenomena that have been at the center 

of centuries-old philosophical debates and are highly consequential for shaping everyday 

outcomes that involve how individuals spend their time, effort, and money.  

Surveying the Social Decision-Making Literature  

The past fifteen years have seen a surge in interest in the study of social decision-making. 

The byproduct of increasing interdisciplinarity between fields such as psychology, economics, 

and neuroscience, this recent wave of social decision-making literature has been marked by 

unprecedented sophistication. Quantitative insights from economics have allowed the field to 

begin to mathematically operationalize complex psychological processes (Camerer, 2011; 

Lewin, 1938), affording an avenue for unambiguous, formal theories. Neuroimaging techniques 

from cognitive neuroscience provide in vivo recording of brain activity, potentially resolving 

questions of mechanism that cannot be answered solely with traditional behavioral assessments. 

Coupled with psychology’s classic methodological tenets of strong, tightly controlled 

experiments, a deep collection of knowledge on a range of social decision contexts has been 

amassed. Below, I survey two particularly well-studied types of social decision-making: 

prosocial behavior and resource allocation/reciprocal interactions. In focusing on these two 

specific forms of social decision-making, I aim not to summarize the entire field, but instead 

showcase two exemplary lines of social decision-making research that are highly applicable to 

everyday life and carry the flexibility to address many related but distinct topics of study in 

psychology. 
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Prosocial Behavior. Prosocial behavior is one of the most well-studied forms of social 

decision-making.  Debate exists within numerous fields about how to define prosocial behavior 

and its relationship with related constructs such as altruism (Eisenberg et al., 1998; Kerr et al., 

2004; Rhoads et al., 2021). For my purposes, I broadly define prosocial behavior as deliberate 

actions that benefit another individual or entity, typically accompanied with the intention of 

doing so. Scholarly attention towards prosocial behavior stems from questions about human 

nature posed millennia ago by philosophers (Annas, 1993; Strohminger & Nichols, 2014). 

Prosocial behavior, especially when it comes at a cost to the decision maker, was thought to 

reflect information about inherent moralistic tendencies. More recently, prosocial behavior has 

been a focus of inquiry because of its evolutionarily relevance (Kerr et al., 2004), associations 

with mental health (Aknin et al., 2013; Weinstein & Ryan, 2010; Armstrong-Carter, Guassi 

Moreira, Ivory, & Telzer, 2020), and role in promoting positive relationships (e.g., family 

dynamics in adolescence; Telzer, Masten, Berkman, Lieberman, & Fuligni, 2010). Many of the 

studies on these facets and correlates of prosocial behavior have taken a developmental approach 

because it is theorized the psychological substrates of prosocial behavior undergo sensitive 

periods during juvenile development (Do et al., 2017). 

Much of what is known about prosocial behavior comes from research employing helping 

tasks, wherein participants have the opportunity to provide some form of assistance to another 

individual. Research in non-human animal models and young children has revealed that 

prosocial behaviors are both evolutionarily and ontogenetically conserved (Ben-Ami Bartal et 

al., 2011, 2014; Knafo et al., 2011; Vaish et al., 2016). In fact, several studies have boldly 

suggested that prosocial behavior is so deeply woven into the fabric of human social decision-

making that individuals ‘default’ to prosocial decisions when decisions must be made quickly 
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and intuitively (Carlson, Aknin, & Liotti, 2016; Zaki & Mitchell, 2013). Early neuroimaging 

work on this topic showed that brain systems typically implicated in social cognition and reward 

processing may undergird prosocial behavior (Do et al., 2017; Telzer et al., 2011; Zaki et al., 

2012). These advances laid the groundwork for increasingly sophisticated approaches that paired 

computational reinforcement learning models  with functional magnetic resonance imaging 

(fMRI) to strongly suggest that mechanisms of prosocial behavior lie in one’s ability to use 

social cognitive skills to track value-based probabilistic contingencies that affect others 

(Lockwood et al., 2016). This is relevant because it implies that prosocial motivations co-opt 

core evaluation processes such as valuation, speaking to the importance of prosocial motivations 

among the hierarchy of psychological processes.  

Critically for social decision-making research, it is apparent from decades of literature 

that prosocial tendencies vary both between and within individuals. Prosocial behaviors vary 

between-persons (Contreras-Huertas et al., 2020; Kwak et al., 2014; Lockwood et al., 2016) for 

at least two major, related, reasons. First, prosociality itself is trait-like and is related to core 

personality traits (e.g., Big Five)1, and we know from a rich history of personality psychology 

that personality traits vary drastically among individuals. Second, and relatedly, prosociality is 

thought to have specific genetic underpinnings. To the extent the relevant genotypes vary, so will 

prosocial behavior (Conway & Slavich, 2017; Israel et al., 2015; Padilla-Walker & Fraser, 2014; 

Thielmann et al., 2020). Longitudinal work in the developmental literature suggests prosocial 

behavior changes within-individuals across the lifespan as a function of age, experience, and 

                                                           
1 It is important to acknowledge prosociality itself is often conceptualized as a personality trait, either as a distinct 

trait or a pole of a more general trait (e.g., agreeableness) depending on the theoretical disposition (Caspi et al., 

2005). For the purpose of this dissertation, I am uniquely concerned with prosocial decision behavior as a type of 

social decision-making, as opposed to the totality of prosociality as a broader construct (which contains other 

elements beside decision behavior).  
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other developmental factors (Do et al., 2017; Fu et al., 2017; Kwak & Huettel, 2016; Mayr & 

Freund, 2020; Padilla-Walker et al., 2013). Prosocial behavior also appears to be highly context-

dependent, both between and within individuals. For example, individuals are less likely to 

engage in prosocial behavior if doing so requires increased effort (Lockwood et al., 2017), or if 

one’s prosocial behavior is likely to benefit out-group members (Dunham, 2018; Padilla-Walker 

et al., 2013). Together, these findings begin to highlight that social decision behaviors can vary 

quite dramatically based on the decision-maker, their age, and other contextual features. 

Variability of this degree implies that there are both within- and between-person factors that can 

act as determinants of prosocial decisions. In turn, this suggests the manipulation of such 

variables can be fruitful for identifying mechanisms and boundary conditions involved in 

prosocial decision-making. What is specifically intriguing is that prosocial behaviors appear to 

vary as a function of the target involved (e.g., ingroup vs outgroup member, familiar versus 

unfamiliar other, etc.), suggesting social decision tendencies must be thought of as granular, 

rather than domain-general. More broadly, it also requires acknowledgement that experimental 

protocols must have flexible protocols that can account for the intrinsic variability of social 

decision-making.  

Resource Allocation and Reciprocal Interactions. Another widely studied form of social 

decision-making involves the allocation of resources and reciprocal interaction2. Because an 

agent’s future behavior is a function of past experiences and motivations (Lewin, 1938), humans 

must reason critically about how their actions may affect others’ behavior in the future (e.g., “If I 

am generous with John now, will he be more likely to be generous with me at a future time?”). 

                                                           
2 Though these two types of social decisions are conceptually distinct, researchers frequently pair them together in 

experiments and thus I review them in tandem.  
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Such decisions depend markedly on a decision maker’s tendencies towards trust, generosity, 

harm, fairness, and inequity (Crockett et al., 2014; Gonzalez & Chang, 2019; Hackel & Zaki, 

2018; Rilling & Sanfey, 2011). Decisions about resource allocation and reciprocity form the 

basis of positive interpersonal dynamics, and are associated with longitudinal increases in 

wellbeing (Poulin & Haase, 2015; J. A. Simpson, 2007). Looking beyond small-scale 

interactions, cultural and societal norms involving trust and reciprocity can have sweeping 

consequences (Avdeenko & Gilligan, 2015; Johnson & Mislin, 2011; Kimbrough & 

Vostroknutov, 2016; Schnakenberg & Turner, 2019, 2021). For example, aggregation of 

individual social decision tendencies within a nation is thought to explain why countries whose 

citizens exhibit high levels of trust show greater per-capita GDP, higher quality government 

bureaucracies, and more efficient judicial systems (Johnson & Mislin, 2011). Even individual 

interactions can have broader, compounding social effects, such as politicians deciding whether 

to obtain useful information from lobbyists at the risk of appearing corrupt (Schnakenberg & 

Turner, 2019). Not only does this collectively signal the importance of studying the role that trust 

and reciprocity play in social decision-making, but it also highlights the significance of such 

work for informing multiple arcs of research within psychology and beyond.  

Experiments involving resource allocation and reciprocal interactions typically use turn-

based tasks that involve some kind of alternating resource distribution between participants 

(Colin F. Camerer, 2015; Johnson & Mislin, 2011). More complex designs may involve multi-

phase experiments where individuals learn about particular social agents and are then allowed to 

interact with them in some way (Hackel & Zaki, 2018). Several decades of psychological studies 

show that humans have a strong preference to minimize harm unto others during resource 

allocation, even going so far as to disobey perceived and objective authority figures (Milgram, 
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1963). This property of human decision-making appears to underlie individuals’ aversion to 

inequity when allocating resources between themselves and others, potentially fueling 

cooperative behavior (Pärnamets et al., 2019; Yoder & Decety, 2018). In fact, this goal is rooted 

so deeply that rewards for oneself made from harming others are represented in the brain in a 

way that is fundamentally different from other types of rewards—these ‘tainted’ rewards result 

in so-called ‘corruptions’ of neural value signals (Crockett et al., 2017)—and people engage in 

motivated misremembering in order preserve positive self-images (Carlson et al., 2020).  

Beyond wishing to minimize harm to others, humans also appear to possess a strong 

desire to maximize reciprocity. Classic studies using economic tasks such as the public goods 

game or the ultimatum game have shown individuals readily share resources with others who 

share resources with them (Feldmanhall & Chang, 2018; Grecucci et al., 2013; Rilling & Sanfey, 

2011; van Hoorn et al., 2016). In fact, reciprocity behaviors are so salient that neuroimaging and 

computational modeling studies suggest that observations of others’ reciprocity behavior are 

given priority when encoding social representations at the neural level and are even weighted as 

heavily as value-based predictions (e.g., expected value of a given decision alternative) (Hackel, 

Doll, & Amodio, 2015; Hackel & Zaki, 2018). Collectively these studies highlight how social 

decision-making in contexts involving reciprocity and resource allocation underlies everyday 

human interaction, as well as higher-level, societal dynamics (see Johnson & Mislin, 2011).  

Just as with prosocial behavior, this literature is also marked by considerable 

heterogeneity in decision tendencies. While most people are averse to harming others, some 

individuals are more willing than others to behave selfishly during resource allocation. In fact, a 

subset of individuals even show an overall propensity to harm and take advantage of others in 

these contexts for self-advancement (Crockett et al., 2017; Paulhus, 2014). Similarly, another 
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subset of individuals are less willing to outright harm others but are nevertheless highly inclined 

to behave selfishly and buck collective rewards (Rilling & Sanfey, 2011). These findings have 

contributed to the emergence of a dual systems perspective suggesting that selfishness and 

cooperation—both at the between and within-person levels—duel each other in a push-pull 

dance to sway cooperation and reciprocation tendencies (Pärnamets et al., 2019). While this 

possibility entices ancient and modern intuitions of the human psyche (Pfeifer & Allen, 2012), it 

is likely that other moderating variables exist to explain heterogeneity in social decision-making 

tendencies in these contexts. Such heterogeneity implies there are rich avenues to further add 

depth to the literature, both in terms of individual differences but also in contextual specificity of 

main effects. In the next section I introduce a set of features common to most social decision-

making that currently place a bottleneck on the boundaries of our knowledge and then solutions 

that the proposed dissertation will seek to contribute.  

Bottlenecks to the Utility of Current Social Decision-Making Research 

 Despite making tremendous strides, the literature on social decision-making is far from 

complete. I argue that social decision-making research to date has been necessarily ‘deep’ at the 

expense of being ‘wide’. That is, extant research has focused its efforts on thoroughly examining 

phenomena of interest under a narrow set of conditions in the interest of bolstering internal 

validity, or the degree to which one can claim an experimental effect is actually driven by its 

purported cause. This strategy has afforded the field experimental power to develop some of the 

most quantitatively articulate and unambiguous theories in all of psychological science (C.F. 

Camerer, 2011), leading to clear and elegant mathematic definitions of complex psychological 

phenomena (such as guilt, for instance (Chang et al., 2011)). This benefit cannot be overstated: 

the history of psychology has been rife with ‘soft’, verbal theories that eventually become 
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scientifically untenable and misguiding to research (Meehl, 1978). As such, existing social 

decision-making research deserves commendation for advancing a line of work that is 

quantitatively precise and scientifically tenable. However, focusing on internal validity often 

comes with the trade-off of sacrificing external validity (investigating ‘widely’) and therein arise 

the gaps the current work seeks to address.  

 In assaying the social decision-making literature, it appears much of the literature has 

poor external validity. External validity, which refers to the ability of a study’s results to remain 

applicable to psychological phenomena outside of the laboratory and generalize to novel 

contexts, is a critical component of psychological science (Tebes, 2000). If our experiments 

cannot apply to everyday life and meaningfully capture naturally encountered psychological 

conditions, then they are virtually useless at best and unscientific at worst. In fact, scholars 

speculate poor external validity to be one of the root causes of psychology’s recent replication 

crisis, further underscoring the notion that scientific work must be externally valid if it is to be 

rigorous (Open Science Collaboration, 2015; McCarthy et al., 2018; Simons, Shoda, & Lindsay, 

2017). Here I identify two specific pitfalls in the social decision-making literature that limit the 

field and have motivated the proposed work: (i) lack of work involving social agents who are 

close others and (ii) lack of experimental scenarios that consider the impact of one’s decisions on 

multiple others, especially in conflicting ways. The following sections review each of these 

pitfalls in detail, argue why they are important issues to address, and enumerate the benefits of 

addressing each.  

 Close Others as Social Agents. Historically, the vast majority of social decision-making 

research has relied on experimental protocols that pair participants with fellow participants, or a 

confederate whom they are led believe are also naïve participants. Reasons for these practices are 
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twofold. First, most prior social decision-making research has been focused on decisions 

involving anonymous or unfamiliar social agents (Crockett et al., 2014; Kappes et al., 2018). 

Second, other research questions have been nominally agnostic to the relationship between the 

participant and the social agents affected by their decision, but want to ensure that closeness with 

a social agent does not act as a confounding variable (C.F. Camerer, 2011; Colin F. Camerer, 

2015; Krajbich et al., 2009).  

Studying social decision-making regarding unfamiliar others is not inherently weak, but I 

argue that purely using designs with anonymous strangers or confederates is limiting. Close 

relationships not only influence behaviors in ways that other relationships simply cannot, but 

outcomes involving these others also tend to be more consequential in our everyday lives (Aron 

et al., 1991; Meyer & Anderson, 2000; Telzer et al., 2010). Consider the literature on prosocial 

behavior as an illustrative example—the majority of studies in this literature have examined 

prosociality as it relates to distant, unfamiliar others. Yet, evidence suggests that minimal group 

membership can change prosocial tendencies (Do & Telzer, 2019), and rewards for close others 

are valued much more highly distant others (e.g., unfamiliar individuals, acquaintances) (Braams 

& Crone, 2016; Feng et al., 2013; S.-M. Wang et al., 2019; Zhao et al., 2014). Failure to help, or 

even choosing to harm, an unfamiliar other for personal gain might help answer long-debated 

philosophical questions about human nature, but likely has little bearing on one’s day-to-day life. 

Choosing to harm a close other for personal gain (e.g., cheating on a spouse), on the other hand, 

could have far-reaching consequences. Thus, focusing on confederates and anonymous partners 

has likely diminished the ecological relevance of much recent work on social decision-making, 

despite its use of rigorous methods and high internal validity.    
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Including close others as agents in social decision-making experiments will boost the 

external validity of the literature and help scientists make predictions about scenarios that 

frequently color human life (Berkman & Wilson, 2020). However, there also other benefits to the 

field of psychology as a whole. Social decision preferences involving a close other can lend 

general insight into the nature of those close relationships, such as indicating whether a given 

close relationship is more privileged than another and under what circumstances. For instance, 

perhaps individuals prioritize parents over other close relationships involving social decisions 

with monetary outcomes as a form of reciprocity, while prioritizing friends over other close 

relationships when social outcomes are at stake due to better fulfillment of socioemotional needs. 

Differences between individuals’ social preferences involving close others during decision-

making may also help corroborate theories of personality, or even serve as a test of whether 

certain decision-related cognitions are truly domain general or varying by social context.  

 Navigating Trade-Offs Involving Multiple Individuals. Another limitation of the extant 

social decision-making work is that most experiments involve making decisions that only affect 

one social agent. Slight variations of this practice exist – participants may sometimes engage 

with multiple partners over the course of a session despite making decisions that only affect one 

person at a time (Huck et al., 2012), they may choose between multiple partners with whom they 

want to complete a task with (Delgado et al., 2005; Hackel & Zaki, 2018), or they may interact 

with large groups (Hackel et al., 2017). However, such decisions do not approximate real-life 

social decision-making scenarios wherein we are more commonly making decisions about 

multiple familiar others. The reasons for these analytic decisions are similar to the ones for 

focusing on socially distant others. Some research questions are fundamentally concerned with 

how individuals make decisions affecting only one other person. Other questions might not 
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easily accommodate the presence of more than one social agent or certain tasks (e.g., economic 

games designed to measure trust) are not easily adapted to include multiple individuals. 

 While pursuing research questions that only involve one target social agent is not 

inherently limiting, solely concentrating on these scenarios likely does the field a disservice. 

Humans do not uniquely congregate and interact in dyadic arrangements. Indeed, dyadic 

interactions are important, but everyday life decision-making scenarios are replete with even 

great complexity—anthropological work on decision-making indicates that multiple individuals 

are often affected by one’s decisions (Henrich, 2002; Mathews, 1987). As such, only considering 

decision scenarios when one person is affected—essentially assuming decisions occur in a 

dyadic vacuum—does not capture the complexity of everyday life. It omits the possibility that 

preferences surrounding one social agent may be liable to change when additional contingencies 

are introduced. Indeed, individuals often have multiple social goals that are flexible and 

contingent upon multiple conditions (Pfeifer & Berkman, 2018). To assume that decision 

preferences regarding one individual are invariant across multiple decision contexts neglects 

much of what we know about motivation and how human resolve social goals (DeStasio et al., 

2019) and thus fails to meaningful contribute to existing psychological theories (Berkman & 

Wilson, 2020).  

 Understanding how individuals make decisions that affect multiple individuals figures to 

boost the external validity of the social decision-making literature, in addition to serving other 

areas of psychology. For instance, recent work has suggested the personal relevance of health 

interventions affects the degree of their success (DeStasio et al., 2019; Hall et al., 2020; Yeager 

et al., 2018). This implies that if social decision-making research can enhance its external 

validity, its findings can be marshalled to help design and promote better health. For instance, by 
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altering social decision experiments to include multiple close others as social agents and pitting 

outcomes for close others against one another, researchers may be able to estimate which close 

others are more powerful in swaying decision behavior and could therefore serve as integral 

components of intervention programs. Addressing the issue of involving multiple social agents in 

tandem with involving close others can also help psychologists better understand how 

individuals resolve competing social goals, potentially answering questions that have persisted 

since the early days of the field (Atkinson, 1957; Hull, 1931; Rotter, 1960). As I discuss below, a 

developmental approach may be helpful for answering these questions, as developmental 

differences in the importance of, and orientation towards, specific relationship types may provide 

exemplar populations to search how individuals resolve competing goals during social decision-

making.  

Target Population and Focal Social Decision-making Paradigm 

Older adolescence and young adulthood present as a particularly pivotal developmental 

period for evaluating social decision making for two primary reasons. First, late adolescence is 

an extraordinarily unique phase in social development that renders it ideal for exploring the 

current phenomena (Crone & Fuligni, 2020). Children rely heavily on their parents for support 

and these relationships are frequently theorized to serve as anchors in children’s social networks, 

whereas in adulthood evidence suggests individuals rely heavily on romantic partners for support 

and less so on platonic friends and parents (Hudson et al., 2015; Kahn et al., 2019; Ruhl et al., 

2015; Theisen et al., 2018). That older adolescents rely heavily on both friends and parents, 

while also having more autonomy than younger adolescents to affect change in the lives of both 

these close others, means that individuals of this population serve as an ideal test case to 

understand how individuals resolve strong competing goals related to each close other (Crone & 
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Fuligni, 2020). Sampling individuals at other ages, by contrast, may not be as informative 

because it is unlikely that two types of relationships would simultaneously carry such high levels 

of importance. Relatedly, that both socioemotional processing and reward salience are most 

salient during the teenage years (Blakemore & Mills, 2014; Galvan et al., 2006) further bolsters 

the case for adolescence as a model test population because potential mechanisms underlying 

social decision preferences will likely be easier to statistically detect.  

Another important reason to study adolescence is that disturbances to mental health and 

wellbeing tend to first onset at this time (Blakemore & Mills, 2014; Shulman et al., 2016). 

Crucially, evidence suggests that social decision-making and related psychological processes are 

often implicated in the same types of mental health and wellbeing disturbances that manifest 

during adolescence (Contreras-Huertas et al., 2020; Engelmann et al., 2015; Fernandez-

Theoduloz et al., 2019; Gilbert, 2015; Harle et al., 2010; Lamba et al., 2020; Stamatis et al., 

2020; Strang et al., 2017; Ting et al., 2021). Further, late adolescents in particular are 

experiencing newfound freedom and autonomy during this time, often having to make decisions 

within social contexts that are directly consequential to one’s health (e.g., drinking, 

experimenting with drug use, sexual behavior; (Fromme et al., 2008; Shulman et al., 2016). 

Therefore, it is arguable that studying social decision-making during late adolescence will 

generate knowledge that will be helpful for understanding the developmental antecedents of 

mental health and wellbeing disturbances (those related to social decision-making, in this case). 

This would bode well for translational efforts, especially those geared at promoting continued 

wellbeing throughout development. In particular, knowledge gained from this study could 

potential information intervention efforts that depend on personalized, or precision, science 
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about whom is most effective to deliver an intervention (e.g., delivering an intervention aimed at 

changing drinking behaviors, or combating loneliness among first year college students).  

One final argument for studying this population rests on the assertion that adolescence is 

simply an intrinsically interesting and meaningful time for social decision-making research. 

Developmental science has shown that humans live in flux their entire lives—various features of 

their psychology continue to change from childhood through senescence (e.g., Jolly & Chang, 

2019; Seaman et al., 2016). This would suggest trying to understand social decision-making from 

a generalist perspective is incomplete, or misleading at best. Plenty of work exists examining 

social decision-making in adults and, to a lesser extent, young children (Do et al., 2017; 

Sierksma & Shutts, 2020, 2021). By comparison, social decision-making is relatively 

understudied in adolescence. This is regrettable given the truly dynamic and unique nature of 

adolescence. This underscores the fact that basic science in both developmental psychology and 

social decision research could stand to benefit from the inclusion of more adolescent participants 

in social decision-making studies.  

Although I surveyed social decision-making in scenarios involving prosocial behaviors 

and reciprocal exchanges above, I specifically chose to study social decision-making preferences 

in the context of risk taking for several reasons. Risk taking serves an ideal decision context 

because (i) it adequately captures the uncertainty associated with everyday choices, (ii) 

individuals encounter such scenarios with uncertainty in their outcomes on a regular basis, (iii) 

such scenarios not only accommodate outcomes for multiple affected agents but they also 

present an elegant yet powerful way to manipulate trade-offs for each agent, (iv) risky decisions 

are developmentally salient to my target population in a way that enhances the ecological 

relevance of my work (Steinberg et al., 2017).  
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Current Studies 

This dissertation is comprised of three studies that will examine social decision-making 

under externally relevant contexts. Specifically, they attempted to understand how individuals in 

the midst of the transition from adolescence to young adulthood make decisions that involve 

conflicting outcomes for a parent and friend. In doing so, these studies characterized decision-

making preferences involving multiple close others, helping determine whether individuals show 

reliable decision preferences for a particular close other or whether they simply focus on 

decision-level features while ignoring the identities of the implicated social agents. While the 

three proposed studies are to take place in a laboratory to ensure tight experimental control, that 

they involve making decisions about multiple close others is nevertheless a step towards 

enhanced external validity. The three studies here unpacked how individuals navigate social 

decision-making trade-offs involving two close others at three levels of analysis: behavioral, 

neural, and cognitive. The first study will establish a groundwork by documenting whether 

reliable preferences exist at the group level when making decisions regarding two close others. 

The latter two studies helped uncover potential mechanisms driving any potential preferences by 

examining how representations of these close others could potentially sway decision behavior. 

Study 2 assessed representations of parents and friends at the neural level, leveraging fMRI 

techniques to observe spontaneous representations of close others in ways that traditional 

methods have historically struggled to do so. Study 3 used natural language processing to extract 

cognitive representations of parents and friends from naturalistic written text data, in efforts to 

disambiguate the findings observed in Study 2.  

Study 1: Estimating Social Decision-Making Preferences with Multiple Close Others 

at the Level of Behavior. Study 1 will use an experimental paradigm from behavioral 
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economics to document whether individuals show preferences towards parents or friends—two 

important close others—during social decision-making. By pitting the outcomes for parents and 

friends against each other, I hope to incentivize individuals towards consistently making 

decisions that benefit a prioritized close other. Moderators will also be assessed in order to 

explain potential individual differences in decision preferences. Study 1 will thus be able to 

answer the basic question of whether decision behavior is modulated by the identify of affected 

social agents, as well as more complex questions about what features of relationships with social 

agents affect decision preferences.  

Study 2: Probing Representations of Close Others at the Neural Level to 

Understand Social Decision Preferences. Study 2 will use fMRI to capture neural 

representations of two close others (a parent and friend) and evaluate the extent to which these 

representations are encoded as value-based signatures. In doing so, I aim to answer whether 

decision preferences among close others relate to how these close others are fundamentally 

represented in the brain in terms of value. This is notable for two reasons. First, prior imaging 

work related to social decision-making has largely demarcated neural ontologies of the decision 

maker’s generalized cognitive processes (e.g., tolerance for ambiguity, aversion for guilt, etc.) 

and less so about how the decision maker represents social targets during decision-making. 

Second, work investigating neural representations of others and linking them to behavior have 

traditionally overlooked value-based processes. However, value signals are potent influences on 

human behavior and emerging evidence suggests that brain systems of valuation encode 

meaningful social information, such as social network position and behavioral traits (Braams & 

Crone, 2016; Hackel et al., 2015; Morelli et al., 2018; Parkinson et al., 2017; Zerubavel et al., 

2015). While this work suggests value-based systems are important for encoding social 
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information, it is virtually unknown whether the extent to which value-based signals permeate 

social representations of others (as opposed value-related regions discriminating between salient 

characteristics of others). The use of fMRI in this study is especially valuable because imaging 

approaches are helpful at uncovering latent psychological processes and states in ways that 

behavioral approaches cannot (Rhoads et al., 2021). 

Study 3: Cognitive Representations and ties to Social Decision-Making. Study 3 will 

use written free-response data in conjunction with graph theory and natural language processing 

techniques to estimate semantic representations of close others. In turn, I will link structural 

features of these representations (operationalized as graph theoretic statistics computed over a 

network) to decision preferences. This is notable for reasons similar to Study 2. I am again 

examining mechanisms of social decision-making that involve the decision maker’s cognitions 

about the social targets instead of intrinsic cognitions about decision-level features (e.g., 

aversion to risk). This time I am linking semantic and conceptual knowledge the of social agent 

to decision preferences, which has not yet been attempted in the literature.  

Study 1: Social Decision-Making with Close Others in a Risky Context 

 As social creatures, humans must often consider how their decisions will impact multiple 

close others. However, as noted above, psychologists rarely study social decision-making as it 

relates to close others, let alone more than one close other at once. It is thus unclear how 

individuals navigate decision scenarios involving trade-offs involving those closest to them. In 

the current study, I will force individuals to make decisions that pit financial outcomes for a 

parent and friend against one another in hopes of better understanding social decision-making 

preferences when close others are at stake. I aim to conduct this research in older adolescents 

transitioning to young adulthood because (i) this is the transitory phase where preferences, 
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identities and behaviors begin to crystallize (Damian et al., 2019; Roberts et al., 2003; Robins et 

al., 2001), (ii) older adolescents still display peer-oriented characteristics of adolescence yet are 

still highly dependent on parents (Silva et al., 2016) while being (iii) simultaneously required to 

adapt to novel roles and adultlike situations (Arnett, 2014; Fuligni, 2018). Because relatively 

little work exists that attempts to pinpoint mechanisms behind social decision-making 

preferences, I begin to address this issue by considering the role of key moderating factors, such 

as age and relationship quality with parents and friends. This study will document whether 

individuals have clear and consistent decision preferences when close others are affected. This 

ultimately matters because real life decisions made by older teens transitioning to young 

adulthood frequently impacts both friends and family.  

 Late Adolescence is Marked by a Unique Social Ecology. Psychologists, psychiatrists, 

and physicians alike have attempted to characterize the boundary that demarcates adolescence 

from young adulthood for several decades (Curtis, 2015; Gould, 1972; Greenberger, 1984; 

Levinson, 1986; Sawyer et al., 2018). Though considerable debate exists over whether 

adolescence ends at age eighteen, twenty, or even twenty-four, most scholars generally agree that 

late adolescence—and the bridge to young adulthood—is a unique transitory period unlike any 

other in the lifespan. During this period, individuals face newfound contexts and responsibilities 

and a seemingly ever-shifting social milieu (Arnett, 2000, 2014; Fromme et al., 2008; Roberts et 

al., 2003). At the center of these changes lie the relationship dynamics between individuals and 

their parents and peers. Individuals navigating late adolescence are oriented towards their peers 

but also depend on their parents for financial, emotional, and social support (Arnett, 2014).  

 Peers, especially close friends, affect the way late adolescents construe their identities 

(Hopmeyer & Medovoy, 2017; Pfeifer et al., 2009; Roisman et al., 2004), develop opinions 
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(Welborn et al., 2015), and make decisions under conditions of uncertainty (Fromme et al., 2008; 

Riedijk & Harakeh, 2017; Silva et al., 2016; White et al., 2006). Specifically, adolescents’ 

propensity to alter their cognitive, behavioral, and socioemotional processes (like those 

mentioned above) appears to be driven over explicit concern over the opinions and preferences 

of their peers (Pfeifer & Berkman, 2018; Steinberg & Morris, 2001). This concern appears to 

stem from desire to gain social status, acceptance among same-age peers, and to facilitate 

exploration of a novel social milieu (Albarello et al., 2018; Blakemore, 2018; Brown et al., 1993; 

Spear, 2000b, 2000a). Despite the seemingly monolithic importance of friends, parents also 

remain important in the lives of late adolescents. Like friends, parent-adolescent relationships 

also impact real-world decision-making (Abaied & Emond, 2013; Carlson, 2014; Guassi Moreira 

& Telzer, 2018b), refine existing identities (Kaniušonytė & Žukauskienė, 2018), and promote 

wellbeing (Lucas-Thompson, 2014; Needham, 2008). Similar to peers, adolescents also appear to 

care enough about the opinions and preferences of their parents to alter cognitive, behavioral, 

and socioemotional processes, with the added. In the case of parents, this concern often appears 

to be driven by a sense of obligation, and desire to contribute, to the familial unit. 

 As individuals transition progress through adolescence, parents appear to become more 

central. Older adolescents, continuing into young adulthood, report higher levels of cohesiveness 

and obligation towards parents while becoming increasingly receptive to their advice (Carlson, 

2014; Tsai, Telzer, & Fuligni, 2013). This illustrates how parent-child relationships are an 

important source of stability for late adolescents at a time when their social environments are 

becoming increasingly unstable (graduating from high school, attending college or entering a 

dynamic workforce, etc.). These pieces of evidence demonstrate that both parents and peers play 
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crucial roles in the lives of young adults but it is unknown how these close others are prioritized 

when pitted against one another.  

 Age and Relationship Quality as Moderators. Evidence suggests that age and relationship 

quality are likely to influence how older adolescents make social decisions involving parents and 

friends (Almas et al., 2010; Hackel & Zaki, 2018; Huck et al., 2012; Powers et al., 2018). With 

respect to age, I anticipate that older individuals will favor parents over friends for a number of 

reasons. First, parent-child relationship quality increases during late adolescence and through 

young adulthood (Tsai et al., 2013), coinciding with high rates of friendship turnover (Arnett, 

2014). Second, parent-child relationships are often characterized by high financial investment 

from parents. Because individuals tend to view acts of generosity such as these favorably 

(Hackel & Zaki, 2018), older individuals may be more likely to favor their parents because more 

cumulative financial investment has occurred. With respect to relationship quality, I expect that 

greater relationship quality with a given close other will be related with a greater tendency to 

prioritize them during decision-making. Relationship quality has been shown to affect decision-

making behavior—and its cognitive antecedents—in other domains (Guassi Moreira & Telzer, 

2018a, 2018b; Mattanah et al., 2011).  

 Current Study. I investigated how older adolescents make decisions that have opposing 

consequences for a parent versus a friend. By pitting parent and friend consequences against 

each other, I aimed to force individuals to reveal their social decision preferences, as they 

involve close other, in a context that emulates real-world trade-offs. Participants completed one 

round of a decision-making task in which they could either reward a parent at the expense of a 

friend, or forgo the reward for a parent to avoid a loss for a friend. A second, counterbalanced 

round featured opposite tradeoffs (friend reward at expense of parent, etc.). This manipulation is 
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theoretically well suited to address how individuals make decisions about parents versus friends 

because it is incentive compatible. In other words, the task is inherently designed to motivate 

participants to reveal their degree of preference between a parent and friend (strong parent, 

strong friend, or roughly equivocal).  

Hypotheses. My primary hypothesis contained a set of competing predictions. There is 

ample evidence to suggest that parents and peers each play crucial roles in the social ecology of 

young adulthood. If parents are more central than peers, participants would be more inclined to 

make decisions that benefit a parent at the expense of a friend. However, if peers are more 

important than parents, then individuals would be more likely to make decisions that benefit a 

friend at the expense of a parent. I note here that because extant evidence highlights how both 

parents and peers exert strong pulls over behavior, it is appropriate to formulate a competing 

hypothesis such as this one.  

My secondary hypotheses are that relationship quality will predict social decision 

preferences (e.g., better relationship quality with one’s parent will be associated with a tendency 

to favor a parent, better quality with friend will be associated with a tendency to favor a friend), 

and that older participants, compared with younger participants, will be more likely to make 

decisions that benefit a parent at the expense of a friend 

Method 

 Participants. Participants for this first study were comprised of 180 late adolescents and 

young adults from the West Los Angeles area in the United States. Considerations regarding 

sample size justification are enumerated below in a separate section. Six participants were 

excluded from analyses (4 due to noncompliance with experimenter instructions, 2 due to 



 
 

23 
 

technical errors with data collection equipment). The final sample included 174 late adolescents 

(Age: mean = 20.72 years, SD = 2.16, range = 18.06 – 30.81; 54 males). The considerable ethnic 

diversity of Los Angeles was reflected in the sample, as anticipated, helping enhance the 

generalizability of the proposed study (Simons et al., 2017). Racially, 48% participants identified 

as Asian, 29% as Caucasian, 2% as African American, 6% as mixed race, 1% as Native 

American/Alaskan Native, and 10% as ‘other race’. Ethnically, 18% of participants identified as 

Latinx. Recruitment practices included using the University of California, Los Angeles 

undergraduate psychology subject pool, posting recruitment materials at large in the West Los 

Angeles community (Westwood, Santa Monica), and disseminating recruitment materials at a 

local community college through faculty (Santa Monica College); 92% of participants were 

enrolled in classes as UCLA. Participants were compensated with course credit or a $20 (USD) 

cash payment, depending on method of recruitment. Because a secondary question in this 

particular study involved examining age effects, I recruited individuals between the ages of 18 

and 30 years. I decided on an upper bound of 30 years since that age is unambiguously not 

included in the many contemporary definitions of adolescence. All participants provided written 

consent in accordance with the policies of the UCLA Institutional Review Board.  

Sample Size Considerations. Several variables factored into sample size determination. I 

considered sample sizes from prior studies, anticipated effect sizes, the nature of the proposed 

statistical models (described in a following section), in addition to the availability of tools to 

estimate power. During this consideration, it became apparent that conducting a formal power 

calculation would be onerously difficult. As detailed in a subsequent section (‘Bayesian 

Multilevel Logistic Regression’ subsection of the ‘Analysis Plan’), this study uses Bayesian 

multilevel logistic regression models. While these models are invaluable statistical tools that 
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provide several advantages over traditional approaches, they are accompanied by the following 

challenges for power calculations. (i) There are no straightforward analytic methods to estimate 

power; (ii) key statistical information (e.g., posterior summary statistics) needed to conduct 

custom simulations is rarely, if ever, reported in prior work using similar analysis methods; (iii) 

effect size metrics for logistic regression models are not well established and guidelines for 

extant effect sizes are unclear (Chen et al., 2010). Although it would be difficult to conduct an 

effective power analysis, it is nevertheless important to recognize that statistical power is a 

critical part of study design. To adequately address this issue, I took the following measures. 

First, I set my target sample size to be much larger than recently published similar investigations 

of adolescent decision-making and social influence on adolescent behavior (Botdorf, 

Rosenbaum, Patrianakos, Steinberg, & Chein, 2016, N = 104; Guassi Moreira & Telzer, 2018, N 

= 63; Riedijk & Harakeh, 2017, N = 63; Silva, Chein, & Steinberg, 2016, N = 100 per cell; Silva, 

Chein, & Steinberg, 2020, N = 45 per cell; Van Hoorn, Crone, & Van Leijenhorst, 2017, N = 73). 

Second, the key manipulation occurred within subjects to increase power (Scherbaum & Ferreter, 

2009). Because each individual will provide between 48 and 744 individual choices (contingent 

on the number risky decisions made on each round), this fact should help enhance confidence 

that the proposed study is adequately powered.  

Experimental Protocol 

Overview. The general experimental protocol that was performed is outlined here. 

Participants were be greeted by an experimenter upon arrival to the lab and gave informed 

consent. Afterwards, they were asked to nominate a parent and close friend of their choice and 

complete a salience procedure. Participants then answered a series of self-report questionnaires 

and completed the computerized experimental paradigm. Each section of the protocol, beginning 
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with the salience procedure, is described below in greater detail. I conclude this Experimental 

Protocol section with a brief description of the types of rewards (real vs hypothetical) 

participants could earn for their parent and friend during the task.  

Parent-Friend Salience Procedure. During the consent process, participants were 

informed they would be required to make decisions on behalf of a parent and close friend of their 

choice and were be asked to choose one such individual. Because these close others were not be 

accompanying participants to study, I reasoned it was important to heighten the salience of such 

decisions for participants (Shah, 2003). In order to achieve this, I asked participants to complete 

a set of prompts on a physical sheet of paper. The prompts asked participants to provide basic 

information about each close other (e.g., name, age, sex), briefly recount a memory they have 

with each person, and list a handful of words and phrases describing each person.  

Self-Report Measures. Following the salience procedure, participants completed a series 

of self-report measures on a laboratory computer via Qualtrics (an online survey administration 

platform). The key measure of interest was the Inventory of Parent and Peer Attachment (IPPA; 

Armsden & Greenberg, 1987), a frequently used measure of subjective relationship quality 

(Branje et al., 2010; Fanti et al., 2008). This measure was administered to test the hypothesis 

about the association between individual differences in social decision preferences and 

relationship quality. The IPPA is comprised of 28 items about parent relationships and 25 items 

about friend relationships across three domains (trust, communication, and alienation) and is 

implemented using a five-point Likert scale (1 = almost never or never, 5 = almost always or 

always). The original instrument generically asks about parents and friends, but I adapted it to 

create a minimally-modified version that instructs participants to complete the instrument their 

nominated parent and friend. Sample items include “When parent respects my feelings” and 
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“When I discuss things, my friend considers my point of view”. Responses were reverse scored 

where appropriate and averaged to yield a single mean score for parent and friend relationship 

quality, respectively. Though the measure has historically been shown to possess good 

reliability, recent work in psychometrics has suggested researchers should assess reliability using 

model-based techniques (Rodriguez et al., 2016b, 2016a). In light of this, I calculated 

coefficients ω and ω-hierarchical as indices of reliability as opposed to Cronbach’s alpha. The 

measure demonstrated good reliability (parent ω = 0.96, parent ω-hierarchical = 0.76; friend ω = 

0.94, friend ω-hierarchical = 0.81) Additional self-report questionnaires tapped domain-specific 

risk-taking, sensation seeking, and family obligation.  

Social Decision-making Paradigm. Here I introduce the proposed experimental 

paradigm. Because it involves modifications to an existing task, I first detail the traditional task 

parameters and then describe the proposed changes that I argue allowed the task to capture social 

decision-making preferences.  

I used a modified version of the computerized “hot” Columbia Card Task (CCT) to assess 

social decision-making preferences involving conflicting outcomes for parents and friends 

(Figner et al., 2009; van Duijvenvoorde et al., 2015). The hot CCT is a widely used experimental 

paradigm that measures risky decision-making in an incremental, stepwise manner. During an 

experimental session, participants completed two runs of the CCT. One run consisted of 24 

rounds (sometimes referred to as ‘game rounds’); each round comprised a series of iterative 

decisions, ranging from as few as one to as many as sixteen. During each round, participants 

were shown a set of sixteen overturned cards (i.e., collectively, a deck). They were told each card 

is associated with either a gain or a loss of points, and that the objective of the task is win to 

points by iteratively turning over cards. Participants were notified of a header above each deck 
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(i.e., the set of 16 cards) that provided information about the overturned cards. The header 

indicated (a) the total number of loss cards in the deck (one or two), (b) the point value of each 

loss card (-30 or -60), (c) the point value of each gain card (10 or 20), and (d) a running total that 

tracked the points they are earning for that deck (Figure 1.1). These three possibilities (number 

of loss cards, loss card amount, gain card amount) were crossed to yield eight distinct deck types, 

each of which was presented three times during a run (hence 24 rounds).  

Figure 1.1. An example of the modified Columbia Card Task (CCT). 

 
Note. Here the participant is shown winning 20 points for their parent at the expense of losing 30 

points for a friend.  

 

Each round began with a score of zero points and all cards overturned. Participants were 

required to choose between turning over a card—a risky choice, given that the outcome could 
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elicit a gain or loss—or not turning over a card. Electing to not turn is termed ‘passing’, and is 

considered a ‘safe’, non-risky choice. If participants chose to turn over a card, the computer 

randomly selected a card and turned it over. Choosing to pass, by contrast, ended the round and 

participants could not gain or lose any additional points (passing is akin to ‘cashing out’ at a 

casino). Each round lasted until the participant decided to pass or randomly flipped a loss card. 

Participants were informed the computer selected cards to flip at random. In reality, the first 

three risky choices for any deck were always rigged as yield a gain card, helping ensure 

participants did not lose too early and feel disproportionately discouraged from taking further 

risks. Participants completed four practice rounds to ensure proper understanding of the task. A 

trained experimenter did not allow them to proceed unless they demonstrated a clear 

understanding of the rules.  

As previously mentioned, the CCT was modified to assess late adolescents’ social 

decision-making preferences between parents and friends. During one run of the task, 

participants were informed all points associated with gain cards would be awarded to their 

nominated parent, whereas any losses associated with each loss card would be incurred by their 

nominated friend. The opposite was true during the second run (gains solely benefit friend, losses 

solely incurred by parent). The run order of the two conditions (Parent Gain-Friend Lose, Friend 

Gain-Parent Lose) was counterbalanced between subjects to ensure ordering of conditions did 

not affect decision behavior. Critically, I argue this manipulation models real-world trade-offs. 

Individuals were forced to make decisions that benefitted a close other at the potential expense of 

a second close other—there is never a trial in which only one close other is affected, ensuring 

there is always a potential cost for favoring one close other. Relatedly, this feature of the 

experimental design also ensure it is incentive compatible. For example, during a Parent Gain-
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Friend Lose run, flipping over a card to earn points for a parent necessarily means risking a 

friend’s points. Alternately, protecting a friend from a loss by passing would mean that one is 

giving up the chance to win points for a parent. This means participants were always incentivized 

to reveal their social decision preference. Text describing the condition of the current run 

(‘Parent Gain | Friend Lose’ or ‘Friend Gain | Parent Lose’) was presented at the bottom of the 

screen on each trial as a reminder to participants. Outcomes were also clearly labeled to ensure 

participants understood what each close other may have won or lost following a given set of 

cards. The task was programmed and administered using the open-source, python-based 

PsychoPy software (Peirce, 2007). An experimenter remained present and unobtrusively monitor 

the participant during completion of the task in order to ensure participant focus and diligence.  

Manipulating Reward Type: Real and Hypothetical. Here I briefly consider the issue of 

using hypothetical and real rewards in my social decision-making paradigm, and justify my 

solution to the issue. Extant evidence offers conflicting narratives on whether to use real or 

hypothetical rewards when conducting decision-making experiments with monetary 

consequences. Ideally, real rewards would always be used in social decision experiments that 

involve monetary outcomes. Yet this is not practical for a number of reasons (e.g., fiscal research 

costs, ethical considerations with financially vulnerable populations, etc.). Therefore, researchers 

have often resorted to using hypothetical rewards in lieu of real monetary payouts. Historically, 

evidence from behavioral economics shows there are no differences in choice behavior when 

using real or hypothetical rewards (Locey et al., 2011). However, these studies were conducted 

under a narrow set of circumstances: participants made self-oriented decisions (i.e., participants 

made choices only affecting themselves), a specific set of computerized paradigms were used 

(most typically discounting), and they are oft divorced from any kind of social context 
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whatsoever. Social psychology and neuroeconomics suggests the distinction between real and 

hypothetical rewards may matter: the two reward types recruit different neural systems (Bray et 

al., 2010; Kang et al., 2011; Miyapuram et al., 2012; Scholl et al., 2015), social contexts affect 

how the two reward types are perceived (Pronin et al., 2008), and different types of decisions 

(e.g., moral decisions) appear to elicit differential behavior between the two types of rewards 

(FeldmanHall et al., 2012).  

Although the existing evidence on this matter is hardly unequivocal—and the issue 

deserves additional empirical scrutiny in its own right—the presence of conflicting evidence 

suggests there is a chance that reward type would differentially impact results in the current 

dissertation. This design choice therefore required careful consideration. In light of this, I 

decided to include both reward types in this study as a between subjects manipulation. Half of 

the sample was instructed to play as if the points earned during the task could be redeemed for 

tangible material goods or services. Specifically, they were told to complete the task as if their 

parent and friend were given an initial endowment of points that could be redeemed for tangible 

rewards, and that their decisions could affect the final total of their parent’s and friend’s 

endowments. Although it was emphasized that participants are to play as if rewards were not 

hypothetical, it was made clear that their parent and friend will not actually receive any actual 

rewards. The other half of the sample was given the same instructions, except with real rewards. 

Participants in this half of the sample were required to provide a mailing address for their parent 

and friend, and were informed that their parent and friend each began with an endowment of 

points worth $5 which could be affected by their decisions during the experiment. Participants 

were shown envelopes with their parent’s and friend’s respective address containing $5. To help 

ensure these participants believed the rewards were not fixed, the experimenter informed them a 
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computer script would be run immediately following the session to determine the amount or lost 

for parents and friends. Afterwards, the experimenter ran a dummy script to give the appearance 

that actual calculations were being made. Participants were then be notified they won an 

additional $2 for their friend and an additional $1 for their parent (that these values are fixed was 

unbeknownst to the participants). The earnings were mailed after the session, and participants 

were debriefed about the fixed reward amounts following the session.  

Analysis Plan 

 I describe my analysis plan by first outlining a parameterization of the CCT via a risk-

return decomposition, and then explaining how that parameterization was used in Bayesian 

multilevel logistic regression analyses. I then briefly review methods for selecting prior 

probability distributions for such analyses before justifying the priors I selected herein. Finally, I 

conclude with a section on how I elected to perform inference in this Bayesian context.  

 CCT Parameterization via Risk-Return Decomposition. Because different facets of risky 

scenarios tend to exert unique influences on decision-making (van Duijvenvoorde et al., 2015), it 

can be advantageous for statistical modeling to decompose risky scenarios into their constituent 

components (Richards et al., 2013; Tobler et al., 2009). One such method is known as a risk-

return decomposition. Popular in behavioral economics, this parameterization involves explicitly 

partitioning risky scenarios into a pure return component (the expected value or, anticipated 

reward, of taking a risk) and a pure risk component (the outcome variability associated with the 

risky decision alternative). This decomposition thus dissociates the independent components of 

return and risk for every trial. Using these components in a statistical model has a few 

advantages. First, it can serve as a manipulation check to ensure participants are properly 

completing the task (e.g., if participants are not more likely to flip over a card as return increases, 
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it may be indicative of mischievous, unfocused, or confused responding). Second, it enriches 

knowledge of social decision-making by facilitating future comparisons of return and risk 

sensitivities in social and non-social decision-making contexts. Finally, it gives one the 

flexibility to test for moderating influences on social decision preference (e.g., perhaps the effect 

of risk is more salient in one condition compared to the other).  

 Consistent with recent work using the CCT (van Duijvenvoorde et al., 2015), return was 

operationalized as the expected value (EV) of a decision to flip over a card:  

EV (Return) = (Gain Probability x Gain Amount) + (Loss Probability x Loss Amount) 

 Risk was operationalized as the standard deviation of the distribution of all possible 

outcomes associated with a decision to turn over a card: 

         SD (Risk) = √Gain Probability x (Gain Amount − EV)2 + Loss Probability x (Loss Amount − EV)2 

 Because the decision to pass did not result in the gain or loss of points, the EV and SD for 

choosing to pass were both zero. Given the combination of parameters for each possible game 

round (number of loss cards, value of loss cards, value of gain cards), the EV values ranged from 

-37.37 to 16.88 and SD values ranged from 9.68 to 40.003, with each trial within each deck 

receiving its own unique EV and SD values (relative to other trials in that same deck).  

Bayesian Multilevel Logistic Regression.  

The goal of this study was to understand whether individuals evince consistent social 

decision-making preferences for a parent or a friend in a risky context, while controlling for 

                                                           
3 Technically, zero is the lowest possible SD value, provided one has flipped all of the gain cards for a given round 

and only loss cards remained. Because this event is unlikely, I include here the next lowest possible value to give 

readers a realistic range of what participants will encounter. Similarly, -60 is technically the lowest possible EV, but 

a more realistic EV is -37.37.  
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other salient, low-level features of a given decision (i.e., risk and return values) and other 

confounds (age, sex). There was also a secondary emphasis placed on understanding moderators 

of social decision preferences, namely relationship quality with one’s parent and friend, in 

addition to the type of reward at stake (hypothetical v real). This means this analysis required an 

analytic framework that could (i) handle a binary outcome variable, (ii) accommodate within- 

and between-person predictors, and (iii) properly account for the hierarchical nature of the data 

(i.e., decisions nested within individuals). These three requirements suggested some kind of 

multilevel (i.e., hierarchical or random coefficient) logistic regression was necessary. A 

multilevel framework could adequately handle the nesting structure of the data, whereas the 

logistic component of the model could handle the binary dependent variable4.  

 Rationale. I implemented this analysis in a Bayesian framework using the brms package 

(Bürkner, 2017) in the R statistical software (R Core Team, 2017). The Bayesian approach 

provides several advantages over traditional frequentist methods that I enumerate below. 

First, as the output of a Bayesian analysis is a distribution, rather than a point estimate, 

statistical inference can be performed in a graded manner with greater nuance (Kruschke, 2013). 

Specifically, because the posterior probability distribution represents the likelihood of possible 

parameter values given the data, one can analyze where the bulk of the posterior’s mass falls in 

relation to a null value or region and conclude whether there is evidence for (i) a robust effect, 

(iii) a null effect, or (iii) an effect that rules out a specific sign (e.g., a regression slope whose 

sign is positive or zero, but not negative). Second, Bayesian modeling offers a principled way to 

conduct regularization of model parameters (Simpson et al., 2017). Regularization is the 

                                                           
4 It did occur to me the data could be marshalled to fit into a more traditional framework (e.g., t-test, ANOVA) via 

aggregation (summing the number of choices within one more conditions). However, this approach comes with the 

disadvantage of disregarding trial-by-trial variability and limiting precision of the analysis.  
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statistical practice of systematically and modestly biasing parameter estimates in order to reduce 

the sample-to-sample variability of such estimates (McNeish, 2015). Doing so means statistical 

model parameters are less likely to be influenced by the random noise of a given dataset and 

should theoretically generalize better when applied to new data. In a Bayesian context, this is 

achieved by incorporating uninformative (flat) or weakly informative (diffuse) priors into the 

model, as discussed in detail below. Third, Bayesian approaches inherently facilitate cumulative 

and incremental science as outputs of old analyses can be directly incorporated into new 

analyses, such as using a posterior distribution from a previous analysis as a prior distribution for 

a new analysis. Finally, because a Bayesian analysis (i) yields a posterior distribution as its 

outcome and (ii) can estimate hundreds of parameters, it is suitable to model psychological 

phenomena in such a way that captures their complexity while also providing a generative 

account of such phenomena (i.e., model parameters can be used to generate new data that 

resembles observed data). While this practice (generative modeling) is not directly employed in 

this dissertation, I find it helpful to select an analysis that is amenable to this for sake of 

facilitating future research (whether it be follow-up investigations of my own, or those conducted 

by other scholars interested in the same research questions).  

I specifically chose to use the brms package because it is built upon the Stan platform for 

statistical modeling and computation (Stan Development Team, 2021). While Stan is similar to 

other Bayesian statistical software in that it implements Markov chain Monte Carlo algorithms to 

draw samples from the posterior distribution, it is unique from others insofar that it is the most 

flexible and effective at doing so. This is because Stan uses a particular type of MCMC 

sampling, Hamiltonian Monte Carlo (Duane et al., 1987; Neal, 2011), and its extension, the No-

U-Turn Sampler (NUTS) (Hoffman & Gelman, 2014). The main advantage of these combined 
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algorithms is their reduced convergence time and an effectively wider range of prior distributions 

offered for user specification (i.e., conjugacy is not required to improve sampling speed). Further 

technical descriptions of this the package can be accessed in user guides for Stan (https://mc-

stan.org/docs/2_27/stan-users-guide/index.html) and brms 

(https://www.rdocumentation.org/packages/brms/versions/2.15.0).  

Model. Decisions on the i-th trial from the j-th participant were modeled as being 

distributed Bernoulli. 

                                                           Decisionij ~ Ber(pij)                                                          (1) 

Equation (1) also represents the likelihood of the model (i.e., the probability of observing the 

current data distributed over a range of parameter estimates). The Bernoulli distribution is 

frequently used to model binary outcomes, and takes a single parameter (p) describing the 

probability of ‘success’. Here, pij represents the probability of the j-th participant making a risky 

decision (i.e., turning over a card) on the i-th trial. The log odds of these probabilities were 

modeled as a linear combination of trial-level variables; an intercept (b0j), the experimental 

condition (b1j; 1 = Parent Gain-Friend Lose, 0 = Friend Gain-Parent lose), return (b2j; EV), and 

risk (b3j; SD).  

                                   ln(
pij

1− pij
) = b0j + b1jConditionij + b2jReturnij + b3jRiskij                              (2) 

Critically, b1j is the key parameter of interest, as it encodes social decision preferences. A 

value equal to zero indicates no preference, a positive value indicates a parent-over-friend 

preference, and a negative value indicates a friend-over-friend preference. Because this is a 

logistic regression, it is important to note that coefficients represent expected changes in logit 

units – that is, a one unit increase in any predictor will be associated with an expected change in 
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the log odds of a risky decision equivalent to b (referring to a generic coefficient). Logit units 

can be converted to an odds ratio (i.e., the expected change in the odds) by exponentiating a 

given coefficient (i.e., exp(b)).  

 Notably, coefficients associated with these trial-level variables can be decomposed into 

population-level (γ) and group-level (u) parameters. Population-level and group level parameters 

are loosely analogous to the notions of fixed and random effects, respectively, in the frequentist 

framework. Between-subject variables were included in the model, as moderators of the effect of 

condition (social decision preferences). This means the slopes associated with the intercept (b0j) 

and condition (b1j) were parameterized as equations (3-4).  

                b0j = γ00 + γ01PRQij + γ02FRQij + γ03Ageij + γ04Sexij + γ05RewardTypeij + uoj                (3) 

                b1j = γ10 + γ11PRQij + γ12FRQij + γ13Ageij + γ14Sexij + γ15RewardTypeij + u1j                (4) 

Here, PRQ refers to parent relationship quality (continuous), FRQ refers to friend relationship 

quality (continuous), age was measured in years (continuous), sex reflected biological sex (0 = 

male, 1 = female), and reward type referred to whether rewards were real or simulated (0 = 

simulated; 1 = real). Between-subjects predictors were not added to the slopes for return (b2j) and 

risk (b3j), as notated in equations (5-6).  

                                                                       b2j = γ20 + u2j                                                                          (5) 

                                                                       b3j = γ30 + u3j                                                                          (6) 

Last, I note that I built up to this full model in a series of four steps. The first model just involved 

within-subject (i.e., trial-level) predictors to understand main effects (Model 1). Next, I added 

parent and friend relationship quality as moderators of the effect of condition to determine 
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whether social decision preferences depended on relationship quality (Model 2). Afterwards, I 

added age, sex, and reward type as main effects to rule out potential confounding effects (Model 

3). Finally, I took this procedure a step further by running the full model described above, 

ensuring that any influences of relationship on condition could not simply be explained by age or 

sex (Model 4). This model also evaluates whether reward type plays a meaningful role in shaping 

social decision preferences. Models were fit using the default sampling procedures in the brms 

package (no thinning, 4 chains, 4000 samples per chains, 2000 discarded warm-up samples).  

Prior Selection and Justification.  

Bayesian analyses require the specification of a prior probability distribution (or simply a 

‘prior’). Plainly, a prior is a vehicle for researchers to incorporate subject matter expertise into 

their analyses by specifying their beliefs about the probability of possible parameter estimates 

over a range of candidate values (in the form of a distribution). This is in contrast to frequentist 

approaches using maximum likelihood estimation (MLE), which do not allow room for 

subjective expertise to influence the model because they only estimate the probability of the 

observed data over a range of candidate parameter estimates (known as the likelihood). A 

Bayesian analysis takes advantage of both quantities by combining priors and likelihoods to 

yield the posterior distribution (a distribution of possible parameter values, given the data). More 

precisely, the prior distribution is used to weight the likelihood, thereby ‘giving room’ for 

subjective expertise to influence an analysis. Illustrating this process anecdotally, if I clumsily 

stumbled off a curb and felt knee pain, I would probably reach the conclusion I had a slight 

hyperextension rather than a torn ligament because my previous physical experiences with pain 

and injuries help downweight catastrophic conclusions and lend confidence that something less 
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severe occurred5 (i.e., it’s unlikely for one to tear a ligament when falling off a curb). An 

alternative way of conceptualizing this process is by what Kruschke refers to as ‘reallocation of 

credibility' (2011). In this conceptualization, the prior represents a researcher’s belief about a 

given research question before data collection. Once data are collected and used to calculate the 

likelihood, the prior’s credibility among parameter estimates is shifted according to what the 

likelihood deems to be more or less likely.  

 The incorporation of priors can be both a blessing and curse. Priors represent powerful 

tools if applied appropriately, but can result in nonsensical, incorrect, or misleading inferences 

when applied inappropriately. Statisticians have spent decades formulating guidelines and 

recommendations for prior specification. While there are truly no ‘hard and fast’ rules about 

which specific priors to use—every research question is different and what is appropriate in one 

context may be wildly inappropriate in another (Gelman et al., 2017)—there are plenty of formal 

guidelines. For this dissertation, I considered two types of priors: non-informative (i.e., vague) 

and weakly informative. Non-informative priors are typically uniform or have large enough 

scales so that they strongly resemble or approach uniformity (e.g., N(0, 10e6)). Weakly 

informative priors impose more influence on estimates, but not in any way that would drastically 

sway estimates to favor the prior in the presence of otherwise compelling evidence (e.g., N(0, 

0.75) for a cohen’s d effect size in behavioral science research). In other words, non-informative 

priors assume all parameter values are equally likely, whereas weakly informative priors are 

                                                           
5 I acknowledge that the likelihood already accounts for the fact that mild knee pain following a stumble is relatively 

more consistent with hyperextension than a torn ligament, but the point here is to show how the prior helps modulate 

the credibility placed on certain conclusions (or parameter estimates, hypotheses, etc.). In other words, the prior 

helps ‘nudge’ the likelihood towards a more realistic conclusion via the use of subjective expertise.  
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modestly confident that parameter values fall in a particular range6. These categories are in 

contrast to informative priors, which represent highly specific beliefs about model parameters 

(e.g., N(0.4, 0.2)). I did not consider informative priors in the current dissertation for reasons 

outlined in my deliberation between non-informative and weakly informative priors (below).  

 In selecting a prior for this study, I was hoping to achieve two goals. First, I was aiming 

to avoid adding substantial bias to the analysis. I was particularly concerned with avoiding a 

prior that would bias the results in revealing an effect that was not actually present (e.g., 

suggesting a clear social decision preference when one did not actually exist). Second, I was 

hoping to achieve principled regularization of model parameters (briefly described above). While 

scientists traditionally use and discuss regularization in the context of predictive modeling (Hine 

& Usynin, 2005; Stiglic et al., 2015; Xiao et al., 2018; Yao & Yang, 2016), regularized 

approaches can also aid inference insofar that they minimize the influence of noise in parameter 

estimation (Efron & Morris, 1975, 1977; James & Stein, 1992). Thus, regularization can be 

considered a tool to enhance generalizability of model parameters. Together, these two goals 

meant I needed to select a prior that did not exert excessive or undue influence on model 

parameters but could also regularize estimates and slightly bias them towards zero. This led me 

to priors in the categories of non-informative and weakly informative.  

 When considering between these two categories, it was important to keep in mind what 

each prior conceptually represented. Non-informative, (i.e., flat, uniform) priors assign every 

possible parameter value the same density. This feature renders non-informative priors quite 

popular, as many researchers often look to strictly limit the influence of the prior on results. The 

                                                           
6 Mind you, the range for weakly informative priors is still intended to be quite wide. The normal prior from the 

Cohen’s d example given above essentially encompasses all the realistic effect estimates in psychology (95% of 

parameter values falling between -1.5 and 1.5).  
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flat, non-informative prior seemingly accomplishes this goal, as it does not influence the central 

tendency measures of the posterior distribution. However, non-informative priors come with two 

notable drawbacks. First, unless one has good reason to restrict the range of these priors, they 

will not appropriately regularize parameter estimates because they place equal mass across the 

entire range of possible parameter values. There is thus no small-yet-systematic biasing of the 

coefficients and subsequently no regularization. Second, and more concerning, is that if one’s 

data are sparse enough for certain (often extreme) values of the parameter space, the non-

informative prior actually becomes misleadingly informative. This is because non-informative 

priors tend to place an inappropriate amount of mass on values that are highly implausible (e.g., 

a coefficient of 100 in a logistic regression setting) in the absence of data that speak to the 

likelihood of these values. The drawbacks of the non-informative prior stand in stark contrast to 

the weakly informative prior, which can accomplish the opposite: diffusely pooling the mass of 

the prior distribution about a single point (typically a null value such as zero) has the desired 

regularizing effects while not giving weight to extreme and implausible values.  

 Given the discussion in the above paragraph and the previously discussed goals for the 

analysis, it was apparent that weakly informative priors were most suitable for this analysis. 

Thus, all fixed effects received a standard normal prior (N(0,1)). The normal distribution was 

selected because I did not have strong beliefs of asymmetry in the parameter space, and I did not 

have a reason to believe that fatter tails (i.e., as seen in a t-distribution) were necessary given the 

logistic regression model. The location and scale (mean, standard deviation) parameters of 0 and 

1 were selected because (i) zero corresponds with the null value and regularization typically 

occurs by biasing coefficients to a null value, and (ii) a standard deviation of 1—in logistic 

regression—would virtually cover the entire range of plausible parameter estimates (effects 
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greater than |3| in logistic regression correspond to enormous effect sizes on an odds scale, 

certainly larger than would be expected in behavioral science research). The random effects from 

the model were drawn from a student’s distribution (t(3, 0, 2.5)). This t-distribution was used at 

the recommendation of the ‘brms’ developer, who notes that group-level effects often need 

require distributions with fatter tails. 

 Inference Criterion. I performed inference on the posterior samples by using the region of 

practical equivalence method popularized by Kruschke (2011, 2013). This method involves three 

steps.  

First, a credible interval (CI)—a span of the posterior distribution capturing a user-

defined portion of its mass—is computed for a given posterior. For this study—and those that 

follow—I use 89% credible intervals7 upon the recommendation that wider intervals (e.g., 95%) 

are more to sensitive Monte Carlo sampling error (Makowski et al., 2019; McElreath, 2018). All 

CIs specified in each study were computed using the Highest Density Interval (HDI) method 

(bayestestR package; Makowski et al., 2019), which ensures that all values within the interval 

have a greater density than those outside it.  

The second step requires the specification of a region of practical equivalence (ROPE). A 

ROPE is a user-defined interval in the parameter space whose values are deemed virtually 

equivalent to a null value (e.g., zero). In other words, the ROPE spans effects of such little 

magnitude that they are, for practical purposes, considered comparable to the null value. 

Finally, the degree of overlap between the CI and ROPE is inspected and compared to the 

inferential criteria specified by Spiegelhalter and colleagues (1994), allowing one to perform 

                                                           
7 89 is a common value used by Bayesian modelers. It is completely arbitrary, just like the conventional 95% value 

used in frequentist approaches, with the exception that it the final prime number before 100 (McElreath, 2018).   
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graded inference. If the CI falls completely outside of the ROPE, evidence for a given effect is 

said to be robust (Kruschke, 2011). If the CI partially overlaps with ROPE such that one end falls 

within the ROPE and other falls outside it, then there is evidence to rule out parameter values on 

the other side of the ROPE (e.g., a CI partially within ROPE and partially outside the positive 

end; one would say there is evidence to suggest the effect is greater than or equal to zero, or that 

the sign of the effect is non-negative). If the ROPE entire contains the CI, then that is evidence in 

favor of accepting a null effect. Finally, if the CI spans the ROPE but also contains value outside 

both ends of it, then the evidence is labeled ‘equivocal’ (roughly equal evidence for positive and 

negative signs). These inferential scenarios are depicted in the Appendix (Figure A1.1).  

 For the current analysis, a ROPE of [-0.095, 0.095] was defined. These values reflect a 

10% expected change in the likelihood of flipping over a card after transforming logistic 

regression coefficients back into the odds scale. This 10% threshold was selected because 

anything less than this value would translate to a change of 5 choices (i.e., moving from safe to 

risky) on the CCT for a hypothetical subject with 200 trials. Because most subjects did not play 

the game such that they experienced 200 trials, this means that anything less than 10% would 

result in a change of only 1, 2 or 3 risky decisions. This was not meaningful to me for this study.  

Results 

 The following results are organized by effects of interest. I first report overall social 

decision-preferences (i.e., decision-making behaviors as a function of condition). I then report 

the moderating effects of relationship quality, reward type, and demographic variables (age, sex).  

 Overall Social Decision Preferences. I first examined results of the within-subjects only 

model (Table 1.1, Model 1) to understand population-level social decision preferences regarding 
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parent and friend outcomes across all participants in the sample. As reported in Table 1.1 and 

shown in Figure 1.2, I observed robust evidence for a positive association between the Condition 

indicator variable (i.e., who gains and who loses on the current decision) and the likelihood of 

flipping a card. 

Table 1.1 Posterior estimates and credible intervals for hierarchical logistic regression models. 

 Note. Condition was coded 0 = friend gain/parent lose, 1 = parent gain/friend lose; Return (expected 

value of a risky choice) ranged from -60 to 16.88 and was mean centered; Risk (standard deviation of 

outcomes associated with risky choice) ranged from 9.68 to 40.00 and was mean centered; PRQ and FRQ 

respectively represent parent and friend relationship quality; Sex was code 0 = male, 1 = female; age was 

mean centered; reward type was coded 0 = simulated, 1 = real. Values in brackets represent 89% HDI 

posterior distribution credible intervals. 

The Condition parameter estimate is interpreted as a 20.92% increase in the expected odds of 

flipping over a card in the “parent gain—friend lose” scenario compared to the opposite (“friend 

gain—parent lose”). The parameter value has a parallel interpretation regarding safe decisions, 

such that participants are more likely to pass during the “friend gain—parent lose” condition. 

This is evidence for a population-level parent-over-friend social decision preference. Notably, 

Term Model 1 Model 2 Model 3 Model 4 

Intercept 2.22 [2.13, 2.32] 2.22 [2.13, 2.31] 2.24 [2.04, 2.42] 2.19 [1.99, 2.39] 

Condition 0.19 [0.12, 0.27] 0.19 [0.12, 0.26] 0.19 [0.12, 0.26] 0.33 [0.17, 0.47] 

Return 0.07 [0.06, 0.07] 0.07 [0.06, 0.07] 0.07 [0.06, 0.07] 0.07 [0.06, 0.07] 

Risk -0.07 [-0.07, -0.06] -0.07 [-0.07, -0.06] -0.07 [-0.07, -0.06] -0.07 [-0.07, -0.06] 

PRQ - -0.22 [-0.36, -0.09] -0.22 [-0.36, -0.09] -0.22 [-0.35, -0.08] 

FRQ - 0.22 [0.02, 0.40] 0.22 [0.04, 0.43] 0.21 [0.04, 0.42] 

Age - - -0.02 [-0.07, 0.02] -0.02 [-0.07, 0.02] 

Sex - - 0.02 [-0.17, 0.23] -0.01 [-0.21, 0.22] 

Reward Type - - -0.06 [-0.25, 0.15] 0.07 [-0.13, 0.26] 

Condition x 

PRQ 
- 0.22 [0.11, 0.34] 0.22 [0.11, 0.33] 0.22 [0.11, 0.33] 

Condition x 

FRQ 
- -0.35 [-0.49, -0.18] -0.35 [-0.51, -0.19] -0.36 [-0.51, -0.20] 

Condition x  

Age 
- - - -0.00 [-0.04, -0.03] 

Condition x  

Sex 
- - - 0.08 [-0.08, 0.26] 

Condition x  

Reward Type 
- - - -0.38 [-0.54, -0.23] 
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the effects of Return and Risk are consistent with outcomes of other risk-return decompositions 

of the CCT (van Duijvenvoorde et al., 2015), which show individuals are more likely to flip over 

cards with increasing return and less likely to do so with increasing risk. It is important to 

consider that these parameter estimates are for 1 point’s worth of return or risk, despite the fact 

that the HDI for these effects falls within ROPE. This is notable because risk and return values 

could change drastically over the course of several decisions within a given deck and therefore 

have compounding effects on decision behavior (e.g., return values could diminish nearly 90% 

during the course of a deck). In light of this, and because the sign of the effects were in the 

expected direction, I argue the effects of risk and return are an affirmative manipulation check 

that suggests participants were completing the task appropriately8.  

Figure 1.2. Posterior distributions for select model parameters 

  

  

Note. 89% HDI refers to posterior credible intervals; posterior samples within the dashed lines (ROPE) 

were considered practically equivalent to zero; the histogram for the main effect of condition reflects 

posterior samples from Model 1, whereas samples in all other histograms are from Model 4; Condition x 

Reward Type refers to the effect of reward type on social decision preference; Condition x PRQ/FRQ 

refers to the effect of parent (P) or friend (F) relationship quality on social decision preference (positive 

values reflect a parent preference, negative values reflect a friend preference).  

The Moderating Influence of Relationship Quality on Social Decision Preferences. 

Despite a clear group-level preference, there was still considerable heterogeneity in individual 

                                                           
8 A preliminary maximum likelihood analysis suggested that Context does not interact with the other level 1 

variables (return, risk), suggesting that social decision preferences are invariant (or at least minimally sensitive) to 

different combinations of return and risk values.  
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decision preferences (see Figure A## for a visual depiction of group-level social decision 

preferences). I modeled this variability as a function of parent and friend relationship quality. For 

conceptual clarity, I interpret these moderators as influences on the effect of condition (as 

opposed to thinking about these terms as cross-level interactions). Also reported in Table 1.1 

(Model 2), I observed a direct association between the effect of condition and parent relationship 

quality, and an inverse association between the effect of condition and friend relationship quality 

(Figure 1.2)  

Figure 1.3. Unpacking the effect of relationship quality on social decision preferences 

 

Note. RQ refers to relationship quality as measured by the IPPA Parent and Peer Attachment; 

Relationship quality was mean centered; Parameter estimates from Model 4 are used here in this figure. 

Parameter estimates were transformed back into the odds metric to facilitate interpretation of the 

outcome, binary decisions; the slopes therefore appear non-linear, given the multiplicative interpretation 

of odds, despite the coefficients being derived from a linear model. This plot assumes all other predictors 

in the model are set to zero. Notably, a positive value for the effect of Condition represents a parent 

preference, a negative value represents a friend preference, and zero represents no preference (i.e., 

equivocal).  
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Individuals with greater parent relationship quality were more likely to evince a relatively 

stronger decision preference towards their parent (statistically adjusting for friend relationship 

quality); individuals with greater friend relationship quality were more likely to endorse 

relatively stronger decision preferences favoring their friend (statistically adjusting for parent 

relationship quality). In absolute terms, however, Figure 1.3 shows that individuals with the 

highest friend relationship quality still showed equivocal social decision preferences. Parent and 

friend relationship quality were only modestly correlated (r = 0.229), indicating that statistical 

adjustment of each term in the model was appropriate and descriptive of actual participants in the 

sample (Miller & Chapman, 2001). It is therefore important to consider the effects in the context 

of parent-preference reference point, with parent and friend relationship quality serving to further 

entrench parent preferences or push individuals towards equivocal preferences. These results 

when adding additional terms to the model (Models 3, 4).  

 Reward Type, But Not Sex or Age, Affects Social Decision Preference. Interestingly, I 

observed robust evidence that indicated reward type moderated social decision preferences 

(Table 1.1, Model 4; Figure 1.2). Participants were more likely to favor their parent at the 

expense of a friend when rewards were simulated. By contrast, preferences were virtually 

equivalent when real rewards were at stake. I did not observe robust evidence to suggest that 

social decision preferences varied as a function of age or sex (Table 1.1, Model 4). The effect of 

age was essentially equivalent to the null value of zero, indicating stability of social decision 

preferences from late adolescent to young adulthood. There was some evidence to suggest 

female, relative to male participants may display a slightly larger parent-over-friend preference, 

but I can only definitively say the opposite is not true.  

Interim Discussion 1 
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 Study 1 aimed to help enhance the external validity of social decision-making research by 

examining whether decision preferences varied as a function of the social agents impacted by 

said decisions. I was specifically interested in understanding how individuals navigated decisions 

involving trade-offs for close others, as these types of choices tend to be the most consequential 

in everyday life. I found that a relatively large sample of individuals in the transition between 

late adolescence and young adulthood were more likely to favor a parent over a friend when 

making decisions that posed conflicting outcomes for each person. That a population-level 

preference emerged is significant for several reasons.  

First, it is a simple proof of concept that shows that the identity of one’s social decision 

targets influences decision preferences. Though straightforward, this finding can potentially have 

profound implications for nearly every area of research falling under the umbrella of social 

decision-making. They show that social decisions preferences are not monolithic and underscore 

the notion that social behaviors occur at varying levels of granularity. To the extent that our field 

wants its science to describe the real-world phenomena it studies, a parallel effort must be made 

to understand this granularity. This is not to say extent literature need to be discarded, but rather 

that more focus ought to be placed on obtaining a specific understanding of social decision-

behavior in varied contexts. Whereas this could generally be said for other social cognitive 

phenomena, social decision-making is arguably more sensitive to inter-situation differences (e.g., 

whom is affected by one’s decisions) because decision behavior is not necessarily as 

generalizable as more basic social cognitive phenomena. In other words, decision-making is 
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arguably more sensitive to situation-level idiosyncrasies than a phenomena such as theory of 

mind or social rejection9. 

Second, this finding opens to door to further questions. Why do individuals favor parents 

over friends? What features of these relationships or social agents beget decision preferences? 

Relationship quality findings offer an important clue, but relationship quality itself is a complex 

construct that emerges from, and is correlated with, a variety of psychological processes 

(Armsden & Greenberg, 1987). This means a statement such as ‘relationship quality drives social 

decision preferences’ is ultimately incomplete—it merely indicates that socioemotional 

motivations affect social decision preferences without any satisfying information about 

mechanistic specificity. Studies 2 and 3 will attempt to address this issue.  

Third, these findings may be of interest to the developmental psychology community. 

Bucking popular lay theories of adolescence and young adulthood (Arnett, 2000; Steinberg & 

Morris, 2001), the findings from this study suggest parent relationships are so important that 

young adults are willing to incur losses for their friends to benefit their parents. This expands 

existing work in developmental psychology that shows such individuals identify with their 

parents and hope to meaningfully contribute in the context of family relationships (Fuligni, 2018; 

Tsai et al., 2013). This could be because parents may be the most stable relationships at a time of 

inherent relationship instability (Arnett, 2014), or because individuals want to give back to their 

caregivers after a lifetime of emotional and financial support (Fuligni, 2018; Fuligni & Pedersen, 

2002). As an aside, contextualizing these findings in the broader developmental literature is 

important because it provides additional information about the why behind social decision 

                                                           
9 This isn’t to say inter-situational differences don’t exist with these phenomena—they most certainly do. The point 

I argue is that social decision-making is more sensitive to such differences.  
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preferences. If social decision studies begin to investigate the origins of increasingly granular 

decision preferences, contextual work from adjacent fields like that discussed here could prove to 

be invaluable.  

The interesting moderation findings merit also merit discussion. With respect to age, it 

was somewhat surprising to see there were no age effects in our sample. Although the age range 

was somewhat truncated, one could have still argued that older individuals would have displayed 

stronger parent-over-friend preferences given developmental studies that show parent-child 

cohesion improves as individuals age out of adolescence (Tsai et al., 2013). Instead, our study 

provides evidence that these preferences are developmentally stable within the range of late 

adolescence and early adulthood. Our findings were similarly curious with respect to reward 

type, with real rewards being associated with only slight parent-over-friend preferences (whereas 

simulated rewards were associated with clear parent-over-friend preferences). It could be that 

simulated rewards promote the pursuit of idealized goal structures, or the relative prioritization 

of various goals in absence of salient external demands. Real rewards force individuals to 

modulate their goal structures according to reality’s demands (Freitas et al., 2004), suggesting 

participants in the simulated condition were making decisions according to an ideal goal 

structure in which parents are more important than friends. However, once rewards became real, 

participants were forced to face the reality that losses were no longer immaterial and may have 

had difficulty making decisions that rigidly conformed to an ideal goal structure. Alternately, it 

was also possible that earning real rewards elicited greater emotional salience, blunting the 

cognitive skills needed to pursue these idealized goals (Freitas et al., 2004).  

Study 2: Neural Representations and ties to Social Decision-making 
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 Study 1 served both as a proof of concept—showing social decision preferences vary as a 

function of the implicated social agents—as well as a substantive finding that late adolescents in 

the target population appear to prioritize parents over friends during social decision-making. 

Study 2 builds off study by examining whether value-based expression of neural representations 

relate to social decision-making involving close others. 

That social decision-preferences varied as a function of relationship quality with the 

affected social agents suggests that individual socioemotional motivations influence social 

decision behavior at the individual level. These findings beg the question of what precisely 

drives these preferences. Because preferences changed as a function of the implicated social 

partner, and not decision-level features (e.g., return, risk, etc.), this implies that features of these 

relationships drive preferences. This suggestion is notable because most prior work in social 

decision-making research examines how individuals compute latent quantities (e.g., value) over 

decision-level inputs; by comparison, studies have spent considerably less effort understanding 

how agent-level inputs are computed or processed. Study 2 builds upon the previous study by 

using fMRI to measure structural features of parent and friend representations—specifically 

focusing on how representations are expressed as signatures of value—and link these features 

back to social decision tendencies. 

For over a decade, social decision-making work has leveraged fMRI to glean insights into 

the nature of decision processes (Rilling & Sanfey, 2011). Cognitive neuroscience can help 

answer mechanistic questions that models of decision-making cannot quite articulate with purely 

psychological means (Chang et al., 2011; Harris et al., 2018; Sokol-Hessner et al., 2012, 2013; 
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Sokol-Hessner & Rutledge, 2019). For instance, prospect theory10 postulates that individuals 

tend to overweight losses relative to gains (Tversky & Kahneman, 1992). It remained unclear for 

decades whether loss aversion was driven by top-down cognitions or bottom-up affective 

responses. It was not until scientists used fMRI that they were able to determine that loss averse 

attitudes are largely driven by bottom-up affective processes in the amygdala (albeit with top-

down modulation from lateral prefrontal cortical regions) (Sokol-Hessner et al., 2012, 2013). 

Importantly, this example also serves to illustrate how most imaging work in this arena has 

attempted to uncover the neural underpinnings of cognitive computations performed over 

decision-level features (e.g., appraisal of subjective value, ambiguity, etc.). This and other prior 

work have revealed that social decisions are made according to value-based rules – decision 

alternatives are selected when they maximize subjective value.  

Very little work has examined how the brain represents agents implicated in social 

decision-making and whether said representations are consequential for shaping the value-based 

calculations that frequently guide decision preferences (Fareri et al., 2020). This is somewhat 

surprising, given that separate research arcs in social neuroscience that have accumulated a rich 

literature on neural representations of social agents (Guthrie et al., 2021; Hassabis et al., 2014; 

Huth et al., 2016; Parkinson et al., 2017; Wang et al., 2017). Basic cognitive neuroscience 

research shows that neural representations of objects and places affect interactive behavior with 

the physical world (Charest et al., 2014). Moreover, neural representations form the bases for 

psychological representations (Amodio, 2019; Huth et al., 2012, 2016), which are in turn crucial 

for guiding behavior (Tamir & Thornton, 2018; Tversky & Hutchinson, 1986). Additional work 

                                                           
10 Prospect theory was initially conceptualized as a theory for financial decision-making, but has since been applied 

in social domains (see Sokol-Hessner & Rutledge, 2019).  
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from social neuroscience has also shown that salient social information about other agents (e.g., 

social network position, reciprocity behavior) is encoded via activity reward-processing systems 

such as the ventral striatum and medial prefrontal cortex (Braams & Crone, 2016; Delgado et al., 

2016; Guthrie et al., 2021; Hackel et al., 2015; Morelli et al., 2018; Zerubavel et al., 2015). 

Together, these two lines of research support the notions (i) that representations of social agents 

figure to be critical for shaping decision preferences involving said agents and that (ii) value-

based processes are likely integral components of social representations.   

Current Study. Whereas Study 1 demonstrated that individuals tend to favor parents over 

friends on average, it did not reveal why. Study 2 used fMRI to determine the extent to which 

neural representations of close others (parents and friends) were encoded as neural signatures of 

valuation, and related these estimates to social decision preferences. Although traditional social 

neuroscience approaches to examining neural representations are based on semantic knowledge 

(e.g., measuring representations when semantic information related to social targets is activated) 

(Chavez et al., 2017; Guthrie et al., 2021; Hassabis et al., 2014; Wang et al., 2017), I explicitly 

focused on a value signature here for two reasons. First, as previously mentioned, strong 

evidence suggests that human decision-making follows a value-based architecture (Sokol-

Hessner & Rutledge, 2019), and emergent work suggests that social representations of others 

does indeed depend on value-based neural circuitry (Delgado et al., 2016). This architecture is so 

important as to be observed in non-human species (Chen et al., 2006), underscoring the need to 

understand the role of neural representations from a value-based perspective. Second, and 

relatedly, the construct of value is emergent and is supported by multiple constituent 

psychological processes (Boer & Boehnke, 2015; Higgins, 2015; Niv & Chan, 2011; Zhou et al., 

2019). The notion of value is not purely synonymous with maximizing an external reward. 
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Instead, psychological theories of value posit that valuation is a process that requires appraisal of 

internals states (desires, needs) against realities of the external environment (Boer & Boehnke, 

2015; Higgins, 2015). Psychologically, for something to be valued, it must quench one’s basic 

needs and desires. This is especially true in the context of close relationships, as work shows that 

core features of close relationships (e.g., attachment), appear to also be encoded in value-based 

brain regions (Tottenham, 2020). In this way, valuation is reflective of many different 

psychological processes, underscoring the idea that value-based encoding of social relationships 

reflects intrinsic evaluation of a given relationship partner’s ability to sate internal needs and 

desires.  

Because social decision-making appears to follow a value-based architecture (Guassi 

Moreira et al., 2020), it follows that social agents whose neural representations closely follow a 

neural signature of valuation are more likely to be prioritized during decision-making. This is not 

to say that individuals may cherish one close other more over another—rather one close other 

may help satisfy dominant internal goals better than another. The representation of close others 

may contain information that comprises the bases of such goals and therefore spontaneously 

computes value signals. In other words, value-based computations are an integral part of one’s 

representation of close others because value is synonymous with the very features and qualities 

of a close relationship that enable closeness in the first place.   

Hypotheses. The primary hypotheses for this study were that individual neural 

representations of parents—relative to friends—will be more strongly expressed as neural 

signatures of value, and that individual differences in pattern expression values will track with 

social decision preferences (i.e., greater value expression in one’s neural representation of a close 

other will be associated with a greater tendency to favor said close other).  
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Method 

Participants. Participants for this study were comprised of 48 late adolescents (18-19 

years) from the West Los Angeles area in the United States. Considerations regarding sample 

size justification are enumerated below in a separate section. Recruitment practices involved 

posting flyers around the UCLA campus and sending mass emails to the freshmen and 

sophomores in the study body. In order to be eligible to participate, individuals were required to 

(i) be between the ages of 18 and 19 years old (i.e., late adolescents), (ii) be eligible for MRI 

scanning (e.g., no metal implants, no claustrophobia, etc.), (iii) be a fluent English speaker, (iv) 

have no neurological impairments, (v) be able to nominate two close others (a parent and friend) 

and provide custom stimuli of each (photographs, names). Participants were compensated with 

$25 (USD) cash payment plus an additional $1-5 bonus (amount chosen randomly, described in 

greater detail below). Three participants were excluded outright from all analyses (one because 

of a scanner computer error, a second due to poor overall data quality, and a third due to the 

discovery of a biological artifact), rendering the final sample size equal to 45. All participants 

provided written consent in accordance with the policies of the UCLA Institutional Review 

Board.  

Sample Size Considerations. The best practices for determining sample size for Study 2’s 

proposed analyses were unclear due to poorly defined procedures for estimating statistical power 

in fMRI research (G. Chen et al., 2017; Poldrack et al., 2017). To further complicate matters, 

fMRI is a particularly expensive neuroimaging modality, which constrained my flexibility for 

collecting many data. In light of these realities, I first addressed the issue by identifying the 

median cell in size in human neuroimaging using fMRI. The most recent report on this topic 

concluded the median size was N = 35 (Poldrack et al., 2017). After evaluating the availability of 
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funding, I realized I had the means to scan at least 35 participants. I then raised my target N until 

I exhausted all funding that could be flexibly used for a project of this caliber, corresponding to 

N = 50. The logic for increasing the sample size was that larger sample sizes are generally better 

for statistical analysis and the median cell size in this era of neuroimaging does not necessarily 

reflect adequate statistical power any given type of analysis. Put differently, I set out to scan as 

many participants as possible barring financial constraints and those eventually imposed by the 

COVID-19 pandemic. This resulted in 48 participants, 45 with usable data.  

Experimental Protocol. 

Overview. Here I outline the general experimental protocol that was performed. Upon 

recruitment, participants were asked to nominate a parent and close friend of their choice, and 

provide stimuli (photos, names) of each person prior to their scheduled scan date. Participants 

underwent scanning at UCLA’s Ahmanson-Lovelace Brain Mapping Center. Forty-five minutes 

prior to scanning, participants were trained to complete computer tasks for the scanner and 

verified a final safety screening. Afterwards, participants underwent an fMRI session where they 

completed a series of computer tasks while being scanned. Last, participants completed a post-

scan session comprised of administration of additional computerized tasks and a self-report 

survey. I now describe each element of this procedure in greater detail.  

Parent-Friend Nomination and Stimuli Collection. Upon signing up for the study, 

participants were informed that the study involved making hypothetical decisions on the behalf 

of a parent and close friend, and that they must nominate one of each. Additional constraints 

were imposed for friend nomination: participants were not allowed to nominate friends who were 

current romantic partners or family members in effort to avoid potential confounds. Afterwards, 

participants were told they must provide specific stimuli of each parent and friend. Five ‘passport 
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style’ headshots from five different camera angles of each close other, in addition to the name 

the participant used to address them, were required prior to completing the scan. Images required 

neutral facial expressions, both eyes to be open, mouth shut, eyes locked straight ahead, and no 

head tilt. The experimenter first reviewed these requirements with participants via telephone and 

then sent them a PDF file with complete, detailed instructions. The experimenter assessed 

images for quality prior to the scan and asked participants for re-shoots if images did not comply 

with requirements.   

Figure 2.1. Sample example stimuli. 

Note. These images were taken from the sample PDF instruction file. These images are not actual subject 

data. 
 

fMRI Tasks.  

Parent-Friend Representation Task. In order to elicit spontaneous neural representations 

of parents and friends, participants completed a Parent-Friend Representation Task. Participants 

were shown stimuli related to their parent and friend in a block design in order to capture neural 

representations of each close other. In a given block, participants saw random ordering of stimuli 

pertaining to one close other. These stimuli were comprised of the aforementioned five headshots 

in addition to the close other’s name11 printed in five unique fonts – ‘Berlin’, ‘Broadway’, 

                                                           
11 Based on feedback received during pilot scans, I asked participants to provide the labels they use to address each 

close other (e.g., ‘Mom’ or ‘Dad’ for a parent).  
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‘Calibri’, ‘Colonna’, and ‘Comic Sans’ (10 unique stimuli). Each block contained 20 rapid 

presentations (2 for each stimulus) of said stimuli (1000ms) with a brief ISI between images 

(500ms). Participants completed a one-back based on stimulus type (photo vs text) to ensure they 

were paying attention (i.e., press a button if the current stimulus type, photo or text, matches the 

one shown just before it). 15000 ms of fixation between blocks was presented to account for 

lagged effects of the hemodynamic response function. Six blocks (3 parent, 3 friend) and six 

interblock fixation periods were presented per run. As a result, the entire task lasted 

approximately 4.5 minutes (270s): [1500ms/trial x 20 trials/block x 6 blocks] + [15000ms 

interblock fixation periods x 6 fixation periods]. Crucially, the use of varying photographic and 

text stimuli theoretically allows one to elicit amodal, spontaneous neural representations of 

parents and friends. This helps safeguard against the risk of basic perceptual confounds. Various 

elements of this task were designed to be broadly consistent with prior literature (Gee et al., 

2014; Parkinson et al., 2017; Taylor et al., 2009; Zerubavel et al., 2015). 

Coin Flip Task. Following the representation task, participants completed two runs of a 

commonly used reward-task (Braams & Crone, 2016). During this event-related task, 

participants guessed about the outcome (‘Heads’ or ‘Tails’) of a series of coin flip gambles in 

order to win or lose monetary rewards (presented as coins). Each trial began with a reward 

summary (3000ms), a screen that details the amount awarded or lost for guessing correctly or 

incorrectly, respectively. Participants were required to make their guess, via button press, at this 

stage (‘Heads’ or ‘Tails’). Following a 1000ms ISI, participants received feedback about whether 

their guess was correct or incorrect (2500ms). A jittered ITI separated trials, with values drawn 

from an exponential distribution (mean = 2880ms, SD = 2660ms, range = 1000-10000ms). Each 

run lasted approximately 6 minutes. Participants completed 30 trials per run, broken down across 
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three distinct trial types: (i) win 3 coins, lose 3 coins; (ii) win 5 coins, lose 2 coins; (iii) win 2 

coins, lose 5 coins. Participants were told the coin is fair (i.e., P(‘Heads’) = ½), but in reality, the 

game will be rigged such that individuals won and lost approximately half of their guesses. This 

is to ensure there are enough gain and loss events for subsequent modeling and estimation 

purposes. To obtain a relatively generalized signature of valuation, one run varied the type of 

coins (Kennedy coin vs Sacagawea coin) and thus the perceptual features of the coin (color: 

silver vs gold; gender of the head: male vs female; etc.). The orientation of the coin also varied 

for this reason (i.e., half of the reward summaries showed the coins on the ‘Heads’ side, the other 

half showed them on the ‘Tails’ side). Last, participants were informed a subset of the trials 

would be selected at random and added to, or subtracted from, their earnings (up to +/- $5). In 

actuality, participants always received randomly selected bonus between $1 - $5.  

Figure 2.2. Schematic of the two fMRI tasks.  

 

Note. The four runs of the representation task were always administered before the two runs of 

the coin flip task.  



 
 

59 
 

fMRI Data Acquisition. Neuroimaging data were collected using a research-dedicated 3 

Tesla, Siemens Magnetom Prisma MRI scanner and 32-channel head coil. A high resolution T1* 

magnetization-prepared rapid-acquisition gradient echo structural image was acquired for 

registration purposes (MPRAGE; TR = 2400ms, TE = 2.22ms, Flip Angle = 8º, FOV = 256 mm2, 

0.8 mm3 isotropic voxels, 208 slices, A >> P phase encoding). Functional runs were comprised 

of T2*-weighted multiband echoplanar images (TR = 1000ms, TE = 37ms, Flip Angle = 60º, 

FOV = 208 mm2, 2.0 mm3 isotropic voxels, 60 slices, A >> P phase encoding, multi-band 

acceleration factor = 6). These parameters were obtained by surveying recently published studies 

that employed similar analytic techniques (Chang et al., 2015; Chavez et al., 2017).  

Post-Scan Measures. 

 Participants completed the following post-scan measurements following the scan. 

 Modified CCT. As in Study 1, I administered the modified CCT to participants to assess 

social decision-making preferences. The task parameters, administration, and instructions were 

exactly the same as Study 1. Only hypothetical rewards were used.   

 Relationship Assessments. I assessed various aspects of parent-friend relationships in a 

self-administered survey. First, participants completed the same salience procedure as described 

in Study 1, writing about memories they have with their parent and friend, as well as describing 

them using a handful of words and phrases. For this study, the procedure was not intended to 

amplify the salience of making hypothetical decisions for a parent and friend and instead it was 

administered to collect more data about these two close relationships. Afterwards, participants 

completed the IPPA, as described in Study 1. Participants then indicated how often they spent 

time with their nominated parent and friend in a typical month (“During an average month, how 
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often do you have the chance to spend time with the [parent/friend] you nominated?”) along a 7-

point Likert scale (1 = “0 Days’, 2 = “1 or 2 Days”, 3 = “3 to 5 Days”, 4 = “6 to 9 Days”, 5 = “10 

to 19 Days”, 6 = “20 to 29 Days”, 7 = “All Days”).  

 Additional Measures. Participants completed a set of additional measures collected with 

the intent of answering current and future exploratory research questions. These measures 

included two computerized assessments: the Social Gambling Task (Kwak et al., 2014), used to 

measure parent and friend preferences in the probabilistic learning domain, and the Cups Task 

(Levin & Hart, 2003), a monetary self-oriented risk-taking task that captures individual 

sensitivities to reward and uncertainty (Uy & Galván, 2017). The measures also included other 

self-report assessments: The domain specific risk taking scale “DOSPERT” (Figner & Weber, 

2011), the brief sensation seeking scale (Hoyle et al., 2002), and the substance use items from the 

US Center for Disease Control and Prevention’s Youth Risk Behavior Survey (consistent with 

prior work in this age group (Telzer et al., 2014).  

Analysis Plan 

Overview.  In order to determine how value-based neural representations relate to social 

decision-making involving close others, I conducted a pattern expression analysis with the fMRI 

data (Doré et al., 2017; Hong et al., 2019). Pattern expression analyses are used to answer 

questions about how strongly a given brain state is expressed as a psychological process of 

interest. For this study, the intent was to determine how strongly neural representations of 

parents and friends were expressed as signatures of value. I first tested whether parent 

representations are more strongly encoded as value signatures than friend representations. 

Afterwards, I related individual differences in pattern expression scores with social decision-

making preferences on the modified CCT.  
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fMRI Data Preprocessing. Prior to preprocessing, data were visually inspected for 

artifacts and anatomical abnormalities. I preprocessed and analyzed the data using the fMRI 

Expert Analysis Tool (FEAT, Version 6.00) of the MFRIB Software Library package (FSL, 

Version 5.0.9; fsl.fmrib.ox.ac.uk). Preprocessing began by using the brain extraction tool (BET) 

to remove nonbrain tissue from functional and structural images, followed by head motion 

correction via spatial realignment of functional volumes using MCFLIRT. The data were hi-pass 

filtered to remove low frequency artifacts (45s for the parent friend localizer; 100s for the coin 

flip task). From there, the extent of head motion artifacts was estimated by using the FSL Motion 

Outliers command to document volumes that exceed a 0.9 mm threshold of framewise 

displacement (FD; Siegel et al., 2014). Runs with 25% of volumes exceeding this threshold were 

excluded from analysis. To help reduce high frequency noise introduced by realignment (Etzel et 

al., 2011; Misaki et al., 2014), data were smoothed with a 1 mm Gaussian kernel (full width at 

half maximum). Data were pre-whitened prior to analysis to correct autocorrelated residuals. 

FSL’s boundary based registration algorithm (Greve & Fischl, 2009) was used to register 

functional data to the high resolution structural scan (MPRAGE). MPRAGE images were then 

nonlinearly registered to the MNI152 template image (10-mm warp resolution), and the ensuing 

transformation matrix was used to register functional images to standard space. This step also 

resampled voxel size to 2mm3 isotropic.  

All participants had usable data for the parent and friend representation eliciting task, 

although three participants only had 1, 2 and 3 usable runs (out of four), respectively, of the task 

available for analysis. Three participants were excluded from analyses involving the coin flip 

task. Two such participants were excluded because they lowered part of their heads out of the 

coil during the coin flip task, rendering missing data for large parts of the temporal pole. The 
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third such participant was excluded due to head motion, as they averaged 22 volumes exceeding 

the FD threshold (average maximum FD = 8.82mm) across both runs.  

Overall, head motion in this sample was remarkably low. Averages of n volumes 

exceeding the FD threshold and maximum FD values were computed within each subject for 

each fMRI task. The means of these intra-subject averages was used as a descriptive metric to 

reflect the overall head motion in the sample. The mean intra-subject average of n volumes 

exceeding the FD threshold on the parent-friend representation eliciting task was 0.484mm. The 

mean intra-subject average of the maximum FD value for this task was 0.620mm. Substantively, 

this means an ‘average subject’ is expected to move less than one volume above the FD 

threshold per run, and that their maximum FD value per run is expected to be ~ 0.6mm. Only 

fifteen subjects exceeded the FD threshold during any run of the parent-friend representation 

eliciting task. For the coin flip task, the mean intra-subject average of n volumes exceeding the 

FD threshold was 0.467, and the mean intra-subject average of the maximum FD value was 

0.637mm12. Twelve subjects exceeded the frame displacement threshold during any run of this 

task, whereas the rest did not.  

Multivariate Pattern Estimation. I estimated three multivariate neural patterns: a parent 

representation, a friend representation, and a value-based signature.  

Estimating the parent and friend neural representations was accomplished by modeling 

the parent and friend representation eliciting task with a standard General Linear Model (GLM) 

analysis. Each run of the task was submitted to a fixed effects GLM analysis in FSL. Parent and 

friend blocks were modeled with respective boxcar regressors, convolved with the hemodynamic 

                                                           
12 This estimate excludes the aforementioned outlying participant who averaged 20+ volumes exceeding the FD 

threshold. 
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response function (double gamma) and bandpass filtered to avoid reintroducing noise into the 

data. Slice timing effects were addressed by also modeling the temporal derivative of each task 

regressor. Head motion was statistically adjusted for by adding rotation and translation 

parameters, along with their derivatives and squares (obtained from MCFLIRT motion 

correction) as nuisance regressors. To further adjust for potential spurious effects of head 

motion, I included additional regressors for individual volumes that exceeded the 0.9 mm FD 

threshold. Two linear contrasts were computed: parent > baseline and friend > baseline. A 

second level analysis was carried out to average contrast estimates over the four runs, using a 

fixed effects model and forcing random effects variance to zero. The ensuing parent > baseline 

and friend > baseline maps, one each per subject, served as the estimates of parent and friend 

representations.  

Creating a neural signature of value necessitated the use of machine learning methods 

employed by other groups tackling a similar task (Chang et al., 2015; Cosme et al., 2019; Wager 

et al., 2013; Reddan et al., 2018). Broadly described, this process involved training a statistical 

model to predict gain and loss values on each trial of the coinflip task based on brain activity. 

This process yielded a statistical map containing voxel weights that represent the strength of 

association between voxel activity and reward/loss outcomes. The first step in this task was to 

compute brain activity for individual trials on the coin flip task. I accomplished this by 

conducting a least squares single (LSS) analysis (Mumford et al., 2012, 2014). Briefly, a LSS 

entails creating a unique fixed effect GLM for every trial, in every run, across all subjects13. 

Every trial is modeled as a single-event regressor in its respective GLM, and all other trials are 

                                                           
13 All other GLM specifications (e.g., slice timing correction via temporal derivatives, regressor convolution, etc.) 

for the LSS analysis were identical to those used in the parent-friend representation GLMs.  
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modeled as they traditionally would otherwise. For the coinflip task, this meant that any given 

LSS GLM would contain a regressor for the current ‘target trial’, a regressor for gain outcomes, 

a regressor for loss outcomes, and a regressor for guessing between ‘Heads’ or ‘Tails’ (i.e., the 

length of presentation time for the reward summary). A linear contrast comparing trial > baseline 

was estimated for each GLM. The ensuing single-trial estimates from all subjects were 

concatenated and used to extract a t x v matrix, containing brain activity during the t-th trial in 

the v-th voxel (whole brain). Given the high dimensionality of this matrix (209,036 voxels), 

principal components analysis (PCA) was employed to reduce the number of features (i.e., 

voxels). Finally, penalized regression (e.g., LASSO, ridge) models were fit to the data, predicting 

the monetary outcome of each trial from its brain activity and thus yielding a set of weights for 

each principle component. Weights for each component were backtransformed into voxel space, 

yielding the final neural signature of value. To ensure the signature was specific to value and did 

not inadvertently tap another psychological process, I cross-referenced its similarity with 

publicly available meta-analytic maps of similar and distinct constructs. More details about each 

of these individual steps is presented in the results section.  

A second method was used to derive a neural signature of interest (rationale explained 

below). I used meta-analytic maps from the online Neurosynth platform (Yarkoni et al., 2011). 

Neurosynth is an automated tool that extracts coordinates of brain activity from an actively 

maintained database of 14,371 studies (last updated July 2018), extracts high frequency terms 

occurring in the database’s studies, and uses this information to conducted a meta-analysis of 

said activations for each term. Two images are computed for each term: a uniformity image and 

association image. The uniformity map captures the degree of activity in the brain for a given 

term (comparable to how one would interpret results from a ‘standard’ whole-brain, univariate 
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analysis). The association map is more selective, as it controls for base rates (e.g., quantifies how 

much more likely a given brain region is likely to be activated for a given term relative to studies 

that don’t include that term). More detailed on the platform can be accessed at 

neurosynth.org/faq. For this study, I used the meta-analytic map for the term ‘reward’. 

According to Neurosynth, 922 individual studies contributed to this term’s meta-analysis when I 

downloaded its maps in 2020. Both maps, uniformity and association, were used in analyses 

reported below.  

I used this two-pronged approach to capturing neural signatures because no one method 

was decisively better than the other was. The benefit of using a sample-specific signature is that 

it may be better calibrated to individuals in the current sample, ensuring that individual 

differences in valuation owing to the sampled population are appropriately represented in the 

signature. Indeed, recent work has documented the high degree of individual differences in 

neural signals and has advocated for the use of personalized imaging applications. On the other 

hand, using a meta-analytically defined image does not offer the potential benefits of 

personalization, but offers a different kind of precision in that it aggregates data based on 

thousands of participants.  

Pattern Expression Analysis. Pattern expression analysis is an elegant way of capturing 

how much a given psychological process (neural signature) contributes to a representation or 

state. The analysis is straightforward: it simply involves taking the voxel-wise dot product 

between values in one’s neural representation and neural signature of interest. The computation 

is given by the following equation. 

                                                                      ∑ 𝑤𝑖𝑥𝑖
𝑛
𝑖=1                                                                  (7) 
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 Where n is the number of voxels, wi are the weights of the neural signature (valuation, in 

this case), and xi is the neural activity (measured via BOLD) from the representation’s voxels.  

Statistical Analysis. After extracting pattern expression scores, I first examined whether 

parent representations were more strongly encoded as signatures of value, relative to friend 

representations. I achieved by analyzing paired differences in parent – friend pattern expression 

scores in a standard Bayesian framework.  

                                                           Diffi ~ N(δ*σ, σ2)                                                          (8) 

Diffi, representing the paired pattern expression difference score for the i-th participant, was 

modeled as being drawn from a normal distribution, centered around a mean (δ*σ) and variance 

(σ2). The mean was parameterized as δ*σ so that resulting summary statistics reflect 

standardized effect sizes (i.e., the mean is expressed in terms of standard deviations). The 

variance was given a Jeffreys prior (p(σ2) ∝ 1/σ2), and δ—the mean effect size—was modeled 

as being distributed Cauchy (δ ~ Cauchy(0, r), where r = 1/sqrt(2)). This analysis tested the first 

hypothesis, which addressed mean level differences in value-based pattern expression in neural 

representations of parents and friends. 

 The next analytic step tested whether individual differences in pattern expression scores 

predicted social decision preferences using the same hierarchical Bayesian logistic regression 

framework. The form of these models in Study 2 is identical to Study 1, with the following 

exceptions. First, age and sex are not included in the model because (i) the age range is too 

narrow in this study (18-19 years) and (ii) there were no notable sex differences in Study 1. 

Second, parent and friend pattern expression scores take the place of parent and friend 
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relationship quality scores in the between-person component of the model. Full equations for this 

model are omitted, given the high degree of similar between those from Study 1.  

 For all analyses here, the inferential criteria were the same as in Study 1. For paired 

analyses, the ROPE was expanded slightly to [-.1 to .1], as effects less than 1/10th of one 

standard deviation were of no interest.  

Results  

Manipulation Checks. Before beginning the analysis plan outlined above, I conducted 

two key manipulation checks. First, I computed linear contrasts (win > loss) from a traditional 

univariate analysis of the coin flip task to ensure the task was recruiting brain regions previously 

implicated in reward processing (Haber & Knutson, 2009; Knutson et al., 2001). Cluster-

corrected (Family-wise-error < .05, cluster defining threshold Z > 3.1) results using random field 

theory show robust activation in the ventral striatum (k = 1570, L: x = -14 y = 6 z = -10, Z = 

5.516 ; R: x = 16 y = 4 z = -12, Z = 5.517 ) as well as the medial prefrontal cortex (k = 539, x = -4 

y = 56 z  = 2, Z = 4.500) for the Win > Loss contrast, indicating a successful replication of prior 

work (Haber & Knutson, 2009; Knutson et al., 2001). Figure 2.3 visualizes these results. 

Importantly, this result indicates that I can proceed with using the coin flip task to build a neural 

signature of valuation since it does it appears that the correct psychological process was evoked.  
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Figure 2.3 Results of Win>Loss contrast during the coin flip task (reward). 

Note. Winning, relative to losing, on the coin flip task evoked robust activity in the ventral 

striatum and medial prefrontal cortex (circled in red). Cluster corrected (Family-Wise-Error of p 

< .05) using FLS’s FLAME1 (Cluster Defining Threshold of Z > 3.1).  

 Second, I analyze the modified CCT data without any between person predictors, to 

check whether I was able to replicate the overall parent-over-friend preference. Using the same 

modeling framework as previously described, I indeed observed evidence for a mean-level 

parent-over-friend social decision preference (posterior mean of social decision preference 

parameter: 0.30, 89% CI = [0.16, 0.44]). This analysis was similarly critical because it suggests 

that any potential null effects in other analyses would not be due to the current sample exhibiting 

differing social decision preferences than that of Study 1.  

 Capturing a Sample Specific Neural Signature of Value. I began the process of creating a 

sample specific neural signature of value by concatenating single trial activations from all 

subjects in a t by v matrix, where each row represented a single trial from the i-th subject, and 

each column represented a specific voxel. The matrix was reduced using PCA, following the 

precedent established by other similar studies (Chang et al., 2015; Krishnan et al., 2016; Wager 

et al., 2013). I kept 1500 components, comprising 90% of the variance explained in the original 

matrix. LASSO (Least Absolute Shrinkage and Selection Operator) and ridge regression were 

used to predict each trial’s monetary value from BOLD activity, indexed by the set of principle 
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components. The difference between ridge and LASSO regression lies in the penalization term. 

The ridge regression penalty nudges parameter terms towards zero (l2 regularization), whereas 

the LASSO regression penalty can set parameters to zero (l1 regularization).  

Ridge and LASSO regression were selected for several reasons. Foremost, the nature of 

the data demanded an analytic method that could handle continuous outcomes. Second, both 

methods use penalized estimators, which have the effect of regularizing parameter estimates (i.e., 

biasing them towards zero in order to reduce variability in sample-to-sample estimates). As 

previously discussed in this dissertation, this has the effect of enhancing generalizability of 

parameter estimates. In this case, this helps ensure that the sample-specific neural signature of 

value is not overfit to individuals in our sample (i.e., it is likely more reflective of the population 

it was derived from). Third, they are broadly consistent with existing, similar studies (Chang et 

al., 2015; Krishnan et al., 2016; Wager et al., 2013). Last, these models can handle highly 

parameterized models without encountering estimation problems (e.g., parameter estimate 

instability).  

Both ridge and LASSO regression require a user-specified tuning parameter necessary for 

computing the penalty term (i.e., there is no analytic solution to determine the ‘best-fitting’ 

parameter). I used 10 fold cross-validation to determine the best penalty term to use for both 

ridge and LASSO models. Briefly, k-fold cross-validation is a technique from machine learning 

and statistics used for model selection and tuning. Data are partitioned into k folds and each fold 

is iteratively used as ‘test’ data to assess the fit of model parameters estimated that were ‘trained’ 

from the remaining data. The end of this process results in an average assessment of how a given 

model and its parameters will perform when predicting novel, unseen data. Operating under the 

assumption that a neural signature of any psychological process need be generalizable, cross-
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validation is thus an appropriate method for selecting the tuning parameter. After obtaining the 

ideal tuning parameter, I used both ridge and LASSO on the complete dataset to fit a model 

predicting monetary value on each trial from principle components of brain activity (indexed via 

the BOLD signal). Evaluating both models using the R2 metric of model fit, I found that the ridge 

regression model fit the data better than LASSO (R2 stats here), although both were similar.  

I backtransformed the weights of each principal component into the original voxel space, 

and thresholded the weights at zero14, creating the final neural signature map. I initially 

completed this procedure for both the LASSO and ridge models to visually the compare the 

ensuing models. Notably, the LASSO map was much sparser than the ridge map, in a manner 

that would have likely rendered it inappropriate for use in the current sample (because very few 

contiguous regions were formed by the model weights for the LASSO results, due to its ability to 

bias model weights to zero). While not as severe, the ridge regression-based neural signature 

contained a lesser degree of sparsity. Realizing this could be a potential signal-to-noise issue, I 

created two additional versions of the map, smoothed at 2mm and 4mm (fwhm). Subsequent 

analyses report results using all three of these models. The unsmoothed signature is depicted in 

Figure 2.4.  

 

 

 

 

                                                           
14 It was difficult to conceptualize what a negative association between brain responses and coin flip task values 

could indicate; in other words, it was difficult to determine whether this kind of brain-behavior relationship was 

meaningfully bipolar.  
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Figure 2.4. Custom (sample-specific) neural signature of value. 

 

To ensure the custom, sample-specific map was truly indicative of reward, I correlated it 

with meta-analytic maps of five other constructs: language, pain, working memory, social, and 

reward (all obtained via Neurosynth). The correlations between the neural signature of value and 

meta-analytic maps from unrelated constructs (language, pain, working memory, social) were 

low in magnitude (non-smoothed signature rs = -0.068 – 0.001; 2mm-smoothed signature rs = -

0.063 – 0.018; 4mm-smoothed signature rs = -0.052 – 0.019), whereas the correlation between 

the reward map and the signature was higher (non-smooth signature r = 0.306; 2mm-smoothed 

signature r = 0.356; 4mm-smoothed signature r = 0.505). This provides discriminant and 

converging evidence that the signature measures what it is intended to. Further, that the 

correlation with the meta-analytic map of reward was not very high (e.g., >.7), suggests our 

signature could be capturing unique or distinct facets of valuation (i.e., it is not redundant with 

the meta-analytic map). Visual inspection of the signature shows regions canonically associated 

with reward (e.g., striatum, medial prefrontal cortex) are present in the anticipated direction, 

further suggesting the signature measures its intended psychological process. 
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 Paired Differences in Value-Based Pattern Expression of Neural Representations. Using 

the five different neural signatures of value, I observed mixed evidence for the hypothesis that 

parent and friend neural representations are differentially encoded as a function of value.  

Results Using the Sample-Specific Neural Valuation Signature. Results using the sample-

specific neural signature of value showed a slight bias towards friends, not parents, as indicated 

by the mean of posterior samples. However, as visualized in Figure 2.4 (top row), roughly equal 

amounts of the posterior mass lies on either side of ROPE, suggesting the evidence for an effect 

in either direction is equivocal (Rdg: posterior mean, (SD): d = -0.08 (0.14), 89% CI: [-0.31, 

0.15]) (Rdg_S2: posterior mean, (SD): d = -0.03 (0.14), 89% CI: [-0.25, 0.20]) (Rdg_S4: 

posterior mean, (SD): d = -0.03 (0.14), 89% CI: [-0.27, 0.19]). This outcome was unexpected 

given the direction of my hypotheses and the results of Study 1. I conducted two post-hoc, 

follow-up analyses to determine whether the results reported here could have been driven by 

brain regions in the neural signature that were capturing a non-relevant psychological process. 

While said regions in the signature are, in theory, supposed to be tapping some kind of valuation 

processes, it is possible that some voxels could be capturing an unrelated or epiphenomenal 

subprocess, potentially obscuring a signal that would be more consistent with my hypotheses.  
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Figure 2.5. Posterior distributions of paired differences in value-based pattern expression values. 

 

  

 

 

 

 

 

  

Note. ‘Rdg’ and ‘NS’ refer to the type of signature used (Rdg = sample-specific signature built using 

ridge regression; NS = Neurosynth signature). ‘S’ refers to the degree of smoothing in the custom 

signature (2 = 2mm, 4 = 4mm). ‘Asc’ refers to the Neurosynth association map (all other maps are 

uniformity if unmarked). Paired differences are in a standardized metric (d). ‘ROPE’ refers to Region of 

Practical Equivalence; ‘HDI’ refers to highest density credible intervals. Difference scores were 

computed by subtracting friend from parent (parent – friend).  

The first post-hoc analysis involved excluding primary visual cortex (V1) from the neural 

signature, under the reasoning that visual processes are unlikely to reflect meaningful 

information about valuation. While some higher order processes, such as affective salience, have 

been shown to activate V1, it is not clear that they are psychologically meaningful for the 

research being conducted here. Re-running the pattern expression analysis with a custom neural 

signature that excluded V1 voxels did not meaningfully change the results (Rdg: posterior mean, 

(SD): d = -0.07 (0.14), 89% CI: [-0.29, 0.17]) (Rdg_S2: posterior mean, (SD): d = -0.04 (0.14), 

89% CI: [-0.27, 0.20]) (Rdg_S4: posterior mean, (SD): d = -0.04 (0.14), 89% CI: [-0.26, 0.19]). 
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 The second post-hoc analysis went a step further and masked voxels in the custom 

signature that belonged to regions that are thought to share causal relationships with valuation 

(Dabney et al., 2020; Haber & Knutson, 2009; Kutlu et al., 2021; Lopez-Persem et al., 2020; 

Vlaev et al., 2011). I again re-ran the pattern expression analysis using only voxels located in the 

ventral striatum (VS) and medial prefrontal cortex (mPFC). (Rdg: posterior mean, (SD): d = 0.07 

(0.14), 89% CI: [-0.16, 0.30]) (Rdg_S2: posterior mean, (SD): d = 0.02 (0.14), 89% CI: [-0.21, 

0.25]) (Rdg_S4: posterior mean, (SD): d = 0.02 (0.14), 89% CI: [-0.25, 0.21]). This analysis 

again yielded equivocal evidence for a value-based signature bias in either direction, even though 

the sign changed depending on the level of smoothing.  

Results Using the Meta-Analytic (Neurosynth) Value Signature. Results using the 

Neurosynth maps as neural signatures yielded relatively stronger evidence for a value-based bias 

in friend neural representations (NS: posterior mean, (SD): d = -0.24 (0.15) , 89% CI: [-0.48, -

0.01]) (NS_Asc: posterior mean, (SD): d = -0.14 (0.14) , 89% CI: [-0.37, 0.09]). These findings 

showed that the majority of the posterior mass either fell within ROPE or in the negatively 

signed region (which encodes friend > parent). However, once again, these findings suggested 

that friend representations are more strongly encoded as value-based signatures, running contrary 

what was initially hypothesized (Figure 2.4, bottom row).  

Modeling Social Decision Preferences as a Function of Value-Based Pattern Expression. 

I observed modest evidence to suggest that value-based representations of parents and friend are 

associated with social decision preferences on the modified CCT. Pattern expression values 

derived using all three versions of the sample-specific neural value signature predicted social 

decision preferences (Table 2.1, Figure 2.5).  
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The parameter estimates for interaction terms in the two models using scores from a 

smoothed neural value signature support the hypothesis that greater value-based pattern 

representation of a given close other is predictive of favoring said other in the modified CCT. 

Results obtained from the unsmoothed neural value signature run in the opposite direction (e.g., 

greater value-based pattern expression of a close other’s representation is associated with a 

decreased likelihood of favoring them in the CCT).  

Table 2.1. Predicting social decision preferences as a function of value-based representations 

using a sample-specific neural signature. 

Note. Parameter estimates for the intercept, reward, and risk terms are not reported. ‘PE’ refers to pattern 

expression scores, obtained by using each individual subject’s parent and friend neural representations 

and a value-based neural signature. ‘Rdg’ refers to the type of signature used (Rdg = sample-specific 

signature built using ridge regression. ‘S’ refers to the degree of smoothing in the signature (2 = 2mm, 4 = 

4mm). Values in brackets represent 89% highest density credible intervals. 

 

Figure 2.6. Posterior distribution plots for model interaction terms capturing the influence of 

value-based representations on social decision preferences (sample-specific neural signature). 

  

Term Rdg Rdg_S2 Rdg_S4 

Condition 0.30 [0.16, 0.44] 0.30 [0.17, 0.46] 0.30 [0.16, 0.44] 

Parent Value PE -0.02 [-0.23, 0.19] -0.01 [-0.28, 0.28] 0.01 [-0.24, 0.26] 

Friend Value PE -0.13 [-0.32, 0.08] -0.01 [-0.26, 0.26] -0.00 [-0.26, 0.24] 

Parent Value PE x Condition -0.14 [-0.30, 0.03] 0.16 [-0.05, 0.37] 0.19 [-0.01, 0.39] 

Friend Value PE x Condition 0.14 [-0.02, 0.30] -0.12 [-0.33, 0.07] -0.14 [-0.33, 0.06] 
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Note. ‘Rdg’ refers to the type of signature used (Rdg = sample-specific signature built using ridge 

regression). ‘S’ refers to the degree of smoothing in the custom signature (2 = 2mm, 4 = 4mm). ‘PE’ 

refers to pattern expression score. ‘Condition x Parent/Friend’ refers to the interaction term entered in the 

statistical model to assess the association between pattern expression scores and social decision 

preferences. ‘ROPE’ refers to Region of Practical Equivalence; ‘HDI’ refers to highest density credible 

intervals. 

To be consistent with our approach to analyzing paired differences, we conducted two 

additional post-hoc analyses. This involved re-running our hierarchical model (i) with V1 voxels 

masked out when computing pattern expression scores as well as (ii) computing pattern 

expression values in reward-related ROIs only. The justification for doing so here is the same as 

it was for the aforementioned paired differences analysis (e.g., voxels in V1 may not be 

capturing the targeted psychological process of interest, extending this logic to examine regions 

that are causally implicated in reward processing). Results for models excluding V1 are listed in 

Table A2.1; results for models only including reward-related ROIs are listed in Table A2.2. 

 Overall, the results of these two post-hoc analyses are largely consistent with each other, 

as well as the initial planned analysis: a greater pattern expression score for a given individual 

was related with a stronger propensity to favor them on the modified CCT. The major difference 

between them again lies in smoothing of the sample-specific neural signature. The results 

obtained from using a neural signature that excluded V1 contain the same smoothing-related 

pattern as the planned analysis—pattern expression scores are directly related to social decision 

preference when said scores are computed from a smoothed signature (regardless of smoothing 

magnitude), whereas an inverse relationship is observed when no smoothing is applied to the 

signature. By contrast, results obtained when using only the reward-related ROIs did not show 

this pattern—the association between pattern expression scores and social decision preferences 

are always direct, regardless of smoothing (Visualized in figures A2.1, A2.2).  
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Table 2.2 Predicting social decision preferences as a function of value-based representations 

using a meta-analytic neural signature. 

 

 

 

 

 

Note. ‘NS’ refers to the type of signature used (NS = Neurosynth signature). ‘PE’ refers to pattern 

expression score. ‘uni’ refers to uniformity; ‘Asc’ refers to the Neurosynth association. ‘Condition x 

Parent/Friend’ refers to the interaction term entered in the statistical model to assess the association 

between pattern expression scores and social decision preferences. Values in brackets represent 89% 

highest density credible intervals. 

 Finally, I repeated this analysis using meta-analytically defined neural signatures 

obtained from Neurosynth (Table 2.2). Conducting the analysis with both the uniformity 

(forward inference) and association (reverse inference) maps, I once again observed modest 

evidence to suggest a direct association between pattern expression scores and social decision 

preference on the CCT (Figure 2.7) 

Term NS_uni NS_asc 

Condition 0.30 [0.17, 0.44] 0.30 [0.16, 0.45] 

Parent Value PE 0.07 [-0.26, 0.40] -0.14 [-0.38, 0.12] 

Friend Value PE -0.03 [-0.34, 0.30] 0.07 [-0.18, 0.33] 

Parent Value PE x Condition 0.20 [-0.06, 0.43] 0.13 [-0.06, 0.33] 

Friend Value PE x Condition -0.23 [-0.50, -0.01] -0.14 [-0.33, 0.07] 
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Figure 2.7 Posterior distribution plots for model interaction terms capturing the influence of 

value-based representations on social decision preferences (meta-analytic neural signature). 

 

 

Note. ‘NS’ refers to the type of signature used (NS = Neurosynth signature). ‘PE’ refers to pattern 

expression score. ‘Asc’ refers to the Neurosynth association map (all other maps are uniformity if 

unmarked). ‘PE’ refers to pattern expression score. ‘Condition x Parent/Friend’ refers to the interaction 

term entered in the statistical model to assess the association between pattern expression scores and social 

decision preferences. ‘ROPE’ refers to Region of Practical Equivalence; ‘HDI’ refers to highest density 

credible intervals. 

 Notably, evidence for the effects reported here is modest. Meaning, given the inferential 

procedure defined in Study 1, I can only rule out one direction for each effect. Using the effect in 

the top left corner of Figure 2.6 as an example, I can only infer that the parameter estimate is not 

negative (i.e., the effect is null or positive, meaning that greater parent value-based pattern 

expression was either related to equivocal preferences or parent preferences, but not friend 

preferences). While at least a plurality of the posterior mass falls in the direction of the 

hypothesized effect (parent PE predicting parent preference) for all parameter estimates, a 

considerable amount also falls within the ROPE and subsequently limits the strength of evidence.  
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Interim Discussion 2 

 Study 2 set out to answer one of the biggest questions raised by Study 1: what drives 

granular social decision preferences among close others? Building upon the prior behavioral 

approach, this study’s use of fMRI and multivariate analysis showed modest evidence that social 

decision preferences between two close others are driven by the brain expresses these 

representations in terms of value. These findings carry several implications about the nature of 

social decision-making.  

 Excitingly, this study is among the first to examine how neural representations of others 

influence social decision behavior. Whereas most prior work has examined how individuals 

process features of each social decision (e.g., the value of each decision alternative, the degree of 

risk involved, beliefs about a social partner’s resources or their attitudes), this study focused on 

how individuals represent decision partners themselves (specifically, neural representations). 

This is noteworthy for a few reasons. First, this represents a very direct way to understand the 

mechanisms that underlie the motivation for one’s social decision preferences. Representations 

of others are, theoretically, all encompassing—they are the lens through which we perceive and 

contextualize other’s behavior (Amodio, 2019; Tamir & Thornton, 2018). Representing one’s 

parent in terms of value would suggest that this close other satisfies or fulfills one’s most basic 

needs and desires (Tottenham, 2020), in turn implying social preferences could emerge from a 

sense of gratitude or reciprocity to maintain relationship strength. This also signifies that future 

work should consider investigating whether this is an age-dependent or age-invariant effect. At a 

mechanistic level, these possibilities are more satisfying than correlating relationship quality 

with decision preference, which arguably provides a description of the phenomenon instead of a 

mechanism for it. Second, and relatedly, the putative mechanistic influence that representations 
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may have on social decision preference is likely generalizable. In other words, representational 

influences on decision preferences could be invariant to the decision context because 

representations of others are theoretically stable and domain-general (though this does not mean 

that moderating influences may not exist). Third, and by extension, these findings are the first to 

suggest that a unifying framework for social decision-behavior across contexts could lie with 

representations of others. Given the putative mechanistic specificity and generalizability of these 

findings, a focus on representations of others could tie together various forms of social decision-

making. Similar endeavors have seen relative success in research involving other constructs (e.g., 

human perception, memory), underscoring the psychological plausibility of the notion of 

unifying frameworks (Schurgin et al., 2020; Sims, 2018).  

 These findings have neuroscientific implications for understanding links between neural 

value-based circuitry and behavior, as they support a recent trend showing how neural 

mechanisms thought to process value are also implicated in social cognition and social behavior 

(Zerubavel et al., 2015). Leveraging the use of representations adds to this line of work by 

highlighting a potential common thread that links value-based activity across various forms of 

social behavior. At a broader theoretic level, it should not be surprising to see how the two 

processes relate to one another: humans are theorized to view others, at least part, in terms of 

how they satisfy their own individual needs, which in turn motivates social behavior (Amodio, 

2019; Tamir & Thornton, 2018). Our results play into this notion, as constructing representations 

of others using a value-based neural architecture is a seemingly efficient manner of determining 

the association between other social agents and one’s own goals. Future work may further 

unpack links between value-based representations and social behavior by integrating information 
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about representations to other value-based frameworks that have recently been used to link to 

social phenomena (e.g., reinforcement learning and theory of mind).  

The lack of consistent evidence for a group-level bias value-based encoding for parent or 

friend representations in either direction, in conjunction with the presence of modest evidence for 

individual difference findings, was somewhat surprising. One reason behind this may be due to 

the fact that parent and friend relationships are highly heterogeneous from person to person, 

enough so that group-level effects of this sort may be misleading or simply non-informative. The 

other possibility is that the estimate of the ‘true’ underlying effect was hampered by virtue of a 

somewhat small sample size.  

 Of course, there is a gap between neural representations and the psychology of decision-

making. Arguably, a more thorough understanding of the links between representations of others 

and social decision-making could be achieved by also understanding how cognitive 

representations also contribute to behavior. Examining cognitive representations and links to 

social decision-behavior has the opportunity to disambiguate the relationship between neural 

representations and behavior. For instance, even extremely high quality data or methodological 

sophistication likely never fully guarantee that a researcher has derived one’s intended neural 

signature, or that the components of the neural are psychologically meaningful. Study 3 does just 

this, using written text data in conjunction with natural language processing to approximate 

cognitive representations of close others and link them back to decision-behavior.  

Study 3: Cognitive Representations and ties to Social Decision-Making 

Whereas Study 2 aims to understand the degree to which neural representations of close 

others affect social decision-making preferences, Study 3 builds upon this work by examining 
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cognitive representations. Cognitive representations are internal models of external stimuli or 

phenomena that are constructed through semantic labels (e.g., Zemla et al., 2020). Embedded in 

our brains is a semantic atlas whose labels are manipulated and configured to create working 

models of the world around us (Huth et al., 2012, 2016; Tversky & Hutchinson, 1986). For every 

stimulus, it is thought that a subset of semantic labels is cogently bound together to form an 

emergent network of topics and concepts that constitute a representation. These cognitive 

representations are deeply important for behavior and the pursuit of social goals (Amodio, 2019; 

Tamir & Thornton, 2018).  

Study 3 used written free-response data in conjunction with natural language processing 

techniques to determine the degree to which cognitive representations of close others is 

expressed as a signature of value, conceptually paralleling Study 2. Here I assume that cognitive 

representations of others can be expressed linguistically and measured through written text 

(Jackson et al., 2021; Zemla et al., 2020). A corollary to this assumption is that these written 

terms need to carry meaningful and quantifiable meaning about the structures of these 

relationships. I specifically used natural language processing (NLP) tools to probe how strongly 

cognitive representations of participant nominated parents and friends are associated with a topic 

of value, and relate the strength and direction of such associations to social decision preferences.  

A cognitive approach to studying representations is particularly helpful for understanding 

the psychology of social decision-making. An imaging approach, such as the one used in Study 2, 

is helpful insofar that it can shine light on mental processes that behavioral data alone cannot 

access. However, solely relying on imaging is inferentially problematic because there is not a 

clear-cut one-to-one mapping between brain activity and psychological states (Poldrack, 2006). 

This especially true for an imaging modality such as fMRI, which does not offer the degree of 
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spatial and temporal resolution that would be needed to estimate the neural code underlying 

particular psychological phenomena of interest. This means that while imaging is successful at 

capturing a representation, it cannot assess the thematic or psychological content of said 

representation with complete certainty. This is where a cognitive approach is helpful because it is 

better suited to measure representational content. Pairing an imaging approach with a cognitive 

approach not only allows for a more comprehensive understanding of how representations guide 

social decision behavior, but it serves the broader theme of this dissertation which is that in order 

for social decision-making research to achieve its scientific potential and enhance its external 

validity, it should strive to be a more personalized science. This involves not only understanding 

how individuals make decisions involving anonymous others, but how they vary behavior within 

categories of familiar and close others.  

Aside from the relevance of this approach for social decision-making, I argue this study 

is also beneficial for general research on social representations. While many studies have been 

devoted to understanding social representations (e.g., Chavez et al., 2017; Guthrie et al., 2021; 

Wang et al., 2017), very little work actively seeks to tie semantic labels to social representations 

of specific agents in the way I propose here. This is noteworthy because it promises better 

mechanistic insight into the nature of associations between representations and related 

phenomena by virtue of better understanding how specific features of a representation track with 

the phenomena of interest.  

Current Study and Hypotheses. Given previous mean-level preferences towards parents 

on the social decision-making paradigm, I hypothesize that cognitive representations of parents, 

relative to friends, will be more strongly linked to a topic of value. Substantively, the logic 

behind this hypothesis is the same as in Study 2, namely that individuals construct 
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representations of parents, relative to friends, in terms of value because those relationships are 

better at satisfying internal needs, drives, and desires. However, this study is unique insofar that 

it assumes value-based features of representations also manifest cognitively as individuals using 

semantic topics or motifs consistent with value to cognitively construct these representations 

(Abbott et al., 2012; Jackson et al., 2021; Zemla et al., 2020; Zemla & Austerweil, 2018), and 

that these are detectable using NLP methods to examine how these labels trickle down into 

written accounts of relationships with parents and friends. In other words, NLP analyses will 

help uncover the extent to which cognitive representations of others are expressed in terms of 

value-based topics or motifs (analogous to the pattern expression analyses in Study 2). Further, I 

predict that individual differences in these associations will predict social decision preferences 

such that greater expression of value-based themes in one close other’s cognitive representation 

will be associated with a decision preference for that close other.  

Method 

Participants. This study aggregated written text data of parent and friend memories that 

were collected as a salience exercise in Study 1 and other similar studies (Guassi Moreira et al., 

2020). Behavioral data from the modified CCT were included in this study to link features of 

semantic representations to social decision preferences. All data were collected from three 

independent samples at the University of California, Los Angeles between September 2016 and 

July 2019. The majority of participants were recruited via the psychology subject pool at UCLA, 

with a subset (participants administered real rewards from Study 1) being recruited at large from 

either the Westwood Village area or via instructor announcement at a local community college 

(Santa Monica Community College). The majority of participants were compensated with course 

credit whereas those from the subset were paid $20 (USD) for their participation. This resulted in 
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a total sample of 468 young adults. Demographically, 44% of participants self-identified as 

Asian, 28% identified as White, 3% identified as Black, 2% identified as Native 

Hawaiian/Pacific Islander, 1% identified as American Indian/Alaska Native, 17% identified as 

Mixed Race or Other, and 6% declined to self-identify; 21% identified as Hispanic/Latinx; 73% 

were female. Participants provided written consent in accordance with the policies of the UCLA 

Institutional Review Board.  

 Sample Size Considerations. Sample size recommendations for text analysis vary widely 

between the analysis method (e.g., word2vec embeddings, non-negative matrix factorization, 

singular value decomposition, etc.) and how it is applied (e.g., Benoit, 2011; Juckett, 2012; Lin 

& Boutros, 2020). Because this study relied on analysis of existing research records that were 

initially collected for ancillary purposes, the sample sizes were determined by considering 

factors unrelated to text analysis. The analysis method for this study, described below, is 

predicated upon using word embeddings (quantitative representations of words in a latent 

semantic space) to conduct word embedding association tests. Though the word embeddings 

came from a pretrained model, thus obviating any sample-size related concerns with training the 

embedding model, it is unclear precisely how many words are needed to reliably sample 

participants’ representations of their parent and friend and accurately estimate word embedding 

associations. By aggregating across a sample size of over 450 individuals with at least a few 

sentences worth of data per individual, I argue that I have approximated meaningful semantic 

representations of parents and friends for group-level analyses. Additionally, many of the 

statistical analyses themselves are adequately well powered given they involve relating word 

embedding associations with trial level decision-making behavior.  

Experimental Protocol 
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 Overview. Though the data for this study were taken from several different samples, the 

protocol was generally consistent across studies: participants nominated a parent and close 

friend, provided written text data about their relationship with their parent and friend, and then 

completed a social decision-making task involving hypothetical rewards for each person. These 

study measures are described in greater detail below.  

 Text Data Acquisition. Text data were acquired in the same manner as in Study 1. After 

consenting to participate in the study, participants were told they were going to complete 

hypothetical decisions on the behalf of a parent and close friend and were prompted to pick one 

such close other. Participants then filled out a physical document prompting them to recount one 

memory with each close other (one paragraph suggestions), as well as a handful of words and 

phrases best describing each other (these data were not used in this study).  

 Social Decision-Making Paradigm. The modified version of the Columbia Card Task was 

used to assess social decision preferences. The task design, instructions, and administration were 

the same as described in prior studies.  

Analysis Plan 

 Overview. The first stage of analyses for Study 3 focused on computing value-based 

Word Embedding Association Test (WEAT) scores for each participant’s written text data. 

Discussed below, WEAT analyses use word embeddings to compute scores that measure the 

strength of association between written documents and a given construct of interest. In the 

context of this study, these scores will serve to quantify how cognitive representations (evaluated 

via text analysis) of close others are expressed as a function of value. Value-based WEAT scores 

were subjected to a paired difference analysis—revealing any value-based bias towards parents 
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or friends—and were then related to social decision preferences on the modified CCT. Similar 

analyses were run on lower level features (length, sentiment) of the written text documents for 

‘conceptual parsimony’, testing whether a simpler motivational feature of the data also explain 

the results.  

 Calculating Word Embedding Association Test Scores. Word Embedding Association 

Tests (WEAT) quantify the association between written text documents of interest and a 

particular topic or construct (Caliskan et al., 2017; Charlesworth et al., 2021; DeFranza et al., 

2020; Kurdi et al., 2019). Calculation of WEAT scores rely on word embeddings, vectors of 

numeric values that quantify the meaning of words. Embeddings are obtained by training an 

autoencoder-based neural network model to predict the order of words in written text data. While 

the development of these models was initially spearheaded in industrial settings for text 

completion on personal devices (e.g., SMS messaging on a smart phone), it was quickly 

discovered that model parameters carried interesting properties about the semantic meaning of 

each word (e.g., model parameters for semantically related words are more alike than parameters 

for semantically unrelated words, such as ‘king’, ‘queen’, and ‘paper’) (Mikolov et al., 2013). 

Such models involve estimating a weight matrix that effectively maps the position of each word 

in a corpus to within a latent, n-dimensional ‘semantic space’. Each word carries an associated 

vector that numerically encodes its semantic meaning. Here I used embeddings (vectors) from a 

popular pre-trained model (the Google News model, n-dimensions = 300) that was initially 

trained and validated on text-scraped Google News data. This implicitly assumes that the 

semantic representations of words in the current dataset and those from the model are equivalent.   

In this study, WEAT scores were calculated at the subject-level by evaluating 

associations between the terms in parent/friend memories and terms relating to the topic of 
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‘value’. Consistent with other recent studies (e.g., Kurdi et al., 2019), I began with the term 

‘value’ and then searched for closely related synonyms. I only included terms I judged to be 

most closely related with the meaning of value instead of setting an a priori number of words 

needed for the topic. Items were deemed to be closely related as long as they had some 

dictionary entry associated with monetary or fiscal value. The final terms are listed in Table 3.1 

Table 3.1. Terms related to the topic of value 

  

  Once the terms were identified, value-based WEAT scores were computed for each 

participant using an iterative procedure. This procedure was performed on one document at a 

time. For each topic word (t), I computed cosine similarity between the embeddings associated 

the topic word, t, and every word, w,  in the currently targeted document, d. Analogous to a 

correlation, cosine similarity is a widely used way to assess the degree of semantic overlap 

between two terms (Charlesworth et al., 2021). Cosine similarity scores between t and every w in 

d were averaged to yield a single value for the t. This means that each participant had two sets of 

topic word scores, one for parent and friend memories, each reflecting the average similarity 

between each t and all words in d. In the last step, topic word scores for parent and friend 

documents were differenced [parent – friend] and the differences were averaged. This yielded a 

scalar value describing differences in value-based associations between parent and friend 

memories; a positive score indicates parent memories are more strongly associated with value 

whereas a negative score indicated friend memories were more strongly associated with value.  

Value Terms 

Value Treasure Regard 

Money Esteem Benefit 

Prize Reward Payment 

Appreciate Valuate Welfare 
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WEAT metrics were obtained using the gensim package in Python. Stopwords—terms 

that are ubiquitous in most written documents were removed as a preprocessing step. Words in 

memories not in the Google News corpus were not included in the analysis.  

 Extracting Low Level Features of Written Text in Parent and Friend Memories. Two 

additional features were extracted from the parent and friend memories, length and sentiment, 

with the goal of gauging whether basic features of memories carry any motivational significance. 

Both metrics were obtained using the TextBlob Python package. Memory length was defined as 

the number of words comprising a memory. Memory was extracted for each memory by using 

the package’s sentiment function. The function assesses the sentiment—termed polarity, in the 

package’s parlance—of a given piece of text by using model weights from a Naïve Bayes 

classifier that was pre-trained on a corpus of positive and negative movie reviews. Sentiment 

scores for each memory were bound between -1 (negative) and 1 (positive). Positive and 

negative in this sense are defined by human affective valence (not necessarily in terms of value). 

Put plainly, polarity is how emotionally ‘good’ or ‘bad’ a piece of text is. Scores were created for 

both of these metrics in the same manner as WEAT scores (parent – friend) 

Statistical Analysis. I conducted two sets of analyses on the written text data, mirroring 

the analytic structure in Study 2: examining paired differences on written text metrics and 

relating said text metrics to social decision preferences.  

I once again analyzed paired differences in metrics from the written text data in the same 

Bayesian framework as Study 2. This analysis was repeated three times: once for differences in 
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parent and friend memory length, another for differences in parent and friend memory polarity, 

and a third time for differences in value WEAT scores15. 

 The second step tested whether individual differences in written text metrics predicted 

social decision preferences using the same hierarchical Bayesian logistic regression framework 

described in Studies 1 and 2. The form of these models in this study is identical to the prior two 

studies. Two models were run, one model with lengths and polarity values for parent and friend 

memories predicting social decision preferences (4 between-person predictors), and a second 

model where value-based WEAT scores predicted such preferences (1 between person 

predictors).  

 For all analyses here, the inferential criteria were the same as in Study 1. For paired 

analyses, the ROPE was expanded slightly to [-.1 to .1], as effects less than 1/10th of one 

standard deviation were of no interest.  

Results 

Descriptive Statistics. Descriptive statistics were computed for metrics of interest. The 

mean length for parent memories was 20.59 words (9.30 SD); the mean memory length for 

friend memories was 19.15 words (8.74 SD). Polarity (sentiment) for both parent and friend 

memories were slightly positive (mean parent memory polarity: 0.15 (0.26 SD); Mean friend 

memory polarity: 0.13 (0.26 SD)). Finally, the mean of the value-based WEAT scores was 0.006 

(0.015 SD). Recall that an average greater than zero would indicate parent memories are more 

                                                           
15 While the WEAT analysis may seem more analogous to a one sample t-test in a Bayesian framework since only a 

single vector of word embedding association scores are used, we remind the reader that these values are already 

difference scores between parent and friend word embedding associations.  
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strongly associated with the value-based topic whereas an average less than zero would indicate  

friend memories are more strongly associated with the topic.  

Paired Differences in Written Text Metrics. Bayesian paired difference analyses 

suggested meaningful differences in the structure and content of the parent and friend memories. 

Foremost, results using the value-based WEAT scores show that parent memories are more 

strongly associated with the topic of value than friend memories (posterior mean, (SD): d = 0.40 

(0.03), 89% CI: [0.34, 0.45]; Figure 3.1).  

Figure 3.1 Posterior distributions of paired differences in value-based WEAT scores. 

 

 

 

 

 

 

Note. Paired differences are in a standardized metric (d). ‘ROPE’ refers to Region of Practical 

Equivalence; ‘HDI’ refers to highest density credible intervals. ‘WEAT’ refers to Word Embedding 

Association Test. 

The results for memory length and polarity were not as robust. The average effect sizes 

suggest parent, relative to friend, memories are slightly longer (in terms of words) and slightly 

more positive in their sentiment. However, because part of the posterior mass for these effects 

fall within ROPE, I can only conclude that memories are not longer or more positive for friends 

(i.e., I can only rule out the sign is not negative, but the true effect could be zero or positive) 
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(memory length differences: posterior mean, (SD): d = 0.09 (0.03), 89% CI: [0.04, 0.14]; polarity 

differences: posterior mean, (SD): d = 0.06 (0.03), 89% CI: [0.01, 0.11]; Figure 3.2).  

Figure 3.2 Posterior distributions of paired differences in memory lengths and sentiment.  

 

 

 

 

 

 

Note. Paired differences are in a standardized metric (d). ‘ROPE’ refers to Region of Practical 

Equivalence; ‘HDI’ refers to highest density credible intervals. Memory length was measured as the 

number of words; ‘polarity’ is a measure of sentiment.  

Modeling Social Decision Preferences as a Function of Written Text Metrics. Results 

relating value-based WEAT scores to social decision preferences ran contrary to predictions, 

with the sign of the relevant parameter estimate being negative and indicating that stronger 

expression of value-based terms in parent memories was associated with a greater propensity to 

favor one’s friend (and similarly, stronger expression of such terms in friend memories was 

associated with a greater propensity to favor one’s friend (Figure 3.3; Table 3.2).  
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Figure 3.3. Posterior distribution model interaction term capturing influence of value-based 

WEAT scores on social decision preferences.  

 

 

 

 

 

 

 

Note. ‘Condition x Value WEAT’ refers to the interaction term entered in the statistical model to assess 

the association between value-based WEAT scores and social decision preferences. ‘ROPE’ refers to 

Region of Practical Equivalence; ‘HDI’ refers to highest density credible intervals. ‘WEAT’ refers to 

Word Embedding Association Test. 

 

Table 3.2. Predicting social decision preferences as a function of value-based WEAT scores. 

Note. ‘WEAT’ refers to Word Embedding Association Test. ‘Condition x Value WEAT’ refers to the 

interaction term entered in the statistical model to assess the association between value-based WEAT 

scores and social decision preferences. Values in brackets represent 89% highest density credible 

intervals. 

 

 

Most of the posterior mass of this effect fell on the negative side of the parameter space 

and ROPE, meaning that we can only have evidence to strictly conclude the effect is not positive. 

Term  

Condition 0.26 [0.21, 0.31] 

Value WEAT 0.06 [0.00, 0.12] 

Value WEAT x Condition -0.06 [-0.11, -0.01] 
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Parallel findings with the memory length and sentiment metrics are shown in Table 3.3 and 

Figure 3.4. These effects show modest evidence that memory length serves as a motivational 

index of social decision behaviors, as having longer memories for a given close other was 

associated with a slightly stronger preference to favor them during the modified CCT. By 

contrast, there was a null effect with sentiment, suggesting the effect is practically equivalent to 

zero.  

Figure 3.4 Posterior distribution model interaction term capturing influence of memory length 

and sentiment on social decision preferences. 

 

 

 

 

 

 

 

 

 

 

 

 

Note. ‘Condition x [Text Feature]’ refers to the interaction term entered in the statistical model to assess 

the association between a given feature of written text and social decision preferences. ‘ROPE’ refers to 

Region of Practical Equivalence; ‘HDI’ refers to highest density credible intervals. ‘Mem Polarity’ refers 

to memory sentiment; ‘Mem Length’ refers to memory length (number of words).  
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Table 3.3 Predicting social decision preferences as a function of memory length and sentiment. 

Note. ‘Condition x [Text Feature]’ refers to the interaction term entered in the statistical model to assess 

the association between a given feature of written text and social decision preferences Values in brackets 

represent 89% highest density credible intervals. 

Interim Discussion 3 

 Study 3 aimed to examine representations of parents and friends at the cognitive level, 

using topic-focused NLP analyses to supplement and disambiguate the relationship between 

value-based processes, representations, and social decision preferences. Using written memories 

of parents and friends, I observed evidence to suggest that written accounts of close others 

contain motivational information that predict social decision preference, seemingly in a value-

based fashion. However, the direction of these effects were mixed, requiring additional 

unpacking by future studies. These findings, and their implication, are discussed in greater detail 

below.  

 At the most basic level, results from this study suggest that written accounts of close 

other contain information about (i) representations of close others and (ii) relatedly, motivational 

processes that influence social decision preferences. Two pieces of evidence support these 

claims. First, there was a robust group level-effect for differences in parent and friend memories 

in value-based WEAT scores, suggesting that parent memories are more strongly encoded in 

Term  

Condition 0.26 [0.21, 0.31] 

Parent Memory Length 0.05 [-0.04, 0.13] 

Friend Memory Length -0.04 [-0.13, 0.03] 

Parent Memory Polarity 0.00 [-0.06, 0.07] 

Friend Memory Polarity -0.01 [-0.07, 0.05] 

Parent Memory Length x Condition 0.04 [-0.03, 0.11] 

Friend Memory Length x Condition -0.06 [-0.13, 0.01] 

Parent Memory Polarity x Condition -0.01 [-0.06, 0.04] 

Friend Memory Polarity x Condition -0.02 [-0.07, 0.03] 
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terms of value. Consistent with my hypothesis, this finding mirrors group-level effects in 

behavior that show individuals consistently favor a parent over a friend during social decision-

making. A conceptually similar, albeit less robust, finding emerged with sentiment (mean level 

parent preference). However, the fact that results with sentiment were less robust underscores the 

specificity of the WEAT analysis, the latter is not synonymous with the former. While this effect 

was inconsistent with the analogous analysis involving neural representations, the NLP results 

broadly suggest that written text contains meaningful information about representations of close 

relationships, partly validating the approach used here and potentially aiding future similar 

research. Second, written text metrics were predictive of social decision behavior indicating that 

written documents carry motivational information. Longer memory lengths for a particular close 

other were associated with a greater tendency to favor said close other, whereas value-based 

WEAT scores were inversely associated with social decision preference. The latter effect is 

somewhat surprising, as it runs contrary to what was hypothesized, as well as what was observed 

with the analogous analysis in Study 2. One explanation for this could be that the two methods of 

assessing value (pattern expression, WEAT) are tapping different aspects of the construct. 

Indeed, many psychological constructs are multifaceted and high dimensional (Caspi et al., 2005; 

Robins et al., 2001), so perhaps it is unsurprising that value is a multifaceted construct that 

motivates behavior in inconsistent ways. Following this logic, it is apparent that psychological 

science may have more work to do in terms of accurately defining value from a psychological 

perspective using empirical methods. Although scholars have written at length about what value 

means from a psychological perspective, experimental work seems to favor using monetary 

value because it is easy to operationalize and often represents a known input for modeling 



 
 

97 
 

purposes. While experimentally convenient, it sidesteps the issue of comprehensively defining 

the psychology of ‘general’ value from an empirical perspective.  

An alternative possibility could be due to the spontaneous versus effortful nature of the 

two assessments. Spontaneous representations of parents and friends were measured in Study 2, 

theoretically capturing implicit aspects of the representation. By contrast, deliberate and effortful 

responses were required to measure the representations here in Study 3. These differences could 

mean that different facets of parent and friend representations were measured, subsequently 

having different consequences for behavior. This could have consequences for motivations in 

social decision-making—the spontaneous facet of representation may capture a baseline, or 

fundamental preference whereas a more deliberate or effortful facet may open the door for the 

influence of other top-down goals (such as motivation to repair a relationship or devote more 

time to a stable one). Yet another explanation could be due to the materials used to derive neural 

or semantic signatures of value. Monetary stimuli may tap a more ‘global’ value signature in the 

brain—evidenced by the fact that neural signals of social and monetary value coarsely share 

similar patterns of brain activity (Wake & Izuma, 2017)—whereas they may be more narrowly 

tapping strictly financial value in the linguistic domain. Greater value-based cognitive 

representations in Study 3 could perhaps reflect financial security in a relationship, and 

participants may have been thus more motivated to acquire resources for friends who have less 

of these resources compared to parents. One future direction for this type of work would involve 

a more comprehensive linguistic assessment of value. However, defining and assessing ‘social 

value’ figures to be difficult because non-monetary terms associated with social value are likely 

also strongly related to other psychological constructs (Seaman et al., 2016). Future work that 

attempts to understand representational structure in terms of social value will therefore likely 
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need additional studies to lay the groundwork to precisely define unique linguistic markers of 

social value (e.g., Rhoads et al., 2021).  

A complicating factor for this study may be in the length of the parent and friend 

memories. Based on available research, it is unclear precisely how many words per document are 

needed to extract meaningful estimates of one’s desired metrics. Although the number of 

participants was relatively large in this study, and we had additional power for individual 

difference analyses given the high volume of trial-level decision-making data, the stability of 

polarity and value-based WEAT scores is still up for debate. Perhaps it is possible that 

magnitude, precision (posterior width), or sign of the observed effects would change with 

additional data from the written memories. Moreover, it is also unclear how well the written 

memories adequately sampled one’s cognitive representation. These memories may have 

captured too much or noise, or state-induced variability to be called a truly ‘global’ estimate of 

the representations of interest. Perhaps this is an area where future studies leveraging ecological 

momentary assessments or high density sampling can be of use (Poldrack et al., 2015; Salehi et 

al., 2020), if not to at least further gauge the feasibility of the approach described here for future 

research. 

These results also contribute to other broader literatures. First, they speak to the 

importance of using linguistic data as a window to studying psychological processes (Jackson et 

al., 2021; Kurdi et al., 2019). These results further affirm that meaningful information about 

psychological processes (e.g., representational content, implicit biases) are embedded in 

linguistic data, and studying linguistic data is one way of extracting insights about said 

processes. Second, these results also support recent literature showing that cultural information 

and norms are reflected in linguistic output (Arseniev-Koehler et al., 2021; Arseniev-Koehler & 
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Foster, 2020; Charlesworth et al., 2021), to the extent that social decision-preferences reflect 

cultural information. Both of these links to broader research support the argument that increasing 

the external validity of social decision-making research will likely help this research serve and 

inform other arcs of research in psychology and related sciences.  

General Discussion 

Overview. 

 The purpose of this dissertation was to address the issue of external validity in social 

decision-making by pushing this research towards a personalized science. Because such research 

almost exclusively focused on unfamiliar others, I argued that many theoretical motifs derived 

from prior social decision-making research are not actually meaningful at describing most real-

world decisions, since such decisions involve close others as well as the need to grapple with 

conflicting outcomes. Using late adolescents as a model population, this dissertation 

demonstrated that individuals evinced robust and consistent parent-over-friend preferences, and 

that these preferences may be driven by value-based expression of close other representations 

(inferred from individual differences in value-based representations and social decision 

behavior). I discuss the implications of these findings for developmental science, social 

neuroscience, social decision-making, value-based processes and social interactions, and the 

study of social behaviors, more generally. I conclude by enumerating limitations and considering 

future directions.  

Social Decision-Making and Developmental Science. 

In the introduction I noted that developmental science stood to gain by studying social 

decision preferences in late adolescence. I argue that the results here lend support to this notion 
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because the information that late adolescents tend to favor their parents over friends informs the 

field by defying traditional notions of adolescence in two ways (Steinberg & Morris, 2001). 

First, it shows that parents are still central figures in the lives of their adolescent offspring (Crone 

& Fuligni, 2020). While individuals become increasingly oriented towards peers in adolescence 

(Blakemore & Mills, 2014), this dissertation complements recent work highlighting the 

importance of parents to adolescents (Telzer et al., 2015) by showing that teens prefer their 

parents over their friends in some instances. This is particularly important and novel because the 

field has never pitted adolescent and parent outcomes in this way, thus revealing the relative 

importance of parents and friends in one particular context. Second, this work adds to the 

growing body of literature that adolescents are not indiscriminately prone to taking risks 

regardless of context, instead lending support to the broad notion that adolescents titrate risky 

behavior in accordance with socioemotional goals (Pfeifer & Berkman, 2018).  

Because human beings develop in dynamic ways, it will be interesting to repeat this work 

in other age groups and with different types of social agents or close others. The behavioral and 

analytic paradigms introduced here carry potential value for systematically mapping social 

decision preferences among an individual’s set of close others across development. In thinking 

about what future studies may reveal, it is an open question whether the same pattern of findings 

would be observed in other age groups, such as early adolescence, for instance, when individuals 

are first beginning to show heighted peer orientation (Ahmed et al., 2020; Foulkes et al., 2018). 

Relatedly, while it is likely that preferences shift across development, it is unclear how they do 

so (e.g., do individuals prefer parents as children, friends as early adolescents, parents as late 

adolescents and young adults, romantic partners or their own children in middle adulthood?). 

The current set of results will likely inform work pursuing these aforementioned novel avenues.  
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Implications for Social Neuroscience. 

 The neuroscience findings here are interesting because they suggest the brain isn’t simply 

relying on two or three node circuits to perform low dimensional computations over decision-

level inputs during social decision-making (e.g., computing subject value of a safe or risky 

option based on the degree of reward, uncertainty, etc.) (Gangopadhyay et al., 2021; Rilling & 

Sanfey, 2011). Instead, the results of this dissertation indicate that the brain is likely performing 

a multitude of high dimensional calculations using finely encoded representational information 

about others to guide decision behaviors. This is consistent with the notion that representations 

themselves are intrinsically high dimensional, given that they require storing and integrating a 

wealth of information in order to make real time predictions (Kriegeskorte & Douglas, 2018). 

However, because I only measured one specific feature of these representations (value 

expression), there remains more to be known about the mechanistic details of these high 

dimensional computations. A more integrative social neuroscience may help address this by 

leveraging animal models of social decision-making (Ben-Ami Bartal et al., 2011; Dal Monte et 

al., 2020) to better decode the specific computations by which representations guide behavior.  

 This work also contributes to the growing literature that social processes, generally 

speaking, are value based (Hackel & Zaki, 2018; Zerubavel et al., 2015). By this I mean that 

value is used as a heuristic for tracking, integrating, and acting upon social information. In the 

case of this dissertation, value-based encoding of social agents was related to actionable decision 

preferences for said individuals, encouraging social and affective neuroscience to study 

personalized social behavior in the context of value-based behavior. Tools in fields such as 

computational science could be leveraged to understand how the brain implements basic social 
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cognitive skills in a value-base manner, as well as how social contexts and top-down preferences 

modulate these processes.  

What Do These Results Tell Us About Social Decision-Making? 

 Psychological science has cared about social decision-making for all of this century and 

most of the last, even if the term ‘social decision-making’ was less ubiquitous then as it is now. 

Throughout this time, social decision-making research has been subject to many of the same 

goals that drive research elsewhere in psychological science: to form comprehensive theories of 

behavior as it occurs in the real world. While the extant literature on social decision-making is 

detailed enough to allow for synthesis of some broad and general motifs that color social 

decision behavior (Feldmanhall & Chang, 2018; Sokol-Hessner & Rutledge, 2019), they were 

subject to a critical caveat: it was unknown how social decisions varied as function of social 

target. The findings in this dissertation suggest that unique agents within a social category (e.g., 

close others) can be the subject of specific and consistent social decision preferences and thus 

that several motifs thought to generalize across social decision-making research, in fact do not 

(Carlson et al., 2020; Crockett et al., 2017; Feldmanhall & Chang, 2018). For instance, harm 

prevention—or aversion to actions that would inflict negative outcomes on others—is often 

assumed to be a motivational staple to social decision making. Yet, if harm prevention were truly 

a ubiquitous motivation in social decision-making research, individuals in the present studies 

would have chosen equally or randomly between parents and friends, minimizing the collective 

‘harm’ for each close other. Instead, individuals clearly prioritized one individual over another, 

showing that the notion of harm prevention in social decision-making is modulated by other 

motivations. Similarly, individuals are thought to minimize uncertainty in their environments 

(FeldmanHall & Shenhav, 2018), either by avoiding situations containing risk. Again, the results 
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in the current dissertation dispute this theme, as individuals explicitly sought out riskier choice 

scenarios if meant benefitting a preferred individual.  

These results underscore that social decision-making is exquisitely dependent on the 

target of said decision-making and that conclusions drawn exclusively from decisions about 

distant others are unlikely to generalize to decisions about close others. It is clear that there are 

other cognitive and affective mechanisms that modulate social decision processes involving 

computation of harm, uncertainty, etc. More information is needed to systematically map the 

factors that cause individuals to exhibit varied prioritizations of different individuals (e.g., 

decomposing associations between individual differences in relationship quality and social 

decision preferences). Future work should consider adopting more formalized models of 

constructs like relationship quality, and relate individual-level model parameters to social 

decision parameters as a way to understand how specific computations become co-opted to fulfill 

motivational goals associated with a particular relationship. Identification of these factors should 

then hypothetically allow for a more appropriate integration of other computations (such as harm 

prevention, uncertainty minimization, etc.), as these latter computations are likely extensions or 

implementations of more sweeping motivational forces.  

What Do These Results Say About Value and Social Interactions?  

 This dissertation found repeated, if modest, evidence that value-based information 

underlies social representations and guides social decisions. These findings are consistent with 

the broader literature insofar that they also find value-based processes are applicable in social 

contexts (Hackel et al., 2017; Pärnamets et al., 2019; Zerubavel et al., 2015). While prior work 

indeed alluded to the possibility of value-based representations (e.g., Hackel et al., 2017), we did 

not know whether or how this manifested at an individual level.  The findings from these studies 
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are thus novel because they can directly speak to how representations of specific individuals are 

expressed in terms of value, unlike prior studies that simply showed value-based processes or 

value-based neural circuitry tracked information about social structures, or generic groups of 

individuals.  

These findings highlight the importance of value-based processes in social behavior, and 

nudge social scientists to abandon traditional conceptualizations of ‘value’ being solely rooted in 

a purely monetary construct (Wake & Izuma, 2017). Put differently, they highlight that value-

processes may be so important for guiding behavior, that we build representations of others 

based on how much these others support us. Instead, we must embrace value-based processes as 

drives that optimize the acquisition of resources that fulfill our needs and desires. While 

monetary operationalizations of value are convenient, they may not fully capture the entire 

psychological substance of value. In fact, I would go so far to argue that value-based theories are 

simply formalized re-conceptualizations of several founding tenets of psychological science 

(e.g., law of effect), meaning that there is already a framework in place by which to update and 

revise psychological conceptions of value Concretely, I believe this endeavor may be carried out 

the way I described in Interim Discussion 3 (empirically identifying different forms of value that 

are unique and distinct from other constructs).  

Implications for the Study of Social Behavior and the Future of Psychological Science.  

The findings described in this dissertation have relevance for other arenas within 

psychology that concern themselves with social behavior (e.g., social psychology, health 

psychology, clinical psychology). In particular, my findings regarding close others (in contrast to 

prior research on unfamiliar others) underscore recent recommendations to increase the adoption 

of naturalistic study designs (DuPre et al., 2020; Finn et al., 2020; Grall & Finn, 2021; Jolly & 
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Chang, 2019). This is because the central theme of this dissertation’s results (within-category 

granularity of social behavior involving close others) could conceivably apply to any kind of 

psychological process that involve unfamiliar, familiar, and close others. That I observed 

granularity within the category of close others merits a consideration of how this could apply to 

other research topics. Take for instance studies of intergroup dynamics, which routinely find that 

social perception of individuals varies by group membership (ingroup vs outgroup) (Hackel et 

al., 2017; Van Bavel et al., 2008). Because social categories are overlapping and nested, it is 

plausible differences could emerge as one superimposes additional categories within a broad 

ingroup (familiar others could be broken down into groups based on friends, family, close 

relationships, distant relationships, etc.) (Lockwood et al., 2021). Research topics such as 

empathy and theory of mind could also be impacted, as the results presented herein are 

seemingly a function of motivational factors, signifying there is no compelling reason to 

prematurely conclude such motivational factors will not influence social phenomena investigated 

by various other research topics. Continuing to use laboratory or observational paradigms that 

solely rely on unfamiliar others could be problematic insofar that such approaches result in low-

dimensional distillations that inadequately approximate their intended targets in the real-world 

and therefore sacrifice generalizability and external validity of subsequent results.  

Extrapolating this line of reasoning to its logical conclusion, one could argue that the 

future of psychological science—at least as it relates to understanding social behavior—lies in 

personalized science. Human processes are high dimensional and emergent, and thus theories 

must incorporate this dimensionality in order to be useful at making scalable, generalizable, and 

unintuitive predictions in the real world (Jolly & Chang, 2019). Personalization accommodates 

high dimensionality and could open new doors for psychological scientists of the future, in both 
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basic and applied settings. Pursuing studies of this ilk will be challenging, as it will likely 

necessitate greater reliance on team science (e.g., Bouwmeester et al., 2017; Hagger et al., 2016; 

McCarthy et al., 2018; Verschuere et al., 2018) as well as collaborations with private businesses, 

both of which figure to have the infrastructure to collect high volume data needed to reliably 

estimate the highly parameterized models that are required in large scale personalized science. It 

will also require novel methodologies, as current social decision-making research 

disproportionately uses laboratory based tasks to examine social decision tendencies. Such 

development of novel tools and measurement approaches to study social decision behavior as it 

occurs outside the laboratory will help enhance the precision and generalizability of social 

decision research. Such improvements could involve the incorporation of existing methods, such 

as scraping social media for naturalistic information (e.g., Lindström et al., 2021) and leveraging 

the use of ecological momentary self-reports, or developing novel ways to passively measure 

information about social decisions (e.g., an app that automatically detects self-disclosed social 

decisions based on text message communications). While there is much work to be done, I 

believe these humble findings join the chorus of constructive critiques aimed at improving the 

rigor of psychological science in the domain of social decision-making.  

Limitations and Future Directions. 

There are several limitations to the current dissertation, each falling into one of three 

broad following categories: sampling and assessment of social decision preferences, statistical 

modeling, and measurement of representations.  

The most pressing issue in the first category (sampling and assessment of social decision 

preferences) concerns generalizability (Simons et al., 2017). Because participants were 

exclusively recruited and tested in the western United States, it is possible that a different pattern 
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of results would be observed elsewhere because of cultural differences surrounding parent–child 

relationships. Further, our procedure involved each participant nominating just one parent and 

one friend, leaving open the possibility that results could differ with different close others owing 

to qualitative differences between different relationship partners within a particular category. 

Another issue to consider is the use of monetary rewards, which may be marked by cohort 

effects due to the current economic climate. Related to assessment of social decision tendencies, 

it is possible that the parent-over-friend preferences observed in the modified CCT across all 

three studies were, at least partially, a product of social desirability (Furnham, 1986; Phillips & 

Clancy, 1972). The most direct way to address this issue is to consider replicating Study 1 while 

statistically adjusting for social desirability. With that said, I argue the likelihood that social 

desirability confounded the results is minimal on several grounds. First, social desirability is 

known to be trait-like, varying widely between individuals (Phillips & Clancy, 1972). I have no 

reason to suspect I inadvertently oversampled individuals on the basis of social desirability (and 

at that point, it is possible any potential such confound could actually be caused by other 

correlated traits). Second, my experiment contained features that have long been known to 

reduce susceptibility to social desirability confounds, such as the lack of a clear, socially 

desirable outcome16 and self-administration (the experimenter unobtrusively monitored 

participants and no other individuals were present) (Furnham, 1986). Moreover, I did observe 

that social decision preferences were explained a function of several other between-person 

variables. If social desirability were causing the results observed here, it would imply (though 

                                                           
16 Would a majority of participants unequivocally think it is more socially desirable to favor a 

parent? If so, wouldn’t this also be meaningful in its own right? Regardless, if the desirability of 

both options (favoring parent versus favoring friend) is roughly equivocal, then individual 

differences in social desirability is likely not a confound.  
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not guarantee) that the other predictive features of social decision preferences (neural and 

cognitive representations, relationship quality) would be correlated with social desirability in 

order evince a statistical relationship with decision preferences. I find that to be unlikely. 

Nevertheless, this consideration underscores the importance of identifying dispositional 

influences on targeted social decision behavior.  

Related to the second category of limitations (statistical modeling), it is clear that future 

work must focus on understanding how flexibility in the statistical quantification of social 

decision preferences affects results, particularly when using highly flexible Bayesian analytic 

techniques. Recent studies have emphasized how analytic flexibility can drastically change the 

results and conclusions of a study (Botvinik-Nezer et al., 2020; Silberzahn et al., 2018). As a 

result of this, it is now recommended that individuals run their analyses with many, if not all, 

conceivably defensible pipelines and track the robustness of ensuing results. While this approach 

is outside the scope of the current dissertation, it is nevertheless a worthwhile endeavor for future 

work. Relatedly, it remains to be seen how sensitive social decision studies like the one 

presented here are to differences prior specifications for Bayesian analyses. Future studies could 

likely gauge this via extensive, albeit computationally costly, simulation studies.  

The third category of limitations concerns measure of neural and cognitive 

representations. The most notable issue in this category is one of sample size. Namely, did I 

collect enough data, both within- and between-subjects, to properly estimate neural and cognitive 

representations of close others? While I did the best within my means to address potential sample 

size issues, it is now known that sometimes tremendous amounts of data are required to estimate 

personalized data, especially in imaging modalities (Helmer et al., 2020; Marek et al., 2020; 

Marek & Dosenbach, 2018). It remains to be seen what effect this had on the current results, as it 
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is unclear whether potentially limited sample sizes would affect the width of the posterior 

distribution, the magnitude of the posterior mean, the sign of the posterior mean, or all three. 

This issue may be the root cause of the modest evidence observed in Studies 2 and 3, which was 

not robust enough to definitely conclude the effect of interest lied in one particular direction 

(instead, it was only strong enough to rule out the direction opposite the sign, leaving me unable 

to rule out a null finding or an effect in the direction of the sign). To avoid these pitfalls, future 

studies may consider ‘high density sampling’ techniques that acquire many data from a relatively 

limited subset of participants. In this context, this could entail recruiting subjects for several 

months (e.g., 3-5) of ecological momentary assessments that use written text to record the nature 

of daily interactions with parents and friends and using the ensuing rich dataset to derive more 

accurate cognitive representations of parents and friends. In an imaging context, such an 

approach could involve preselecting subsets of individuals (e.g., 5 participants/subset) with 

strong parent and friend preferences and administering several hours worth of personalized 

parent and friend stimuli (perhaps in a manner more engaging than the one used here in Study 2) 

for hours (e.g., 7-10 hours) to fully tap neural representations of parents and friends (Huth et al., 

2016) and then compare differences in said representations.  

Conclusions. 

 In summary, social-decision making preferences systematically vary as a function of 

whom is affect, and late adolescents transitioning to young adulthood tend to favor their parents 

over friends overall (Study 1). Considerable inter-individual heterogeneity in these preferences 

were explained by the degree to which representations of close others were encoded as value-

based computations, both at the neural (Study 2) and cognitive levels (Study 3). It is my hope 

that these results help push social decision-making research towards greater external validity.  
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Appendix A 

Supplemental Results 

Table A2.1. Predicting social decision preferences as a function of value-based representations 

using a sample-specific neural signature, excluding primary visual cortex (V1). 

Note. Parameter estimates for the intercept, reward, and risk terms are not reported. ‘PE’ refers to pattern 

expression scores, obtained by using each individual subject’s parent and friend neural representations 

and a value-based neural signature. ‘Rdg’ refers to the type of signature used (Rdg = sample-specific 

signature built using ridge regression. ‘S’ refers to the degree of smoothing in the signature (2 = 2mm, 4 = 

4mm). Values in brackets represent 89% highest density credible intervals. 

 

Table A2.2. Predicting social decision preferences as a function of value-based representations 

using a sample-specific neural signature, including only reward regions (VS, mPFC). 

Note. Parameter estimates for the intercept, reward, and risk terms are not reported. ‘PE’ refers to pattern 

expression scores, obtained by using each individual subject’s parent and friend neural representations 

and a value-based neural signature. ‘Rdg’ refers to the type of signature used (Rdg = sample-specific 

signature built using ridge regression. ‘S’ refers to the degree of smoothing in the signature (2 = 2mm, 4 = 

4mm). Values in brackets represent 89% highest density credible intervals. ‘VS’ refers to ventral striatum, 

mPFC refers to medial prefrontal cortex.  

 

 

 

 

 

 

 

Term Rdg_Sig Rdg_S2_Sig Rdg_S4_Sig 

Condition 0.29 [0.16, 0.43] 0.30 [0.15, 0.44] 0.30 [0.15, 0.44] 

Parent Value PE -0.03 [-0.22, 0.17] -0.11 [-0.33, 0.12] -0.11 [-0.33, 0.12] 

Friend Value PE -0.14 [-0.35, 0.05] -0.02 [-0.18, 0.25] 0.02 [-0.21, 0.24] 

Parent Value PE x Condition -0.14 [-0.28, 0.01] 0.05 [-0.13, 0.22] 0.11 [-0.05, 0.30] 

Friend Value PE x Condition 0.14 [-0.02, 0.29] -0.01 [-0.17, 0.17] -0.04 [-0.22, 0.13] 

Term Rdg_Sig Rdg_S2_Sig Rdg_S4_Sig 

Condition 0.30 [0.16, 0.44] 0.30 [0.16, 0.44] 0.30 [0.16, 0.44] 

Parent Value PE -0.03 [-0.27, 0.21] -0.00 [-0.23, 0.24] -0.03 [-0.28, 0.20] 

Friend Value PE -0.04 [-0.27, 0.19] -0.05 [-0.28, 0.18] -0.02 [-0.25, 0.23] 

Parent Value PE x Condition 0.18 [0.00, 0.36] 0.14 [-0.05, 0.32] 0.14 [-0.05, 0.33] 

Friend Value PE x Condition -0.11 [-0.28, 0.08] -0.10 [-0.28, 0.08] -0.09 [-0.28, 0.08] 
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Figure A2.1. Posterior distribution plots for model interaction terms capturing the influence of 

value-based representations on social decision preferences (sample-specific neural signature, 

excluding V1). 

 

Figure A2.2. Posterior distribution plots for model interaction terms capturing the influence of 

value-based representations on social decision preferences (sample-specific neural signature, 

including only VS, mPFC). 

 

 

Note. In both plots: ‘Rdg’ refers to the type of signature used (Rdg = sample-specific signature built using 

ridge regression). ‘S’ refers to the degree of smoothing in the custom signature (2 = 2mm, 4 = 4mm). ‘PE’ 

refers to pattern expression score. ‘Condition x Parent/Friend’ refers to the interaction term entered in the 

statistical model to assess the association between pattern expression scores and social decision 

preferences. ‘ROPE’ refers to Region of Practical Equivalence; ‘HDI’ refers to highest density credible 

intervals. 
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