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I. Introduction 

 The formation of any phase, whether natural or synthetic (Fig. 1), is usually a 

disequilibrium process that follows a series of steps until a thermodynamically stable 

state (equilibrium) is achieved. The first step in the process of creating a new solid 

phase from a supersaturated solution (either aqueous or solid) is called nucleation. A 

particle formed by the event of nucleation usually has a poorly ordered and often highly 

hydrated structure.  This particle is metastable with respect to ordering into a well-

defined phase, which can accompany growth of the particle. This process of initiation of 

a new phase is defined as a first order transition and can follow various pathways 

involving a host of mechanisms. One of these pathways occurs when individual nuclei 

coalesce into larger clusters, a process defined as aggregation, which itself can follow a 

series of different pathways.  The new phase is thermodynamically defined when the 

growing nucleus or aggregate has distinct properties relative to its host matrix; for 

example, a well-defined crystal structure, composition and/or density. These processes 

depend on a plethora of chemical and physical parameters that control and strongly 

affect the formation of new nuclei, the growth of a new crystal, or the aggregation 

behaviour of clusters, and it is these issues that will be the focus of this chapter. We will 

discuss the mechanisms and rates of each process as well as the methods of 

quantification or modelling from the point of view of existing theoretical understanding. 

Each step will be illustrated with natural examples or laboratory experimental 

quantifications.  Complementary to the information in this chapter, a detailed analysis 

of the mechanisms and processes that govern dissolution of a phase are discussed in 

detail in Chapter 3 (Luttge and Arvidson) and more detailed information about 

molecular modelling approaches are outlined in Chapter 2 (Kubicki). 
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II. Nucleation 

Nucleation is the process by which small clusters of a new phase are initiated. 

The stability of any phase is usually the realm of equilibrium thermodynamics because 

any phase that is stable under given pressure and temperature conditions at a minimum 

energy state for infinite time periods is considered at equilibrium. In contrast, here we 

concentrate on how deviations from equilibrium drive the formation of a new phase 

from nucleation at the atomic or molecular level all the way to achieving a stable state 

at some larger growth stage.  

In any system, equilibrium is attained when the exchange of heat or mass 

between initial and end product is approaching zero.  The degree to which the process in 

question departs from this equilibrium state corresponds to the driving force that 

initiates nucleation of a new phase.  When a new phase is forming in solution, this 

driving force is related to the deviation from saturation state of the system or the 

difference in chemical potential between the solution and the newly formed phase.  This 

can be expressed as: 

∆µI = µI,n - µI,s        [7.1] 

which describes the difference in chemical potential between µI,n (the chemical potential 

of component I in the nucleating phase) and µI,s (the chemical potential of component I 

in the nucleating solution). Nucleation occurs when overall free energy is reduced 

because part of the system is transformed from a higher to a lower free energy state, and 
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thus when ∆µI <0 nucleation and growth is favoured. A general formula for the driving 

force is given by:   

∆µ (a, T) = kBT ln [a/ae(T)] = kBT ln SR     [7.2] 

where kB is the Boltzmann constant, T is the absolute temperature and SR  is the solute 

supersaturation ratio (SR = a(e)/a, where a(e) is the activity at equilibrium and a the 

activity during nucleation and growth). 

A. Classical Nucleation Theory (CNT) 

There are two main conditions where nucleation processes can be evaluated: (a) 

under conditions where the host phase is nearly at equilibrium with the nuclei, and (b) 

under conditions where the host phase is very distant in stability from the nuclei.  The 

former case is the basis for the Classical Nucleation Theory (CNT), which we will 

discuss first.  CNT includes treatments of nucleation from a purely thermodynamic or 

statistical mechanics formalism, or via so-called kinetic theories.  The latter are 

generally better equipped to handle dynamic phenomena, such as nucleation rates, and 

allow some problematic aspects of pure thermodynamics based CNT to be overcome. 

However the pure thermodynamic formalisms are useful as both a starting point for 

theory development, and as a useful tool for gaining insight into these transformation 

processes. 

Nucleation theory began with the work of Volmer and Weber (1925), Farkas 

(1927) and Becker and Doring (1935), all treating liquid droplet condensation from a 

saturated gas.  Somewhat more generalized treatments were subsequently developed by 

Zeldovich (1943), Frenkel (1939; 1955), Turnbull and Fisher (1949) and Turnbull 
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(1950; 1956). These workers largely considered homogeneous nucleation, i.e. initiation 

of the new phase within the bulk of the solution or matrix with the only energetic 

conditions being the host and nucleus volume free energy and the interfacial free energy 

between host and nucleus. Although homogeneous nucleation is rare in geochemical 

systems, it is a good starting point for the introduction of nucleation, growth parameters 

and theory. CNT makes the assumption that nuclei that are formed have the same 

properties as their analogous bulk phase.  This allows the free energy of the nucleus to 

be estimated as a sum of the bulk and surface free energies depending only on volume 

and area, respectively, and not on radius, a concept known as the capillarity 

approximation.  Though these assumptions are not accurate on the molecular level 

(Talanquer and Oxtoby, 1994; Oxtoby, 1992), because nano-sized particles often do not 

behave like bulk analogs, and their surface energy is dependent on the radius of 

curvature, nevertheless these assumptions allow for a reasonably accurate analysis.   

 

1. Equilibrium Thermodynamic analysis  

Overall, the total free energy of nucleation, ∆G, can be viewed as the sum of the energy 

used up in forming a particle by condensation of atoms, -∆GP, which is proportional to 

r3, and the energy gained by creating the particles surface ∆GS, which is proportional to 

r2. Figure 2a shows the free energy versus radius for incipient nuclei. The total free 

energy of nucleation, ∆G, can thus be expressed as:   

∆G = [4/3πr3∆g]+[4πr2σ],       [7.3] 
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where r is the nucleus radius, ∆g is the free energy change per unit volume of nucleus, 

and σ is the free energy per unit area of the nucleus interface.   

 

 

The free energy of the nucleus is less than that of the corresponding matrix, and thus ∆g 

is negative. There is thus a crossover point where the free energy change added by 

creation of the nucleus begins to decrease, and this corresponds to the critical nucleus 

radius.  For any growth beyond this point the free energy decreases and growth is 

progressively more favored.  If the derivative ∂(∆G)/∂r=0 is evaluated for equation 

[7.3], we obtain the free energy for the homogeneous critical nucleus formation: 

∆Ghomo=16πσ3/3(∆g)2       [7.4a] 

and the critical nucleus radius,  

rhomo = -2σ/∆g        [7.4b] 

Therefore, the critical energy of nucleation is governed by the magnitude of the 

free energy at the interface and the driving force.  Usually, the smaller this critical 

energy the easier nucleation can occur.  Figure 2b shows the effects of temperature on 

the critical nucleus size.  As temperature increases there is less difference in the energy 

per unit volume of nucleus versus the matrix, thus the nuclei will have to grow larger in 

size before reaching stability.  At some high temperature no nuclei of any size will be 

stable.  This type of behavior can be looked upon as decreasing degrees of 

supersaturation as temperature increases.  
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The nucleation rate for such a CNT system can be determined by assuming that 

a single atom added to the subcritical size nucleus will result in a stable cluster.  It is 

then possible to estimate the number of such subcritical nuclei by using Maxwell-

Boltzmann statistics. Given a total number of atoms NT, the number of critical nuclei 

can be expressed as:   

N=NTexp (-∆G/ kBT)       [7.5] 

Given that the largest subcritical nucleus is surrounded by s atoms in the matrix, 

and that the frequency of lattice vibrations (in a solid), or positional jumps (in a gas or 

liquid) is ν�, then the frequency for which any of these can join the nucleus is:  

νj=sν exp (-∆Gd/kBT)        [7.6] 

with Gd being the free energy of diffusion across the nucleus/matrix interface and ν �� 

the molar volume of the nucleus.  This formulation allows one to include time in the 

nucleation equation, and hence the normalized homogeneous nucleation rate, Ihomo, can 

be deduced (Raghaven and Cohen, 1975):  

Ihomo=NTsν� exp[-(∆G+∆Gd)/kBT]     [7.7] 

 

2. Heterogeneous nucleation 

In this volume, the case of the formation of new phases on mineral surfaces is 

discussed in Chapter 3 (Luttge and Arvidson).  Nucleation on a surface, usually at 

defect sites and other regions where the energetics differ from the bulk matrix, is termed 

heterogeneous nucleation.  For the homogeneous nucleation rate discussed above we 
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can devise an analogous heterogeneous nucleation free energy diagram and nucleation 

rate.  Figure 3 shows the situation for nucleation at a grain boundary (Clemm and 

Fisher, 1955), and nucleation on a mineral surface in contact with supersaturated 

aqueous solutions.  These are two important cases for geochemical heterogeneous 

nucleation, with the former important for metamorphic systems, and the latter for 

aqueous systems. The key issue is that nucleus growth progressively removes boundary 

area at the interface of one grain with another. For nucleation from aqueous solution 

onto a surface, the analogous situation is removal of the surface-solution interface.  

Intuitively, nucleation in such cases is identical to homogeneous nucleation, except that 

it includes removal of an interface, and thus must lower the energy of the system more 

than a homogeneous nucleation event. Hence the energy barrier to nucleation must be 

reduced. 

 

Heterogeneous nucleation may result in different spatial distributions depending 

on the shape of the solid-liquid interface.  For a spherical or lens shaped interface, 

nucleation (and/or growth) will progress in three dimensions, while in the case of a disk 

shaped interface usually the height of the disc remains constant and two dimensional 

nucleation (and/or growth) takes place.  In general it is considered that one-dimensional 

nucleation does not exist in the realm of heterogeneous nucleation.  However, in the 

literature 1D nucleation is often invoked when dealing with polymerisation and it is 

described in terms of successive monomer addition. Below we discuss in more detail 

the case for heterogeneous nucleation on a planar surface and show how the nucleation 

rate can be derived based on geometrical and energetic considerations.  
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In Figure 3, R is the radius of curvature of the spherical/lens shaped surfaces of 

the nucleus, θ, is the included angle of the nucleus edge as controlled by surface 

tension, σαβ is the matrix/nucleus interfacial energy, and σαα is the grain boundary 

interfacial energy.   The volume and surface area of a lens-shaped nucleus are thus:  

V=2πR3(2-3cosθ+cos3θ)/3       [7.8a] 

 and  

S = 4πR2(1-cosθ)       [7.8b] 

respectively.   

We note here that the total interfacial energy, σαα = 2σαβ cosθ, and thus the free 

energy change on nucleation can be derived:  

∆Ghet=(2/3πR3∆g+2πR2σαβ)(2-3cosθ+cos3θ)    [7.9] 

From these equations it is then an easy step towards deriving the free energy of critical 

nucleus formation:  

∆G=8πσ3
αβ(2-3cosθ+cos3θ)/3(∆g)2     [7.10] 

In order to obtain the critical radius, r, we need to differentiate by R and thus obtain:   

r = -2σαβ(sinθ)∆g         [7.11a] 

and the critical free energy change:   

∆Ghet = ∆Ghomo (2-3cosθ+cos3θ)/2     [7.11b] 
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the latter obtained by substituting in the free energy for the homogeneous case. This 

shows that for small θ angles, and thus small interfacial energies, the heterogeneous free 

energy change is much smaller than the homogeneous case and the nucleating phase 

will “smear” out along the grain boundary.  For θ = 90o, the energy changes are the 

same, and we obtain spherical nuclei with lowest surface area in both nucleation 

models.   

For the aqueous interface model  (Figure 3 right), the same physical quantities can be 

substituted into the equations above with a slight variation.  Here there are three kinds 

of  interfaces, solid nucleus-liquid , substrate-liquid , and substrate-solid nucleus so the 

energy equations must include the interface area of the solid nucleus-substrate interface.  

We introduce slightly different designations here: R’ is the radius of the circle of 

substrate whereupon the new nucleus resides, and the interfacial energies for the three 

interfaces are σSL, σCL and σCS, respectively.  We need the area under the nucleus, 

which is π(R’)2, and must also note that the nucleus has half the volume and different 

surface area compared to the grain-boundary case.  As R’= R sinθ , �� can derive the 

analog of equation 7.9 as: 

 ∆Gaq-het= πR3/3 (2-3cosθ+cos3θ)∆g+2πR2(1-cosθ)σSL+πR2sin2θ σCS         [7.12] 

and by setting  ∂(∆G)/∂R=0 and evaluating as before, we get a critical nucleus: 

 r = -4(1-cosθ) σSL+ 2 sin2θ σCS  / (2-3cosθ+cos3θ) ∆g       [7.13] 

This expression indicates the trade off between the various interfacial energies for 

aqueous solution nucleation.  For example, in the case of strong hydrophobic 

interactions σSL may be significant and increase critical radii, so that precipitation is 
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surpressed.  For strong hydrophilic interactions, θ will tend to be small so that the 

critical radius approaches that for the grain boundary case. 

Alternatively, for the grain-boundary nucleation case we can write the critical 

free energy change in terms of its volume, V, which turns out to be: ∆Ghet = –(∆g)V/2 

(Raghavan and Cohen, 1975).  This in turn is independent of the number of grain 

boundaries being absorbed (e.g. double or triple junctions). To obtain a nucleation rate 

for a heterogeneous nucleation process, it is subsequently necessary to take account of 

possible nucleation site densities. Note that in the case of homogeneous nucleation the 

site density was always 100% because nucleation position was unrestricted. Thus, the 

nucleation rate can be derived as:  

Ihet =Σ Niσiν� exp[-(∆Gi + ∆Gd)/kBT]     [7.14] 

where Ni is the nucleation site density with respect to the critical nucleation energy ∆G.  

When we compare the rate for heterogeneous nucleation with the nucleation rate for a 

homogeneous process (equation [7.7]) we observe that the pre-exponential term, 

[Niσiν�] in equation [7.12] will be smaller than the equivalent term [NTsν� ��equation 

[7.7], due to the appearance of the interfacial energy term.  However, overall this will be 

offset by the much smaller nucleation barrier energy in a heterogeneous nucleation 

reaction. 

As we have seen above, an equilibrium CNT model lets us derive conditions for 

formation of nuclei and rates of formation, despite its neglect of atomistic processes and 

variations, such as the shape, density, and crystallinity of such nuclei.  CNT also 

neglects the fact that a small cluster will have more surface molecules than ‘bulk’ 

molecules on a volume –normalized basis and thus the difference in surface energy has 
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to be treated independently of the nucleus size.  In addition to the failings in the 

homogeneous case, our development of equilibrium heterogeneous nucleation neglects 

important aspects of realistic surfaces, such as steps and terraces, dislocations, and other 

causes of surface strain, and variations in interface energy, some of which were 

previously discussed in Chapter 3 (Luttge and Arvidson). Examples of CNT that treat 

these issues can be found in metallurgical and semiconductor applications (Chernov, 

1984; Tiller, 1991, 1992). Heterogeneous nucleation is affected by the periodicity of the 

nucleating phase and the substrate, and is generally enhanced by good registry such as 

in near perfect epitaxial relationships, a matter of extreme importance in the nucleation 

and growth of semiconductor thin films  (Venables et al., 1984), and a matter we return 

to below.  However, in cases of greatly dissimilar substrates and nucleating phases (i.e. 

organic nuclei on ionic substrates) molecular dipole effects and growth anisotropy 

appear to outweigh lattice matching (Sarma et al., 1997). 

B. Kinetic nucleation theory (KNT) 

In order to use an equilibrium CNT model to explain precipitation kinetics, we 

would require good estimates of the interfacial energies, the density of nucleation sites, 

and the free energy of critical nucleus formation.  While interfacial energies are 

relatively easy to obtain for bulk phases, this is problematic for small nuclei.  Even 

more of a problem is estimation of the free energy of nucleus formation. The one area 

where modern technology presents a solution is for the density, and even the topology, 

of nucleation sites (especially relevant for heterogeneous nucleation).  KNT provides a 

way around requiring good estimates of the free energy change on nucleation. An 

important aspect of the equilibrium CNT formulation is the absence of explicit 

treatment of backward reactions in determining the nucleation rate.  Once formed, the 
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critical nuclei are considered to be stable.  However, the critical size nuclei can also 

dissolve back into the matrix or solution.  Hence instead of only considering the rate at 

which nuclei form and reach stable sizes, a kinetic theory would include the rates of 

various nuclei dissolving. In the ideal conceptualization, by using KNT we can simply 

depend on interaction parameters for individual molecules to predict all of the necessary 

rate equation coefficients, and these parameters might ideally be estimated by the results 

of quantum mechanics calculations. 

KNT originated from the consideration of a chain reaction of clusters of varying 

size. A general formulation for KNT is  (Volmer, 1939; Toschev, 1973):  

idc
dt

= Dk−> i
k=1

M

∑ ck − Di−>k
k=1

M

∑ ci       [7.15],  

where i=1,2,3………M, and the first and second summations represent the formation 

and dissolution of clusters cn, of various sizes n, respectively.  The Dn operators 

represent the probability of an exchange occurring. This is a set of equations which is 

very bulky to handle, so we can simplify it by considering only “monomer” changes, 

i.e. clusters that change size by loss or gain of single elements (atoms or molecules).   

For example: 

 i −1
Di−1

+
⎯ → ⎯ ⎯ 

Di
−← ⎯ ⎯ ⎯ 

i
D i

+
⎯ → ⎯ ⎯ 

Di+1
−← ⎯ ⎯ ⎯ 

i +1           [7.16] 

Thus combining with equation [7.15] this leads to the formulation:   

dci

dt
= Di−1

+( ci−1 + Di+1
− ci+1)− Di

+( ci + Di
−ci),       [7.17]  
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where  i =2,3…….M-1, with ci = 0 when M=i, i.e., the largest clusters are continuously 

taken out of the system; Di
+ = Aiβ� and Di

− = Aiαi, where Ai is the surface area of the i-

sized cluster, and β� and αi are the numbers of atoms or molecules joining and leaving 

the cluster per unit time and surface area, respectively. It is useful to consider the ratio 

Di
+

Di
− = exp µ *−µi

RT
⎛ 
⎝ 
⎜ 

⎞ 
⎠ 
⎟ , where µ *−µi  is the difference in chemical potential between the 

critical nucleus and a given cluster as derived by Volmer (1939).  For spherical nuclei 

this can be shown to be equivalent to: 

 Di
+

Di
− = exp B

i*1/3 1−
i*

i
⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 

1/3⎡ 

⎣ 
⎢ 
⎢ 

⎤ 

⎦ 
⎥ 
⎥ 

⎧ 
⎨ 
⎪ 

⎩ ⎪ 

⎫ 
⎬ 
⎪ 

⎭ ⎪ 
       [7.18] 

where B =
2σν
RT

NA
1/3 4π

3ν
⎛ 
⎝ 
⎜ 

⎞ 
⎠ 
⎟ 

1/3

 with ν  being the molar volume of the formed nucleus, NA 

the Avogadro’s number, and σ the nucleus surface free energy. A plot of this equation 

(Fig. 4) calculated for water droplets shows that subcritical clusters can only reach the 

critical size by random fluctuations, rather than grow as might be intuited from 

equilibrium theory.   

The flux of clusters through a given size is:  

 Ji = Di−1
+ ci−1 − Di

−ci          [7.19].   

Substituting [7.19] into [7.17] produces  

 dci

dt
= Ji − Ji+1         [7.20],  
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which represents the rate of flux through a given cluster size.  In this terminology, the 

nucleation rate is equivalent to the flux Ji when the i values considered clusters at the 

critical cluster size. Two conditions are usually considered, the steady-state nucleation 

rate, i.e. the case where dci

dt
=0  (Becker and Doring, 1935) and there is continuous fixed 

flux of clusters through the various size regimes, and the equilibrium nucleation rate 

where there is no flux between cluster sizes.   

 

 1. Zeldovich-Frenkel formulation 

 Zeldovich (1943) and Frenkel (1955) developed equations analogous to [7.17] 

and [7.20], but taking i as a continuous variable. Using the principle of detailed balance 

(i.e. all elementary reactions must have equal forward and reverse rates at equilibrium) 

with the relation D+ (i)n(i) = D− (i +1)n(i +1), where n(i) is the equilibrium distribution 

function for all clusters i, the dissolution probabilities D-(i) can be eliminated from the 

equations.  This produces a set of partial differential equations for cluster size evolution 

in time, and instantaneous fluxes: 

 
dc(i,t )

dt
=

∂
∂i

D+ (i)n(i) ∂
∂i

c(i,t)
n(i)

⎡ 

⎣ ⎢ 
⎤ 

⎦ ⎥ 
⎧ 
⎨ 
⎩ 

⎫ 
⎬ 
⎭ 

           [7.21] 

 J(i, t) = −D+ (i)n(i) ∂
∂i

c(i,t)
n(i)

⎡ 

⎣ ⎢ 
⎤ 

⎦ ⎥                  [7.22] 

 

 At equilibrium the cluster sizes equal the equilibrium distribution function, 

c(i)=n(i), and it can be shown that:  
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         [7.23],  

where ∆Gi  is the Gibbs free energy change associated with the ith cluster formation, and 

N is the total number of clusters. For the steady state, one must integrate the partial 

differential equations over all values of i.  The resulting approximate solutions for the 

total fluxes yields   

 Jo=ND+Z exp (-∆G*/kBT)       [7.24],  

where Z, the Zeldovich factor, is approximately (∆G*/2πkBT)1/2 and is generally on the 

order of 0.05.  This factor effectively corrects equilibrium classical nucleation rates for 

steady state situations. In this case the cluster distribution can be calculated from the 

flux via integral equations of the form c(i)
n(i)

= J0
di

D+ (i)n(i)i

M

∫  and the steady state and 

equilibrium cluster distributions are shown in Figure 5.   For the equilibrium case we 

note that the critical clusters have the lowest concentration, which is in keeping with the 

experimental problem of observing a critical nucleus.  For the steady state the cluster 

size profile differs near the critical nucleus size, decreasing to half the equilibrium 

concentration at i*, and declining for larger cluster sizes. For heterogeneous nucleation, 

the expressions derived for homogeneous nucleation are often used, with adjustments 

made for the difference in Gibbs free energy for nucleation.  However the literature 

consensus seems to be that detailed kinetic theories for heterogeneous nucleation are 

generally much less accurate than the corresponding homogeneous theory (Wu, 1997), 

and tests of heterogeneous theory using measured surface energies show poor 

agreement with experiment (Marasli and Hunt, 1998).  
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 One other aspect of steady state nucleation is the concept of induction time, or 

time from the initial state until a steady state nucleation process has evolved.   This is 

the period needed for the system to reorganize itself and adopt the steady state 

condition.  A general expression for the induction time, τ, for homogeneous nucleation 

is:  

 τ = 0.7b3 RTσ 3ν 2NA

∆µ4D+ ,       [7.25] 

where b is a geometrical coefficient equal to 62/3π1/3 for spherical nuclei, ∆µ is the 

driving force for nucleation, and D+ is the diffusion coefficient for transfer of atoms to 

the nucleus.  For melts and solutions τ is proportional to the viscosity of the medium 

due to the D-1 dependence. In condensation from vapor, this time is sufficiently small as 

to be generally negligible, but such is not the case in liquids, glasses and solids.  For 

example, for water condensation from vapor at 300K τ= 3 x 10-8 s, but for nucleation of 

wollastonite from CaSiO3 glass at 1060K, τ is on the order of 104 s (Granasy et al., 

1998).  Hence, depending on the precise system being modeled, an assessment of the 

nucleation rate during the transient time may be crucial in understanding the 

experimentally measured nucleation rates. It is even possible that complete precipitation 

can occur before the steady state regime is reached, and hence nucleation rates can 

continuously change. 

 We have seen that a discrete cluster kinetic theory can be extended to a 

continuum partial differential equation formulation.  An atomistic version is also 

possible, but with limitations on the size of clusters that it can consider.  In our current 

vernacular, these treatments equate to molecular dynamics (MD) and kinetic Monte 

Carlo simulations (KMC).  In the MD approach (see Chapter 2 in this volume - 
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Kubicki) the system is defined by the starting positions and interatomic potentials, with 

an energy flux related to absolute temperature driving the operations.  In MD we can 

uncover the types of pathways that individual atoms make in producing nuclei whether 

adding to them or contributing to dissolution, and we can determine cluster statistics as 

a function of time.   This information allows us to consider how and where clusters are 

formed, and how surfaces (for example) affect cluster formation and growth.  Some 

simplification can be obtained by using transition state theory (TST) wherein we neglect 

molecular vibrations and just consider the specific diffusion events that characterize 

system reconfiguration.  This is much less general, but much faster in execution 

computationally.   

 In the KMC simulation we take into account the spatial aspects of the system 

and the relevant stochastics, without calculations of complex interatomic interactions.  

The relevancy of the approach depends on including enough microscopic processes to 

yield meaningful results and significant time saving.  But often this end requires much 

experimentation to determine what factors are of prime relevance (Ratsch and Venables, 

2003).  The current most intense use of these methods is in understanding and 

modelling thin film processes.   In semiconductor (integrated circuit) processing, it is 

crucial to understand how new layers are nucleated and grown so as to limit defects, 

produce uniform layer thicknesses, and eliminate unfavorable grain boundaries due to 

the coalescence of two-dimensional islands (nuclei). 
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 2. Density Functional Theory (DFT) approach 

 Although DFT methods are frequently used for electronic structure calculations 

where the electron density of a system is treated (see Chapter 2, Kubicki), on a larger 

physical scale such as whole atoms or molecules they are important in modelling phase 

transformations that occur with a diffuse interface.  Examples are growth of 

compositional fluctuations in a solid solution (e.g. spinodal decomposition, Cahn and 

Hilliard (1958); Cahn (1962, 1966)), and diffuse nucleation in glasses (e.g. Granasy et 

al., 1998).  For such cases the nature of the interface between matrix and nucleus is not 

defined, the systems are generally far from equilibrium, and classical methods cannot be 

applied.  

In the DFT approach used in these cases one replaces the atomic or molecular 

nature of a system with chemical density variation over a continuous medium.  One 

then formulates the free energy of this system as a functional containing local and 

nonlocal contributions.  The approximate equation derived by Cahn and Hilliard (1958) 

for a cubic solid solution is: 

           [7.26] 

where f (c) is the local free energy per unit volume, and the second term is the gradient 

energy, H, that drives the transformation, with H being an approximation of the 

intramolecular potential, both being functions of the composition, c.  Minimizing this 

integral equation yields the overall density fluctuations in the solution that are most 

stable.   For solid solutions this approach predicts critical nuclei that have finite size and 

an infinitely sharp interface at equilibrium phase boundaries (e.g. crystal/melt) as in 

CNT, but have infinite size and a completely diffuse interface at the spinodal.  This is in 
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keeping with a process that is occurring far from equilibrium, and the usual form of 

spinodal decomposition is periodic compositional fluctuations, contrasting with random 

CNT-type nucleation (deFontaine, 1975).  The growth of these fluctuations is diffusion 

controlled, based on the local compositional gradients. Annealing of spinodal 

fluctuations eventually gives rise to coarsening and phase separation, and the 

appearance of exsolution structures in solid solutions (Yund et al., 1974; Zhu et al., 

1999).   

Talanquer and Oxtoby (1994) developed a DFT approach for heterogeneous 

nucleation of droplets with sharp interfaces and compared this with a CNT estimate of 

nucleation rate.  They found that for conditions far from the equilibrium phase 

boundary, CNT failed drastically, again suggesting the need for a non-classical 

approach to nucleation at disequilibrium conditions. 

 

3. A statistical-empirical approach: Crystal Size Distribution (CSD) analysis 

From a practical standpoint, we can ask whether we have appropriate 

experimental information to use any of these theories to allow ab initio prediction of 

nucleation in geochemical systems.  In order to describe nucleation rates over wide 

conditions for a specific system we would require, above all, good estimates of the 

interfacial energies, the density of nucleation sites, and the free energy of critical 

nucleus formation. This is extremely difficult to do (Kelton and Greer, 1988; 

Kirkpatrick, 1981), for geological systems, and thus nucleation models have been 

generally treated as empirical fits to the derived mathematical equation form and 

dimension. However, more recently it has become possible to model interfacial energies 
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and surface energies (i.e., for surfaces in vacuum) fairly accurately with quantum 

calculations (Henry, 2003; Bandura et al., 2004).  

Regardless of whether we can ever expect to calculate all the parameters we 

need for the highest-level theoretical approaches, knowledge of the physical theory 

gives insight into the processes involved and ultimately such atomistic/cluster 

approaches ought to be applicable to any type of system. 

 Another approach that treats nucleation and growth kinetics in a statistical 

manner and allows kinetic parameters to be estimated without the need for accurate 

interface energies is crystal size distribution (CSD) analysis (Randolph and Larson, 

1971). In this approach the distribution of observed crystallite sizes in a sample is 

measured from thin sections or other petrological/materials sampling to produce a 

population number density profile which is the numbers of crystals of a given size, 

n(LCSD),  divided by the size interval, LCSD.  Analysis of this profile is a useful statistical 

description of, e.g. an igneous crystallization system in a magma chamber, or of 

sedimentation structures, but can be greatly extended with mathematical analysis 

(Randolph and Larson, 1971; Marsh, 1988). The information in the n(LCSD) vs. LCSD 

profile, as a snapshot of the system in time, is combined with “conservation” 

differential equations which  tie together the change in integrated growth volume with 

the input and output flux of crystal volume when the system was operating.  By using 

assumptions of various conditions in the system (e.g. flux of crystal mass in = flux out, 

or growth independent of size, etc), it is possible with such boundary conditions to 

evaluate the equations to yield estimates of nucleation and growth rates.  Further, the 

moments of the crystal distribution can be evaluated to yield the most important sizes, 

masses or lengths of the crystal population, and these, in turn, can be used to extract 
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estimates of nucleation density and other physical attributes (Cashman and Marsh, 

1988).  CSD analysis appears to be useful because certain reasonable but simplifying 

assumptions can be made in the analysis, and crystallites once formed appear to have 

constant growth rates. 

 

III. Growth processes  

A. Classical growth theory 

As CNT assumed monomer attachment to a growing critical nucleus, classical 

crystal growth theories assume atom-by-atom or molecule-by-molecule attachment to a 

growing surface. However the nature of these attachments are rooted in the precise 

description of the growth surface.   Growth in the general case is often presented as an 

ideal type of epitaxial process, i.e. nucleation occurs with proper registry of new species 

to the existing atoms on a surface.   Nucleation here is somewhat different than in the 

case of heterogeneous nucleation discussed previously, as the system is supercritical, 

layers rather than some finite cluster volume are being formed, and direct chemical 

binding of the new atoms occurs at the interface. Classical theory often begins with the 

assumption that growth is occurring under a supersaturated condition, so that the system 

is not close to equilibrium.  Hence we start with that case.   

The most common growth model is Frank-Van der Merwe growth, also know as 

“layer-by-layer” growth.  In this model (Fig. 6) a layer of atoms is started and 
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completed before another layer starts to grow.  The model assumes that attachment of 

atoms to the edge of a growing layer is far more likely than attachment to the top of the 

layer, i.e. new nucleation, and hence the latter rarely occurs.   

The simplest energetic interpretation is that the atom attaching to the growth 

layer edge makes two or more bonds while one connecting to the top surface makes 

only one, and hence reduces the interfacial energy by much more.   In a kinetic 

interpretation the atom attached to the top of the surface will diffuse quickly until it 

encounters a new layer edge, and, now having two bonds, thereafter will have a much 

lower probability of moving back to the surface.  Similarly, an atom bonded to the edge 

of the surface layer may diffuse along the edge until it can find additional bonding 

opportunities at “kink” sites (see also Fig. 7 and 8 in Chapter 3 - Luttge and Arvidson).   

The direct opposite to this type of growth is the Volmer-Weber type (Fig. 6), 

where nucleation of islands is favored over extended growth at layer edges.  This can 

occur if the new precipitating species have a tendency to cluster, i.e. the new atoms 

bond more strongly with one another than to the surface, or if diffusive processes slow 

layer growth until new surface nucleation far exceeds it (resulting in increased nuclei 

density).  The net effect is that layers are filled in as islands are nucleated and merge.  

Finally there is a mixed alternative, known as Stranski-Krastonov growth, where growth 

is initiated as a layer-by-layer mode but shifts to an island mode.   

Using these types of surface features in what is called the solid-on-solid  (SOS) 

model, a kinetic equation can be generated that describes the rate of change in 
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occupation of surface sites in any incomplete surface (growth) layer (Weeks and 

Gilmer, 1979):  

dCn(t)
dT

= k+[Cn−1(t) − Cn(t)]− k(n, t)[Cn (t)− Cn+1(t)]       [7.27] 

Here the Cn(t) are the occupations of the nth layer parallel to the surface, k+ is the 

deposition rate of atoms or molecules on the surface, and k- is the effective evaporation 

or desorption rate:   

          [7.28],  

where m is the number of adjacent layer neighbors, fn;m (t) is the fraction of surface 

atoms in layer n with m neighbors, ν d is the desorption rate for an isolated surface 

atom, β  is 1/kBT, and Φ  is the chemical potential change on desorption.  Equation 

[7.28] shows that the desorption rate is reduced as the number of atom neighbors 

increase, reflecting bonding with these atoms.  With these expressions the growth rate, 

RSOS, for the surface is now:  

        [7.29],  

i.e., the difference between deposition processes and desorption processes, respectively, 

for all surface layers.  Using Monte Carlo methods, equation [7.29] can be used to 

generate a model surface.  For example, taking T constant and time interval t where 

25% of a surface layer has formed, the atomic arrangement for two different values of 
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β∆µ are shown in Figure 7. For large ������, the desorption rate is low for isolated 

surface atoms and small islands saturate the surface, whereas for small β∆µ the 

desorption rate is high and only atoms associated with already nucleated layers persist.  

This approach is extremely basic, including no anisotropy in the surface (i.e. the system 

is rigorously cubic in symmetry), and making implicit assumptions about how atoms 

can diffuse (viz. only along layer surfaces).  However it is not a poor assumption at high 

driving force, i.e., high supersaturations or low temperatures.    

To improve the model we need to extend the applicability to cases near 

equilibrium at low driving force.   One such theory is that of Weeks et al. (1976), called 

the “two-rate” model.  In this model steady state growth is assumed, i.e. the surface 

condition at some time t is closely similar to that observed at a later time t+γ, where γ is 

the mean time required to deposit a monolayer of atoms.  Hence each layer in the 

surface behaves essentially similarly with time, and a given upper layer looks like a 

buried one after the appropriate dwell period.  For this model two rates for desorption 

are used, a fast one for layers that are less than half populated, and a slow one for layers 

that are more than half populated.  This considers, in a very simple way, the effect of 

higher numbers of nearest neighbors on the desorption rate.   

Rather than show the derivation of this model here, we just quote the resultant 

average growth rate:  

R =
+k( )− eq

2k
−

k + +k
        [7.30],  
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where 
_
k =(kslow+kfast)/2 , and keq=(kslow+kfast)1/2.  By adding the mean probability, C, that 

a surface atom can find a neighboring occupied atomic site into this expression, one 

obtains the growth rate:  

       [7.31],  

where ε = 2(1-2C). This is plotted (solid lines) for a range of β∆µ values in Figure 8, 

and compared to the Wilson-Frenkel (WF) rate, which fixes the desorption rate to that 

of the bulk crystal phase at equilibrium.  This theory agrees fairly well with MC 

simulations (circles) of growth rates at higher temperatures and high deposition rates for 

simple systems (Weeks et al., 1976). Another type of Monte Carlo growth simulation 

also agrees well with this type of kinetic approach (Jiang and Ebner, 1989). 

 

1. Effects of screw dislocations on growth.   

The models discussed above generally produce rather slower kinetics compared 

to what is commonly observed in natural systems.  This is due in large part to the 

presence of growth defects in real systems that make it easier or unnecessary to nucleate 

a new growth layer.  The most important case is that of screw dislocations, first 

described by Frank (1949) and Burton et al (1951).  Figure 9 shows the development of 

a spiral growth pattern about a screw dislocation.   

MC calculations of growth rates from the SOS model on a perfect crystal and a 

spiral growth model are shown in Figure 10.  In the plot, L/kBT is a measure of atom-

atom binding force, L, versus available energy, kBT. For lower binding energies there is 
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little difference between the two growth rates, but divergence is notable with increasing 

binding energy.  One can see that at sufficiently low temperatures, layer-by layer 

growth is quenched relative to spiral growth.  The effects of variation in the 2D 

nucleation of layers and evaporation rate have been considered explicitly by Weeks and 

Gilmer (1979).  More details on this type of growth are available in Chapter 3 (Luttge 

and Arvidson).  

 

2. Molecular models.   

The models described so far do not consider the molecular basis of growth 

explicitly, and to practically consider the effects of impurity incorporation and the 

broader range of defects and surface processes a truly molecular model is required.   

Paquette and Reeder (1995) developed one such molecular model for impurity 

incorporation in calcite largely based on the concept of the periodic bond chain (PBC) 

model of Hartman and Perdok (1955).  In this model crystal growth is favored by 

attachment of new species along the directions of the strongest PBCs.  Hence analysis 

of the nature of the PBCs allows prediction of growth rates and habits.   For impurity 

incorporation, the PBCs allow description of the kink sites where attachment of new 

species occurs, and it also identifies non-equivalent kink sites within the same growth 

layer (Fig. 11).  Such inequivalent sites display different binding energies for particular 

impurities, forcing these species to segregate in a particular manner, which in turn could 

be conducive to particular zonation effects. 

A related model discussed by Pina et al. (1998) for the aqueous growth of barite 

considers the underlying atomic structure of the growth surface also with reference to 
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PCBs, and the specific energetics of atomic attachment. AFM observations show that at 

high supersaturations nucleation on the barite (100) surface is initiated at a screw 

dislocation, but does not proceed classically.  Rather the growth spiral is extremely tight 

resulting in a hillock near the dislocation core with anisotropic lateral layer spreading.  

The disruption in the spiral mechanism is caused by the strong growth anisotropy, 

which is created by differing attachment energies for Ba and SO4 units at particular 

positions on the growth layer.  Effectively, growth dominates along a single direction 

having a specific polar orientation and hence lower symmetry than would be expected 

from any more classical growth model.   

 

3. Solid solutions.   

 Crystal growth from solutions with mixed ions can produce markedly zoned 

crystals, but growth mechanisms and kinetics have been little treated. The main 

complication is that the degree of supersaturation of the solution phase, and thus the 

driving force for crystallization, is a function of the composition of the crystallizing 

solid phase.  Pina et al (2004) suggested a formulation for the supersaturation of barite-

celestite solid solutions that illustrates the issues.  Figure 12 shows a plot of 

supersaturation, δ, in this system as a function of barite fraction in the precipitated solid 

solution.  The solution compositions are: (1) [Ba]=1µmol/l, [Sr]=[SO4]=3000 µmol/l; 

(2) [Ba]=1 µmol/l, [Sr]=[SO4]=2000 µmol/l; (3) [Ba]=1 µmol/l, [Sr]=[SO4]=1100 

µmol/l.  The bold solid line is the observed delineation between two-dimensional layer 

nucleation and growth at higher supersaturations, and spiral growth about dislocation 

cores.  As growth continues the solution changes composition and the solid solution 
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composition having greatest supersaturation also varies, which can lead to a continuous 

change in the precipitate composition.  A further consequence of these compositional 

dependences is that a change in growth mechanism can occur at a specific composition 

of the solid solution.  Figure 13 shows the growth rates as a function of composition for 

one of the solutions (#1) shown in Figure 12. Both growth rates calculated for layer 

growth (solid) and spiral growth (dashed) using classical rate formulations (Ohara and 

Reid, 1973) are shown.  Layer growth is faster at compositions below 0.766 % barite, 

but slower at higher barite fraction where spiral growth takes over.   

 

4. Growth kinetics as measured by volume transformations.   

For certain types of systems, especially solid-state transformations in metals, 

semiconductors and metamorphic rocks, use of layer, i.e. interface, growth rates is 

inconvenient.  In these cases growth is often modeled by the rate of volume converted 

into a new phase.  Such models are semi-empirical and consist mainly in the way in 

which certain types of grain growth will fill three-dimensional space as recrystallization 

or phase transformation proceeds.   An example is the approach taken by Johnson and 

Mehl (1939), and Avrami (1941) for spherical grains and the impingement of 

transformed regions affecting the rate dependence.  For empirical treatments, the 

volume fraction transformed, αΑ, is given by: 

αΑ = 1- exp[-(kt)n]        [7.32],  

where k is the first-order reaction rate constant, and n is the time exponent.  Johnson 

and Mehl (1939) assume that the nucleation rate and the growth rate are independent of 
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time and the amount of volume transformed, and that nucleation is random in position.  

This yields the formulation:  

αΑ = 1-exp(-1/3πIU3t4)       [7.33],  

with I being the nucleation rate and U the growth rate of individual grains, and α plots 

as a sigmoid with time (Fig. 14).   

If we assume that nucleation is unlimited in position and speed, this reduces to the 

Avrami relation:  

αΑ = 1-exp(-1/3πNνU3t3)       [7.34],  

with Nν being the nucleation sites per unit volume.  It is popular to use the exponent in 

the Avrami equation to determine the nature of the growing crystallites, whether plates, 

discs, rods and so forth (i.e. a smaller exponent leads progressively to plate then rod 

growth; for an example of such an approach see later in the example in IV: Aggregation 

processes; section D).  However, it should be noted that this approach sometimes is of 

questionable validity unless only very small degrees of transformation occur (Price, 

1965; Castro et al., 1999). Moreover, these kinds of empirical equations do not address 

nonisovolumetric changes during the transformations, and this in turn will lead to errors 

in their application if not considered.  

 

5. Growth Morphologies.    

The near-equilibrium geometry of a growing crystal can be shown to be 

controlled by the relative interface energies of its bounding faces (Wulff, 1901; Herring, 
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1951).  This is based on the assumptions that the overall surface energy of the crystal 

has to be a minimum but the surface must consist of flat facets.  As impurities in the 

growth solution can change the interaction energies of surfaces, this model 

demonstrates why such impurities can lead to changes in crystal habit—i.e. the relative 

importance of the main set of surface facets.  Kinetic factors can have large effects on 

this direct equilibrium picture. Impurity sorbants can interfere with addition of new 

species to a growth step, hence poisoning the growth (Van Enckevort et al. 1996; 

Kubota and Mullin, 1995).  Impurities can also affect growth of secondary phases by 

influencing nucleation kinetics (Liu et al., 1997). In growth from a melt or aqueous 

solution the interface structure is also highly dependent on diffusion of species to the 

interface.   For example, dendritic growth occurs when the tip of a growing crystallite 

exceeds the diffusion rate in the solution or melt.  Growth is therefore retarded in 

certain directions until the diffusing species “catch up”, resulting in a dendritic pattern 

(Fig. 15).  Thermal effects relating to the dissipation of the heat of crystallization can 

also produce dendritic growth.  Skeletal or “hopper” crystals result both from very rapid 

growth in particular directions, as may be assisted by screw dislocations, or from severe 

diffusion limitations.   

 

B. (Nucleation and) Growth far from equilibrium  

Growth characteristics may be markedly different at high supersaturation and 

driving force.   We have already mentioned how dendritic growth can occur if a high 

driving force causes growth to exceed diffusion through a growth medium.  This type of 

growth is actually an extreme case of diffusion-limited-colloid-aggregation (DLCA – 



Nucleation, growth and aggregation – L.G. Benning & G. A. Waychunas 

-32- 

see below) at the molecular level (Bunde and Havlin, 1991).  But less obvious situations 

ensue from annealing of solid solutions well below the liquidus, creating the density 

fluctuations noted above in Cahn and Hilliard’s (1958) pioneering work on spinodal 

decomposition and applied density functional theory.  Several other cases are important 

to consider:  the growth of metastable phases and the Ostwald Step Rule, aggregation 

type growth processes, and other types of dissipative processes.   

 

1. Metastable Phases and the Ostwald Step Rule 

In all discussions above, we have considered that the nuclei that form during 

crystal growth are of the same phase (i.e. structure) as the equilibrium bulk phase.  

However, in reality the first crystallites that form may be limited kinetically to those 

that are most readily nucleated. This is most easily seen in polymorphic phase 

transformations where the initial nuclei are thought to be those with the lowest surface 

energies, despite their being absent on the equilibrium phase diagram at the (P, T, x) 

conditions of formation.  The TiO2 system affords an excellent example.  In Figure 16  

(Ranade et al., 2002) the enthalpies of the TiO2 polymorphs are shown as a function of 

specific surface area (i.e., inverse size regime).  This suggests that the structure of the 

first formed nuclei would be that of anatase, which would become metastable with 

respect to the brookite structure at larger sizes, and then with respect to rutile at largest 

sizes.   Fast growth would thus favor the creation and likely persistence of anatase, 

while slow growth would give time for transformations into the appropriate stable 

polymorphs.   
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Other systems where a metastable phase is first observed to form include 

disordered dolomite prior to ordered dolomite (Navrotsky, 1999), vaterite or aragonite 

prior to calcite, and a silica derivative prior to cordierite (Carpenter et al., 1983).   Such 

observations support the Ostwald step rule, or the notion that the earliest formed phases 

may be the ones most easily nucleated rather than the most stable (Navrotsky, 2004).  

Interestingly, both kinetic and thermodynamic arguments support this “rule”.  The 

kinetic analog of the surface energy argument is that structures similar to their host 

matrix or solution may form faster than a markedly variant structure stable phase.   

2. Oriented aggregation as a variation on classical growth method. 

There have been both conjectures and observations that crystal growth on the 

nanoscale may occur not by the buildup of structures layer by layer, but by the 

aggregation of clusters that assemble with proper crystallographic orientations.  This 

oriented aggregation (OA) would be decidedly nonclassical inasmuch as the free energy 

of cluster attachments, probability of attachment and geometric reorientations would 

need to be considered as a function of impingement trajectory.  Hence this type of 

growth would be intermediate between aggregation “growth” (see section below) and 

classical approaches.   

Direct evidence for OA has been acquired with TEM imaging of anatase (Penn 

and Banfield, 1999) and sphalerite (Huang et al., 2003) where small assemblies of 

oriented nano-scale crystallites are clearly observed.  Nanogoethite particles on the 50 

nm scale also appear to be formed from assembly of 5 nm particles under certain 

synthesis conditions (Waychunas et al., 2005).  Such assemblies are difficult to explain 
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by standard growth or coarsening mechanisms, yet detailed treatment of OA phenomena 

appear to be neglected in the literature.  Changes in the kinetics of crystal growth that 

could occur due to OA might best be referenced to a kinetic nucleation model.  Instead 

of nuclei growing to the critical size by addition of monomer units, they could reach this 

stage in a single step from the subcritical size via an OA mechanism.  However further 

assembly may be limited by geometric conditions, e.g. at some small subcritical size 

any face of a growing unit might be attachable to a similar unit, but once some 

attachments are made the number of regular attachment surfaces would be decreased.  

This reasoning suggest that OA may be an important process in a particular size regime, 

and also that growth kinetics may vary markedly with size even with all other factor 

equal.  OA may also turn out to be important only for supercritical nuclei, ostensibly 

because these would tend to be stable long enough for aggregation to occur while 

subcritical nuclei have a more fleeting lifetime.  

   

3. Other Dissipative Processes 

At conditions far from equilibrium a system may transform via quite complex stages 

including large exchanges of matter and energy with the surroundings, high entropy 

production, or unusual types of organization, possibly highly chaotic. Although it may 

be kinetically stable for some time period, i.e. in a stationary state, such systems can 

change suddenly and dramatically as they dissipate excess energy and gain entropy (see 

also Chapter 1 – Brantley and Conrad).  The concept of dissipative systems (DS), was 

originated by Prigogine (1961), and a large body of work describing biological, 
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chemical and physical DS has followed his groundbreaking ideas (see e.g. Nicolis and 

Progogine, 1977).  In geochemical systems there are numerous examples of DS, 

including oscillatory zonation in crystals, flow-driven reaction fronts, Liesegang 

banding (see also Chapter 11 Steefel), reaction-driven advection, and reactions featuring 

instability, feedback and bifurcation.  Our only example above of such a system was 

that of spinodal decomposition treated by finite DFT methods, but aggregation 

processes, reactions that include an autocatalytic step (such as pyrite oxidation), and 

many types of biogeochemical precipitation processes may only be treatable as DS via 

non-equilibrium thermodynamic methodology (see, for example, Katchalsky and 

Curran, 1965; Trivedi et al., 2002). We mention this here as a reminder that natural 

growth processes in general are not close to equilibrium, and hence growth formulations 

that assume such can lead to misleading results.  

 

IV.  Aggregation processes 

As we mentioned above, following nucleation, the newly formed particles can 

either grow to larger units and/or become more crystalline.  Naturally, due to 

interparticle forces (both attractive and repulsive), the individual nuclei can grow by 

aggregation of smaller units.  The aggregation of colloidal particles is prevalent in most 

natural environments and occurs in all physical, chemical and biological systems. 

Overall, aggregation is considered a non-equilibrium process that dominates when 

larger particles form from smaller ones and the structure of colloidal aggregates is 

believed to be scale invariant (Weitz et al., 1984) thus allowing for a new dimension to 
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be introduced; the fractal dimension (see e.g., Mandelbrot, 1975 and below). This in 

turn, permits a more detailed study of aggregation processes via their physical 

relationships that link cluster structures to aggregation kinetics. In order to understand 

aggregation, first we need to remind ourselves of the various forces of attraction and 

repulsion between individual particles: covalent, electrostatic, dipole-charge and dipole, 

dipole as well as van der Waals and hydrophobic. A detailed description of these forces 

and their magnitude and range of action is outside the scope of this chapter but average 

values and examples can be found in Israelachvili (1992) and Waychunas (2001). 

  

A. Aggregation regimes: DLCA and RLCA 

Similar to the theories that define the reactions during nucleation and growth, a 

whole series of theoretical and experimental approaches have been developed with the 

goal to quantify the mechanisms and kinetics of aggregation. Aggregation of 

monodispersed colloids will provide a specific cluster mass distribution (CMD) due to 

the fact that the aggregation pathway of the particles is random and this will result in 

different aggregate sizes. For charge stabilized colloids, usually the Derjaguin-Landau-

Verwey-Overbeek (DVLO) model is invoked but the essential characteristics are 

applicable to all types of colloids.  Overall the repulsive forces between particles are 

dependent on the repulsive energy barrier between two particles that are approaching. 

When this barrier is still several kBT (kB  = Boltzmann’s constant and T = absolute 

temperature) the particles will be unable to stick to each other and thus they will repulse 

each other, despite the drive from the diffusion motion.  Therefore, in such a system the 

particles will be stable and not aggregate. When this barrier is reduced aggregation can 
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occur. When the energy barrier is smaller than kBT and two particles collide, each 

collision will lead to the two particles sticking to each other (sticking probability = 1) 

and thus very rapid aggregation will occur. This process is subsequently only limited by 

the rate of the diffusion-induced collision efficiency and thus the resulting aggregation 

process is called diffusion-limited colloid aggregation (DLCA). DLCA is more rapid 

and every collision results in the formation of a new cluster with a relatively open 

structure.  On the other hand if the energy barrier is equal or larger than kBT, the number 

of collisions that will lead to sticking between particles is larger and the aggregation 

rate is limited by the probability of these collisions to overcome the repulsive barrier.  

This process can be expressed as a power law with: 

P ~ exp(-Eb/ kBT)        [7.35] 

with P being the probability of collision and Eb, the energy barrier.  Such a process is 

much slower and thus is governed by the speed of reaction and is termed reaction-

limited colloid aggregation (RLCA). RLCA is slower and only a small fraction of all 

collisions leads to the formation of a new aggregate.  In addition due to the lower 

sticking probability in a RLCA process relatively denser aggregates form.  

In both cases once clusters are formed they continue to diffuse, collide and 

aggregate and thus both regimes are also examples of cluster-cluster aggregation.  

Noteworthy, is that once particles or clusters collide and stick, the aggregation is an 

irreversible process (Lin et al 1990). Both regimes are characterized by a limited fractal 

dimensionalities (see below), specific shapes and cluster mass distributions (CMD) as 

well as kinetic rates. For many systems there will be an intermediate regime where the 

two models overlap but overall, the physical, chemical and mathematical concepts that 
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support the two models are sufficiently well defined to describe the full range of kinetic 

processes linked to colloid aggregation (Lin et al., 1990).  

Diffusion-limited aggregation was first mathematically described by Witten and 

Sander (1981) as a model in which a particle is added one at a time to a growing cluster.  

Such a single particle addition model invariably leads to a power law relationship 

between the number of individual particles and the dimensionality of the resulting 

cluster. In this case, diffusion is the movement of particles due to temperature 

fluctuations as seen in Brownian motion and this process can be simulated on a 

computer as a random walk. An aggregate is defined as a collection of particles that are 

connected together and the process is termed diffusion-limited when the aggregate 

increased in size by one particle at a time rather than by bunches (Witten and Sander, 

1981). This is occurring because the density of particles is low and thus the particles do 

not come into contact with each other before reaching the aggregate. The forces 

between the particles can be either weak or strong. For particles that carry electrical 

charge (ions), these forces are typically much stronger and thus building an aggregate is 

energetically favorable. It thus follows that overall, aggregates are the preferred state 

compared to individual ions or single particles.  

In some cases when aggregates become well ordered, they form crystals. The 

ordering force is dependent on the shape and charge of the ions, and (almost) always for 

a distinct set of ions such a process leads to the same final shape (e.g., NaCl typically 

forms a cube). If no electrical charge exists, the forces are much weaker and thus, 

usually particles will stick to each other but at distinct opportunities they will separate 

and move around again. If this process does not lead to an ordering in the electrical field 

of the charged particles, the aggregates have no distinct shape and each aggregate that 
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forms will be unique and thus such aggregates are very loose or poorly defined (e.g., 

Ferrihydrite). 

A theoretical basis that takes into account diffusion, Brownian motion and 

aggregation and links them to the cluster mass distribution (CMD) was developed by 

Smolochowski (1916) who derived a model for the time dependent changes (rates) in 

the CMD through a statistical approach.  His approach takes into consideration the 

characterization of a reaction kernel (reaction core), ki,j, and the aggregation rate of two 

particles/clusters of different masses. Aggregation modelling began with the 

development of three main computer simulation approaches: (a) the ballistic deposition 

model by Vold (1959, 1963), the ballistic cluster-cluster aggregation model by 

Sutherland (1967) and the surface growth model by Eden (1961). Due to the restricted 

capability of computer resources at the time these models were rather simple and used 

only a limited number of units (i.e., particles). In the last 10-15 years however, 

advances in our understanding of the physics and mathematics of aggregation, new 

experimental approaches that can deliver more accurate aggregation parameters and the 

increase in computer speed has allowed these models to be vastly refined and this has 

lead to the development of more complex concepts that include the fractal geometries 

(i.e., Mandelbrot, 1967, 1983; Witten and Sander, 1981; Meakin, 1983). 

 For most aggregation processes, the relationship between the number of clusters 

N, and the cluster mass, M, can be expressed as (see also Vicsek and Family, 1984): 

N(M) = Mn
-2 ψ (M/Mn)      [7.36] 

where Mn is a function of the time elapsed since the initial aggregation process started 

and ψ is a time independent scaling factor that reflects the shape of the cluster mass 
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distribution. The cluster-mass distribution can be expressed as a power law dependent 

expression with an exponential cutoff: 

N(M) = AM-ζ exp (- M/Mc)      [7.37] 

where the value of ζ is a function of the kernel shape and A is dependent on the 

relationship between the total mass of particles and the number of primary colloidal 

particles.  For RLCA, Ball et al. (1987) determined a theoretical scaling factor for each 

kernels and derived a value for ζ of 1.5. However other theoretical studies suggested 

values for ζ of 2 (Meakin and Family, 1987). 

A recent very elegant approach by Sandkühler et al. (2005) connected the 

numerical solution for CMD in the Smoluchowski equation (Smoluchowski, 1916) with 

experimentally measured angle dependent hydrodynamic radii of the colloids (from 

dynamic light scattering) in order to model the link between DCLA and RCLA kinetics 

in colloidal dispersions. Sandkühler et al. (2005) showed that an aggregation rate that 

accurately described both DLCA and RLCA processes is a simple function that can be 

expressed as: 

Ki,j = KBW-1BijPij       [7.38] 

where Ki,j  is the rate constant  that determines the coalescing of particles of size i and j, 

Bij expresses the size dependence of the diffusion coefficient for these particles and Pij 

accounts for any matrix effects.  Furthermore, KB accounts for the diffusive Brownian 

motion of the particles and is equal to 8kBT/3η (kB = Boltzmann constant, T = absolute 

temperature; η = dynamic viscosity constant).  The parameter W is a stability ratio that 

accounts for the interactions between the primary particles and is equal to the ratio 
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between KB and Kda, which is the aggregation rate of particles that are partially 

destabilized during aggregation. This rate is usually smaller than KB. A fair 

approximation of W can be calculated from the DVLO theory but preferentially it 

should be determined directly from experimental data (i.e., scattering or spectroscopy). 

For both aggregation regimes stringent analytical solutions have been 

formulated and additional details on the mathematical derivation of the aggregation 

equations as well as many examples based on computational and mixed experimental 

and theoretical cases can be found in Witten and Sander (1981), Ball et al. (1987), 

Barabasi and Stanley (1995), Everett (1988), Pfeifer and Obert (1989), Lin et al. 1990, 

Meakin (1998), and Sandkühler et al (2005) and references therein. 

 

B. Fractals  

In the stochastic characterization of aggregation the fractal dimension is an 

indispensable but difficult to calculate/quantify concept. The word fractal is derived 

from the Latin “fractus” meaning “broken or uneven” and a fractal stands for “any of 

various extremely irregular curves or shapes for which any suitably chosen part is 

similar in shape to a given larger or smaller part when magnified or reduced to the same 

size” (Websters On-line Dictionary). Basically, a fractal is any pattern that reveals 

greater complexity as it is enlarged and is made of parts that are in some way similar to 

the whole (self-similarity principle, Mandelbrot, 1967; Nicolis and Prigogine, 1977; 

Whitesides and Grzybowski, 2002; Lehn, 2002)  
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Fractals were first described mathematically by Mandelbrot (1975, 1983) and a 

classical example of a Mandelbrot fractal shape is shown in Figure 17a. Additional 

examples of fractals in nature are ammonite sutures, tree branches, coast lines rivers, 

sand dunes, ice crystals etc. (Fig. 17 a-f, see also Fig. 1a).   

The classical example used to describe fractals is the ‘coastline’. If we want to 

know “how long a coastline is” a reasonable approach would be to go and measure the 

length of the coast with some kind of geometric device (i.e., a ruler). However, 

obviously, as you decrease the size of the measuring device the length that you have to 

measure becomes greater, yet as you get closer and closer (better accuracy) the length of 

the coastline increases without limit, thus, showing us its fractal nature. The ‘coastline’ 

is the classical example of a self-similar fractal.  Its length, is a function of the size of 

the ruler, and follows a power law (Mandelbrot, 1967). A 2-dimensional DLCA 

aggregation model can serve as an example (Fig. 18) because it shows the same density 

gradient distribution at any length scale. The fractal theory was further developed in the 

last 3 decades in order to achieve a better characterization of different phenomena in 

physics, chemistry, biology, medicine. 

In order to quantify fractals we need to understand the notion of a fractal 

dimension. Classical geometry tells us that objects have integer dimensions: a point has 

no dimensions, a line has 1 dimension (only infinite length), a plane has 2 dimensions 

(length and width) and a cube or a sphere have 3 dimensions (length, width and height).  

However, due to the self-similarity concept, fractals have a fractional (or fractal) 

dimension, Df, which usually lies between 1.4 and 3.  

The fractal construct in Figure 18b is a Vicsek fractal (Vicsek, 1992; Beelen et 

al., 1997), which is constructed by the endless addition of the same figure to the corner 
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points of the original construct.  This addition results in a 3-fold increase in the size of 

the construct, Rf.  

However, the number of points (or particles), N, in the fractal is increasing only 

five-fold (instead of the expected 9-fold increase as Euclidian geometry would dictate) 

and this leads to a relationship between N and Rf  that follows a power law N ~ Rf
Df, and 

that links the two parameters via a logarithmic relationship with Df being the fractal 

dimension that will be expressed as  

Df = log N / log Rf         [7.39] 

In the example above we can than calculate Df as log5/log3 = 1.465 thus leading to a 

non-integer ‘fractal’ dimension.  

When we are looking at the aggregation of primary particles we have to take 

into consideration that the produced fractal objects have fractal dimensions that are 

related to the number of primary particles. The only direct method to determine the 

fractal dimension is to analyze images obtained from high-resolution microscopy or 

from scattering experiments and these approaches will be explained briefly in a later 

section. 

 

C. Ostwald ripening 

We have mentioned before briefly the Ostwald step rule.  However, here we will 

slightly expand on the Ostwald ripening concepts.  By IUPAC definition, Ostwald 
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ripening is: “The growth of larger crystals from those of smaller size which have a 

higher solubility than the larger ones”.  

The history of the theory of Ostwald ripening goes back at least to Ostwald’s 

observations in 1900 (Ostwald, 1900). The first analytical solution for this phenomenon, 

however, was presented in two papers by Lifshitz and Slyozov (1961) and Wagner 

(1961) and is thus often found in the literature as the LSW theory. Modern theories are 

often categorized by how they differ from LSW, yet more recently there have been a 

large number of papers extending and improving upon the work of LSW, including 

work by Voorhees and Glicksman (1984), Voorhees (1985), Tokuyama et al. (1986) 

and Yao et al. (1993, see also Fig. 19) with the latter being one of the best review on 

Ostwald ripening. 

After small clusters/particles form initially in a system, they will slowly 

disappear except for a few that grow larger, at the expense of the small units. The 

smaller ones will act as "nutrients" for the bigger and possibly more ordered particles or 

crystals. As the larger units grow, the area around them is depleted of smaller units and 

this is the basis of the Ostwald rule. Thus Ostwald ripening involved a mass transfer 

from smaller particles to a lesser number of larger particles and this results in a net 

decrease in the number of particles in the system with the driving force for the process 

being the change in interfacial energy of the particles (Nielsen, 1964). At a given degree 

of supersaturation of the starting solution, δ,  the critical radius of the resulting particles, 

r, can be expressed as a function of the molar volume, ν, the bulk solubility, Seq, the 

density, ρ, and the concentration, ac, and this represents the Gibbs-Kelvin equation (see 

also Steefel and Van Cappellen, 1990): 

r = 2ρν / RUT ln (c/Seq)      [7.40] 
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Ostwald ripening is a spontaneous process that occurs because larger units are 

more energetically favored than smaller ones. While the formation of many small 

particles is kinetically favored, (i.e., they nucleate more easily) larger 

particles/clusters/crystals are thermodynamically more favored. Therefore, from a 

purely kinetic point of view to nucleate small particles is by far easier.  This is 

specifically true as small particles have a larger surface area to volume ratio and the 

molecules on the surface of a poorly ordered small particle are energetically less stable 

than the molecules in the interior. Large particles/crystals have a much larger volume to 

surface area ratio and as such they represent a lower energy state. Thus, many small 

particles will attain a lower energy state if they will “transform” into large units. 

However, in many systems Ostwald ripening is not occurring. If we want to 

understand why this happens we have to first think of the fact that the nucleation of a 

large number of small particles will affect the supersaturation of any solution.  This in 

turn will prevent the formation of large particles or crystals.  Basically if supersaturation 

is the controlling factor and the reactions are fast it is often the case that large particles / 

crystals never get a chance to appear and often the smaller ones just aggregate but do 

not grow. The process of Ostwald ripening governs is naturally linked to the ‘speed’ or 

rate of nucleation and usually it governs the late stages of a first-order phase (trans-) 

formation. This phenomenon results from the elimination of regions of high curvature 

in favor of regions of low curvature, thereby decreasing the net interfacial energy 

through the elimination of surface area. Since this behavior results in an increase in the 

scale of the patterns formed in such systems, Ostwald ripening is often referred to 

simply as coarsening. 
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D. Example: silica aggregation 

 

We finish this section of the chapter with an example illustrating the aggregation 

behaviour and fractal growth of silica colloids. An introduction to silica origometization 

and colloid formation kinetics has been introduced in Chapter 1 (Brantley and Conrad) 

while here the discussion will focus more on aspects of silica aggregation, fractal 

dimensions   

Soluble silica or monomeric orthosilicic acid (H4SiO4), is comprised of a silicon 

atom tetrahedrally coordinated to 4 hydroxyl groups and it remains stable in solution at 

25˚C as long as its concentration is below the equilibrium concentration for amorphous 

hydrated silica (at 25˚C ~ 100-125 ppm; Iler, 1979, 1980). In active subaerial 

geothermal systems where concentrations of dissolved silica can reach up to 1000 ppm 

(i.e., highly supersaturated), once these solutions reach the surface autocatalytic 

polycondensation / polymerisation of silica monomers will be induced.  

The initial step of silica precipitation (oligomerization) are described in several 

elementary reactions in Chapter 1 (Brantley and Conrad - Eq. 1.23 – 1.26).  Overall the 

first step in the process occurs via the condensation of two silicic acid molecules and 

the expulsion of water:  

H4SiO4 + H4SiO4 ⇔ (HO)3Si – O - Si(OH)3 + H2O   [7.41]  

Following the formation of Si-O-Si siloxane bonds, and of the first critical nuclei, the 

next step is growth at the expense of other monomers, dimers etc. (i.e., Ostwald 

ripening) followed again by growth to form either large nanoparticles (several hundred 



Nucleation, growth and aggregation – L.G. Benning & G. A. Waychunas 

-47- 

nm up to 1 µm) or aggregation (e.g., Iler, 1979, 1980; Perry, 2003; Benning et al., 2004 

a, b and 2005; Icopini et al., 2005; see also Chapter 1 (Brantley and Conrad) Eq., 1.69 

and associated discussion).  

In most geothermal waters, nucleation will occur both in solution but also on 

any available surface (i.e., both homogeneous and heterogeneous processes). Thus the 

resulting amorphous silica phase will be highly variable from site to site. Microscopic 

observations of field-derived samples indicate that the first silica precipitates are made 

up of tens of nanometer-sized spheroids.  These nuclei are bigger than the critical 

nucleus estimated for experimental silica precipitation studies (~ 3 nm, Icopini et al., 

2005; Tobler et al., 2006) and thus it is asserted that the observed particles in the field-

derived samples represent already aggregates of smaller nuclei. However, it is asserted 

that once such initial nuclei have formed this will be followed by aggregation, growth 

or Ostwald ripening. Yet, due to the infinite resupply of aqueous monomeric silica in 

the geothermal solution nucleation will be a continuous process.  Many experimental 

studies – both with purely inorganic or mixed organic inorganic solutions - have shown 

that once silica nanoparticles formed in solution, their growth, ripening or aggregation 

behaviour is strongly affected by pH, ionic strength, temperature (Iler, 1980; Rothbaum 

and Wilson, 1977; Makrides et al., 1980; Weres et al., 1981; Icopini et al., 2005, Tobler 

et al., 2006), surfactant type and concentration (e.g., Boukari et al., 1997; Green et al., 

2003).  Furthermore, the structure and complexity of the formed aggregates can be 

described by applying concepts of fractal geometry (Pfeifer and Obert, 1989; Lin et al., 

1990) with the condensation of primary monomers into nanoparticles or aggregates 

producing fractal objects with a fractal dimension Df.   



Nucleation, growth and aggregation – L.G. Benning & G. A. Waychunas 

-48- 

As mentioned above, this fractal dimension, Df, is related to the number of 

primary particles (N) by a power law N ~ Rf
Df, where Rf is the radius of the aggregate 

spatial dimension which in turn is related to N ~ Rf
3 (see also Eq. [7.39]).  We have also 

learned that two regimes (diffusion- and reaction-limited aggregation; DLCA and 

RLCA) can be defined. For silica in a DLCA case, the theoretical values of Df have 

been confirmed experimentally (light and X-ray scattering methods) to be Df = 1.7 -1.8 

(Martin et al., 1990; Lin et al., 1990).  On the other hand, in a RLCA case, which is 

governed by slower condensation, the concentrations of the encountered reactant pairs 

will be maintained at equilibrium and a significant repulsive barrier will make the 

'sticking probability' upon particle-particle interaction to be less than 1. Numerous 

experimental investigations of reaction-limited silica aggregation processes have 

produced aggregates with Df = 2.1-2.2 indicating that a more compact aggregate 

structure is formed under conditions of slow aggregation (Martin, 1987; Lin et al., 

1990).  In general, these fractal dimensions can be associated with a kinetic process, and 

low fractal dimensions are equated with rapid (diffusion-limited) aggregation and high 

fractal dimensions with slower (reaction-limited) aggregation.  

Most experimental and modeling studies have quantified rates, fractal 

geometries and mechanisms from either purely inorganic or organic experiments.  

However, recently Benning et al. (2004b and 2005) derived aggregation rates and 

mechanisms from a mixed organic – inorganic system.  They have studied the changes 

in infrared spectral features in silicification experiments in the presence of 

cyanobacterial cells and expressed the change in infrared signals as a function of 

concentration. The data was fitted using a modified Avrami approach (as described in a 

previous section and Eq. [7.32]) and although from their experiments a fractal 

dimension for the forming silica aggregates can not be evaluated directly, it is possible 
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to infer a fractal dimension from the value for the constant related to the aggregation 

mechanism, n (Eq. [7.32]). This can be achieved by comparing their values for n, to 

theoretical values derived by Hulbert, (1969) and Gedde, (1995).  These authors have 

shown that for a DLCA process and for a particle of low but complex geometry (one or 

two-dimensional; e.g., fibre or sheath) the values for n vary between 0.5 and 2 with the 

highest values representing 2-dimensional growth, while for a spherical (3-dimensional) 

macromolecule growing via DLCA, the n value will vary between 1.5 and 2.5.  

Alternatively, if the same 3-dimensional spherical particle grows via a RLCA 

mechanism, values of 3-4 are expected for n.  Based on these theoretical evaluations 

and using the values for (n) derived by Benning et al. (2004b) it can be concluded that 

the nucleation, growth and aggregation of silica nano-spheres on cynanobacterial 

surfaces occurs via a two stage process. Initially when silica polymerizes, a fast, 

diffusion-limited process dominates (n, values of 1.8 and 2.2). This is followed by a 

slower, reaction limited process (n of 3.4 and 3.8).  The initial step starts with the 

polycondensation of silica monomers to form small three-dimensional particles and this 

is than followed by the aggregation of these nanoparticles via a 3-dimensional, reaction-

limited mechanism. This aggregation process follows on from the first steps in the 

oligomerization reaction described in Chapter 1 (Brantley and Conrad Eq. 1.23-1.26).   

Lastly, we briefly compare the aggregation mechanisms derived from the 

cyanobacterial-silica system (Benning et al., 2004b and 2005) with aggregation in 

purely inorganic or ionic low molecular weight surfactant (e.g., via the Stöber process, 

e.g., Stöber et al., 1968).  The Stöber process is used in many industrial processes to 

produce large quantities of highly monodispersed silica colloids that have a wide range 

of applications. Using an organic silica solution (TEOS, tetraethylorthosilicate) and a 

surfactant to induce the nucleation, results in a particle size that is relatively small (10ns 
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of Å to max. 10ns of nm) and that has a narrow particle size distribution.  However, in 

the TEOS case equilibrium is usually reached faster (1-1000 sec) than in any inorganic 

process, In addition, in such reactions the process is purely diffusion-limited (Pontoni et 

al., 2002). At a first glance it seems that in both cases (inorganic and organic mediated 

silica formation) the observed mechanisms that control silica formation are similar.  

However, in the Stöber process the nucleation and aggregation of silica particles is 

dependent on a variety of parameters, including the hydration level of the starting 

organic silica solution (TEOS), the concentration and nature of the solvent (ethanol or 

methanol etc), the temperature and the salt or impurity concentrations.  In addition, it is 

worth mentioning that in terms of size and fractal dimensions Martin (1987) showed 

that in the inorganic process when growth was induced from a 1% SiO2 solution (using 

Å -size silica seeds) a slow aggregation to 30 to 700 nm large spherical particles 

occurred and the particle radius increased exponentially with time via diffusion-limited 

process, producing a fractal dimension Df = 2. At lower silica concentrations (0.01-0.01 

wt % SiO2) - conditions that are more similar to natural geothermal environments - 

nano-spheres of about 102-103 nm grew, but a switch from an initial diffusion- to a 

reaction-limited mechanisms with a fractal dimension Df = 1.7 (Martin et al., 1990; Lin 

et al., 1990) was observed. Although, these fractal dimensions are lower, this latter 

process seems comparable to the aggregation reaction observed in the cyanobacterial 

silicification reactions (Benning et al., 2005).  

 

V. Process quantification: direct vs. indirect methods 
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The full quantification of the chemical and physical parameters governing 

nucleation, growth or aggregation reactions requires the use of several complementary 

approaches which may include simple batch or flow through reactors combined with 

detailed chemical analyses of the solutions or solid phases, or a combination of 

conventional or synchrotron-based scattering, diffraction or spectroscopy linked with 

high resolution microscopy. Some modelling as well as experimental techniques 

regarding growth processes at surfaces have been introduced in Chapters 2 and 3 

(Kubicki + Luttge and Arvidson) and thus below we introduce applications linked to 

processes occurring in solution. We will focus first on imaging techniques and than 

delve into X-ray scattering and absorption techniques and applications of these in earth 

sciences; the main driver for this approach is that, as we will illustrate, this combination 

of techniques has been the most helpful in nucleation / growth / aggregation kinetic 

studies. 

It is important to understand that many of the parameters needed for molecular 

models (i.e., cluster size, nucleation densities, nucleation or growth rates, critical 

nucleus size as well as cluster size distribution) cannot be quantified in any other way 

but by careful experimentation and thus the techniques described below are unique and 

crucial in providing molecular level base data that can than be applied to more and more 

complex molecular models (i.e., Chapter 2, Kubicki).  Only the advances in the 

techniques described below have allowed the scientific community, in the last decade or 

so, to better understand and quantify molecular level reactions linked to the formation 

of particles in solution.  For example, is we want to know what the nature of a 

heterogeneous nucleation site is, whether we really have true homogeneus nucleation, 

or what the link between aggregates formation and volume change is etc. we can not 

rely on molecular models alone but need the fundamental and ultimately better 
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quantitative data that we can only reliably obtain from experiments. In addition, we will 

descrive some aspects of the developments in in situ and realtime experimental 

approaches that allow us to follow and quantify the parameters that affect reactions as 

they occur (e.g., particles growing in solution at fast time scales etc.).  This combination 

of approaches will ultimately help determine mechanisms of reactions and thus allow 

the selection of more useful models for predictive purposes for systems beyond those 

accessible to experimentation. 

 

A. Imaging Techniques 

In any study dealing with phase formation, in a first and very important step, the 

information gained from solution analyses and the imaging of end-product solid phases 

can give a good approximation of processes linked to the nucleation or growth 

reactions. A plethora of modern high-resolution imaging techniques based on non-

contact mode principles can be used for the quantification of nucleation and growth on 

surfaces and some of these non-contact mode surface imaging techniques have been 

introduced in Chapter 3 (Luttge and Arvidson).  However, many of these techniques are 

particularly adequate for processes and reactions on surface yet only in part useful when 

dealing with phases that grow free in a solution matrix.  

Some of the key problems with imaging of phases forming in solution are 

related to the fact that in order to produce high-quality and high-resolution images, the 

samples often have to be dried or coated and subsequently submitted to high vacuum 

conditions, and thus it is not possible to truthfully determine their state in situ, i.e., in 

equilibrium with the solution they have formed in. For several systems this is not a 
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problem as drying for example of ceramics or hard sphere ionic materials do not change 

upon dehydration or organic solvent evaporation.  However, in systems where reactions 

are followed in aqueous solution drying and dehydration may induce changes in surface 

properties as well as aggregation. In addition, from such studies only modest amounts 

of accurate kinetic data can be gained because often only a few intermediates or end-

products can be imaged.  However, some novel developments in this field are described 

below and they will show that high-resolution imaging is a most valued tool in the 

research field of nucleation and growth of phases because any studies involving phase 

formation are ‘blind’ without the help of imaging techniques.  

A technique that has been used in the last decades to image inorganic or 

biological specimens from experiments in solution is environmental scanning electron 

microscopy (E-SEM).  Note this is a surface observation technique so samples will only 

partly be in equilibrium with the solution but, E-SEM requires no coating or high 

vacuum and thus imaging can be done with no sample treatment. However, again the 

limitations in resolution (~ 100 nm) and the need for high voltage and large beam size 

(usually ~ 3-5 µm) for elemental analyses, usually prevents detailed elemental analyses 

of small newly formed particles using the E-SEM (i.e., Goldstein et al., 2003 and 

references therein).  

High-resolution transmission electron microscopy (HR-TEM) is another 

imaging technique that has been extensively used in characterizing precipitated phases 

both in the chemical, earth, materials sciences or biological sciences (e.g., McLaren, 

1991; Buseck, 1992; Hochella and Banfield, 1995; Banfield and Zhang, 2001, Fultz and 

Howe, 2002; Hayat, 2004).  The main limitations of conventional TEM is the need for 

sample handling (depositing a liquid sample on a grid and drying, or embedding and 
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microtoming), as well as beam damage from the high voltage used in imaging and 

naturally the high vacuum requirement.  

The new generation of transmission electron microscopes, are based on field-

emission gun electron source technology (both FEG-SEM – see Fig. 1b- and FEG-HR-

TEM), and are usually equipped with energy dispersive spectrometers that are capable 

of both high-resolution imaging (e.g., by Z contrast imaging) as well as fine probe 

chemical analysis thus allowing elemental analysis and mapping of the formed phases.  

In addition, they usually have good capabilities to do high-resolution diffraction 

(selected area electron diffraction, SAED), spectral analyses (energy-filtered, EF-TEM, 

or electron energy loss spectroscopy, EELS) or even high angle annular dark field 

scanning TEM (HAADF-STEM) combined with energy dispersive spectrometry 

(EDX). All these techniques have been successfully applied to earth materials to 

characterize both the crystallographic and elemental composition as well as beam 

damage issues related to small particles (see for example: Buseck, 1992; Banfield and 

Zhang, 2001; Hochella, 2002 a and b; Brydson, 2001; Utsunomiya and Ewing, 2003; 

Palenic et al., 2004, Pan et al., 2006).   

The best SEM and TEM-based approaches for nucleation and growth imaging in 

an ‘as-in-situ-as-possible’ mode are based on fast cryo-quench freezing of samples.  

These techniques, that will be described in brief below, have in part overcome some of 

the limitations related to in situ and realtime ‘capture’ and imaging of precipitates at 

both high spatial- and spectral resolution because ultra-rapid cryo-freezing is extremely 

well suited for quenching samples of complex mixtures of fluids and solids (both 

inorganic and biological) that have a high water- (or solvent) content. Once flash-

frozen, such samples can subsequently be imaged in cryo-mode, using special cryo-
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transfer stages and TEM systems that can run at – 165˚C.  Both cryo-SEM and cryo-

HR-TEM can be useful when phases need to be imaged during a process. Cryo-SEM 

techniques have extensively been used in earth science related research, specifically in 

freeze-fracture imaging of rock deformation processes by salt formation at grain 

boundaries (i.e., Mann et al., 1994; Samson and Walker, 2000; Schenk et al., 2006). 

However, cryo-SEM is naturally limited by resolution (Fig. 20a; Wyss et al., 2002) and 

thus not very suited for phases at the nanoscale.   

Advances in cryo-TEM capabilities (both in terms of speed of quenching and 

high-resolution imaging) have made this a new tool that is extremely useful in 

following processes of nucleation and growth as a function of time and as in situ as 

possible. For example, envisage a reaction where two aqueous solutions are mixed and 

new phases nucleate and grow in the mixture. If at specific time frames in the reaction a 

drop (usually < 10 µl of a very dilute sample) of such a mixture is pipetted onto a TEM 

grid that is held in a vitrobot (see below) this will form a thin liquid film that is then 

immediately cryo-quench frozen (this can be achieved in less than 1 second) by 

plunging it into liquid propane or ethane.  A vitrobot is basically a guillotine plunging 

device that can instantly vitrify a sample deposited on a TEM grid. After depositing the 

sample the vitrobot automatically blots the liquid on the grid with filter paper producing 

a sample that is thin in the middle and thicker at the edges of the holes. This grid is than 

plunged into the cryo-solution of choice and this way only vitreous ice is formed and 

this vitrification prevents phase separation and ice crystal growth.  Propane or ethane 

are usually used for vitrification because of their high boiling point and high thermal 

conductivity (0.22 and 0.24 J /m s K).  These solvents are much better than liquid 

nitrogen, which has a higher conductivity (0.13 J/m s K) yet in some cases liquid 

nitrogen is also used if the sample may interfere with other cryo-preservation solutions 
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(i.e., some other organics may dissolve in propane or ethane).  However, when a warm 

object is plunged into liquid nitrogen for vitrification usually a thin boiling film and a 

thin insulating layer of nitrogen gas is produced (Leidenfrost phenomena), thus 

reducing drastically the cooling rate. For this reason propane and ethane are used as 

they allow for a faster and more reliable vitrification.  Once the samples are vitrified 

they are transferred to a liquid nitrogen dewar for storage and than imaged at cryogenic 

temperatures (i.e., -165 ˚C) using a TEM cryo-stage. This cryo-freezing process 

naturally also arrests any thermal or mechanical diffusion of the phase on the time scale 

of the vitrification thus allowing for quasi-real time in situ observations of nucleation 

and growth processes. A discussion of the advantages or disadvantages of the various 

cryo-preservation methods can be found in Fouchandour et al. (1999) and Frederik et al. 

(2002) and extensive literature on cryo-TEM imaging techniques can be found in Binks 

(1999). Here we mention two studies that were linked to earth based materials (silica 

and iron oxides) and that have used flash-freezing of the reacting solution and 

subsequent cryo-TEM imaging. These are (a) TEOS-based silica particles (Bailey and 

Macartney, 1992) and (b) surfactant-based magnetite iron oxide nanoparticles (Fig. 20b 

and c; Butter et al., 2003).  However, many more studies are in progress and in situ and 

realtime high-resolution cryo-imaging will become more and more a vital tool in studies 

dealing with nucleation and growth of mineral phases from solution.  

A vision for the future of in situ and realtime imaging and spectral / diffraction 

analyses of nucleation and growth processes in solution would be to be able to combine 

a cryo-freezing with a FIB system for sample handling and than use high-resolution 

cryo-TEM imaging and spectral analyses to study the samples. Such a combination 

would tremendously improve our ability to follow nucleation and growth reactions as 

they occur and together with the techniques explained below we could than get a more 
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quantitative and realistic understanding of these processes and of the mechanisms that 

control them. 

 

B. SAXS/WAXS. 

1. General introduction and basic concepts 

The size, shape and crystallinity of “particles” are of fundamental interest for the 

understanding of microstructure of heterogeneous materials or complex inorganic or 

biological systems. Small-angle and Wide-angle X-ray scattering (SAXS/WAXS) are 

key techniques used in the study of inorganic and biological particles that exhibit poor 

structural ordering or nanosize properties. Overall, the larger the diffraction or 

scattering angle the smaller the length scale that can be probed, and thus WAXS is used 

to determine crystal structure on the atomic length scale while SAXS is used to explore 

structure on the nanoscale. Applications are as wide-ranging as alloys, melts, polymers, 

biological macromolecules, nanoparticulate or porous materials (e.g., Glatter and 

Kratky, 1982; Singh et al., 1993; Svergun and Koch, 2003; Waychunas et al., 2005; 

Shaw et al., 2000 and references therein). SAXS and WAXS can be performed with 

different X-ray sources. Synchrotron radiation, emitted by particle accelerators, have an 

added advantage over laboratory sources in that the high flux and brightness of the 

source and for SAXS specifically the capability of low divergence thus allowing SAXS 

measurements to be taken at low angles.  This in turn permits high quality data to be 

extracted for particle formation reactions and specifically the kinetics and mechanisms 

of processes can be followed in situ (i.e., in equilibrium with the reacting medium) and 

in realtime (with time resolutions down to milliseconds). SAXS has been extensively 
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used in the last two decades for the study of biological macromolecules under near 

physiological conditions but not necessarily for kinetic studies (see for example review 

by Svergun and Koch, 2003). In inorganic systems, the combination of SAXS and 

WAXS is particularly important in systems where the structural changes, for example, 

linked to nucleation, growth or crystallization of particles respond to variations in 

external conditions (i.e., chemical or physical changes) and reactions need to be 

followed in situ (i.e., in solution or melt phase as solid state reactions) due to changes 

that occur in the pathways and progress of the reactions. 

A simple and comprehensive textbook on SAXS/WAXS theory, data 

acquisition, processing and interpretation is sadly lacking.  We refer the reader to 

several books or review papers that detail the basics of the SAXS / WAXS theory (e.g., 

Guinier, 1939; Guinier and Fournet, 1955; Glatter and Kratky, 1982; Glatter, 1992; Bras 

et al., 1993; Bras and Ryan, 1998). Only in the last decade have SAXS and WAXS been 

also applied to geological or environmental problems and a recent review applied to 

geomedia is discussed in Waychunas (2001) and Waychunas et al. (2001). 

 

2, Basic Concepts. 

A schematic diagram, idealized scattering patterns and the relevant equations 

representing a dilute and non-dilute system are shown in Figure 21. The simple way to 

describe scattering of X-rays is to think that scattering occurs due to the electron density 

contrasts at the samples. Overall, the X-ray scattering amplitude represents the Fourier 

transform of the electron density distribution in the matrix. The scattered intensity, I(q), 
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is measured in terms of the scattering vector, q, which in turn is a function of the 

scattering angle 2θ, and the radiation wavelength λ: 

q = 4π sinθ λ        �7.42�.   

and at small angles and for homogenous particles the scattered intensity I(q) can be 

expressed as: 

I(q) = N/V Vp
2 (ρp-ρo)2 P(q) S(q)     [7.43] 

where N represents the number of scatterers per volume of V of sample, Vp represents 

the volume of the individual scattering entity, ρp and ρo the density of the particle and 

density of the matrix, while P(q) represents the form factor (containing information 

about shape, size and internal structure of the particles) and S(q) represents the structure 

factor (containing information of the interactions between particles and their spatial 

arrangements). Both P(q) and S(q) are dimensionless parameters that are used in dilute 

systems [P(q)] and non-dilute systems [S(q)] for the evaluation of properties linked to 

the scatterers in the matrix (Fig. 21 and below).   

In dilute systems there are no particle-particle interactions (Fig. 21a left panel) 

and thus the total scattering intensity is the sum of the individual particle scattering, and 

the structure factor, S(q), does not play a role (see equation in Fig. 21a). As mentioned 

above, to a first approximation, the scattering curve is simply a Fourier Transform of 

the scattering density, which is related to the number of electrons (for X-ray scattering) 

in a particular region of space, and thus to the structure that causes the scattering 

pattern. In a dilute system (Fig. 21a – right side) the scattering pattern contains 

information about the idealized radius of gyration, Rg, which represents the distance 

from the ‘centre of the scattering density’.  This Rg is not equal to the true radius, but it 
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can be related to the true radius of the particle depending on the particle shape (e.g., for 

spheres Rg
2 = 3/5 r2; see Guinier 1939 for other shapes). In a purely monodispersed 

systems, the best way to evaluate the particle size is from the minima in the scattering 

patterns (Fig. 21, right side).  Although the Guinier approximation does not strictly 

apply to monodisperse systems, one can also get an estimate of the Rg from the slope of 

the scattering pattern in the lowest q region, q→0 (Guinier regime) via: 

ln I(q) = ln I(0)  - 4π2 / λ2 Rg
2 (2θ)2     [7.44] 

Overall, the Guinier approximation can be viewed as ‘ the poor-man’s approximation” 

that can be applied to systems that have a certain degree of polydispersity or when the 

measured q range does not allow the evaluation of the minima in the spectra at higher q. 

The intensity at q=0, I(0), is also related to the volume fraction of t5e particles within 

the sample. Complementary to this, in the high q region (Porod regime) information 

about the interfaces present in the sample is contained and here the scattered intensity is 

expressed as (see for example Bras et al., 2005):  

I(q) = K1 + K2/qα       �7.�5� 

where K1 represents the thermal background and K2 is the Porod constant which is 

linked to the dimension and surface roughness of the particle while the exponent α is 

linked to the slope of the scattering curve in the Porod region (Fig. 21a).  Lastly, the 

decay in intensity of the scattering in the Porod region also contains information about 

the degree of polydispersity in the system (right side, middle panel Fig. 21; and Megens 

et al., 1997). 
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In a dilute monodispersed system (where P(0) = 1, S(q) = 0 and P(q) ≠ 1), the 

form factor P(q) basically represents the link between the reciprocal space of the 

measurement and the real space of the particle and can be  expressed as: 

P(q) = 4π ∫o
∞p(r) (sin(qr)/qr) dr     [7.46] 

where p(r) is the pair distribution function, or PDF. PDF analysis is a method of 

extracting structure-related information from SAXS and WAXS data and the evaluation 

takes into account both the Bragg (in non-dilute systems) as well as diffuse scattering 

(in dilute systems, related to short-range order effects). This sensitivity to the local 

structure has made the PDF analysis the tool of choice for structural studies of 

amorphous materials (e.g., Glatter, 1992; Bras and Ryan, 1998 and references therein). 

The scattering length distribution function p(r), which is equal to the total scattering 

length of the atoms per unit volume of matrix are shown for various particle shapes in 

Fig. 22a.  

 

We can look at a PDF plot essentially as a histogram of all of the distances, d, 

within a particle and it can be calculated by an indirect Fourier transform of the full 

scattering pattern. From a PDF, the Rg can also be derived and this is usually more 

accurate than from the Guinier approximation mentioned above because it uses the 

entire scattering pattern, not only the lowest q angles. However, one needs to be careful 

as most solutions (with the exception of some biological samples) will indeed not 

contain 100% mondispserse particles. Overall a p(r) vs. intra particle length plot 

contains the same information as the scattering intensity I(q), but the real space 

representation (i.e., the inverse Fourier transform) is more intuitive. A few possible 
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curve shapes of p(r) and the corresponding particle shapes are shown in Fig. 22a. For 

example, spherical particles display Gaussian-shaped p(r) curves with a maximum at 

about the maximum radius (see curve for solid spheres), while elongated particles have 

skewed distributions with a maximum at small distances which can be related to the 

radius of the cross-section of the elongated particle (curve for long rod); lastly, particles 

consisting of well-separated subunits (curve for dumbbell) can display multiple 

maxima, the first one representing the intrasubunit distances, with the other maxima 

giving information about the separation between the subunits (dumbbell example).  

If the system is polydispersed, the scattering curve can yield information about 

the average idealized particle radius, Rg (from the Guinier regime), and if the final 

shape of the particles in a system is known (via for example quantification with a 

different method, e.g., high resolution imaging see above) the Rg can be linked to the 

real space average particle radius and particle size distribution. However, because the 

scattering intensity correlates with the shape and the size of the forming particles the 

integral of I(q) is defined as the invariant Q, which is sometimes also called ‘the Porod 

invariant’ (although this is not a constant – see examples). Q , basically represents the 

total scattering power law of the sample and it can be used to quantify the electron 

density contrast independent of particle shape or number and it is specifically useful in 

systems that are not monodispersed and that contain mixed particle shapes; where Q 

will change as a function of reaction time and changes in particle properties (see 

examples below).   For example for a 2-phase system, Q can be expressed as: 

Q = ∫ (I(q) q2 dq = φ (1- φ) (∆ρ)2     [7.47] 
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where ∆ρ is the electron density difference, q the scattering vector and φ the fraction 

of one phase with a maximum predicted when φ is equal to 50%, thus allowing the 

proportions of the different shaped particles to be evaluated.  

Finally, for non-dilute systems, where inter-particle effects play an important 

role (see examples below), the structure factor [S(q)] is used for evaluation of the 

scattering parameters (Fig. 21 B and 22b). The S(q) is related to the real-space pair 

distribution or correlation function, G(r), via the Fourier sine transform and it includes 

effects due to strain and disorder effects.  It can be expressed as: 

G(r) = 2/π ∫o
x q[S(q) – 1] sin (qr) dq     [7.48] 

where G(r) describes the ‘local’ density of particles and the spatial arrangement defined 

by the direct as well as indirect interactions between particles (i.e., electrostatic 

interactions). As we mentioned above, in dilute systems S(q) does not play a role as it is 

equal to 1 (no particle – particle interactions) while in non-dilute systems it differs from 

one and can sometimes be used to derive the PDF via the equation for G(r). A simple 

schematic of the G(r) as a function of the complexity of the system can be seen in Fig. 

22b and specific examples are discussed below. 

 

3. Examples of nucleation and growth SAXS/WAXS analysis: 

As a first example we discuss the quantification of the reaction processes linked 

to the formation of CdS nanoparticles in dilute solutions based on data from in situ and 

real time synchrotron-based SAXS experiments (Meneau et al., 2003). The growth of 

CdS particles from solutions that were mixed just prior to commencement of the 
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experiments (to = 3 min) is shown as a time-resolved 3D stacked plot in Figure 23a. The 

gradual increase in intensity in the low q area and the three maxima observed after 6 

hours (Fig. 23b) indicating changes in the scattering intensity, I(q), which can be  linked 

to the emergence of a form factor (i.e., a change in particle shape) and show a a 

monodisperse product with no aggregation component. Furthermore, at to already 

particles with an Rg of 90Å±9Å are present indicating an almost instantaneous 

nucleation of the first particles (Fig. 23c). After about 45 minutes Rg reached a value of 

133Å±13Å (vertical dashed line in Fig. 23c) and the observed change in slope of Rg 

(note two straight line fits) indicate a change in the growth process. The observed 

change demonstrates a switch from an initial spherical particle (before to+40 min) to a 

cylindrical particle (after to+40 min). Finally, the relationships between Rg and the 

spherical and cylindrical radii (Rs and Rc) and the cylinder length, Lc [R2
g = 3/5 R2

s and 

R2
g = (R2

c/2)+(L2
c/12)], were used to determine the real dimensions of the particles.  

Modelling of the data showed that the Rg of the spherical particles was about 10 Å 

smaller that that evaluated from the Guinier regime (81Å±16Å vs. 90Å±9Å), while the 

cylindrical particles had a final Rg of 271Å±22Å which was slightly bigger than the 

ones evaluated before from the Guinier plot. This difference was interpreted as a small 

contribution of polydispersity. The observed change in shape also makes sense when 

compared with DFT calculations (Hamad et al., 2002) and with the expected shape of 

the end CdS crystals (wurtzite, from standard XRD).  Initially a spherical, poorly 

crystalline phase nucleates and grows and after ~ 40 minutes the growth into standard 

wurtzite structure (cylindrical shape) occurs.  The change from spherical to cylindrical 

growth is also supported by the Porod invariant, Q, which also indicates at ~ 40 min. a 

change in growth process (Fig. 23d).  
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Although Meneau et al. (2003) derived the change in Rg vs. time (Fig. 23c), 

from the Guinier region; they could not evaluate the pair size distribution function. As 

mentioned above in a dilute system, where no interparticle intereactions exist (i.e., no 

structure factor effect), Rg values evaluated from the Guinier slope give only a rough 

approximation of the particle sizes. A more accurate way to derive Rg is to use the full 

scattering pattern and derive the PDF and this can be done for example using a 

programme like GNOM (Svergun, 1992).  

In order to illustrate the usefulness of PDF in dilute solution SAXS, we use an 

example from an experiment that followed the formation of CrOOH colloids in alkaline 

solutions (Henderson, 2002; S. Shaw, pers. com).  The PDF’s extracted from the 

individual scattering patterns from a time resolved in situ solution SAXS experiment are 

plotted in Figure 24. The fact that already in the first pattern (1 min) the PDF curve is 

skewed to the left indicates that the forming CrOOH particles are slightly elongated 

with an average particle radius of ~13Å. With increasing time the overall shape of the 

PDF and thus the elongated shape of the particles does not change but the average 

radius increases and reaches ~ 80 Å at 40 minutes.  

Using such PDF analyses it is subsequently also possible to confirm the real 

particle shape by using modelling approaches (e.g., Svergun, 1999).  This can be done 

for example by using the programme DAMMIN (Svergun, 1999) that was developed 

for biological macromolecule shape determination from dilute SAXS data.  The 

DAMMIN approach uses the PDF’s from each pattern and calculates I(q) by fitting 

experimental data and finding a dummy atom model - DAM- configuration 

corresponding to the minimal value of an energy function.  This process is iterative and 

follows the minimization of the discrepancies between experimental data and DAM-
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evaluated scattering curves via simulated annealing. The resulting DAMMIN shapes 

from each PDF can thus provide corroborating information on shapes at each step in the 

reaction.  The combination of these approaches allows ultimately the evaluation of 

nucleation and growth reaction kinetics that are clearly linked to size and shape of 

particles in aqueous solution.  A similar study by Davidson et al. (2005) followed the 

formation of schwertmannite in aqueous solution in a pure system and in the arsenic-

contaminated system. Their PDF and DAMMIN evaluations showed that arsenate 

affects the shape of schwertmannite particles and it causes an increase in asymmetry of 

the p(r), reflecting a more elongate particle in the presence of arsenate.  These results fit 

well with the EXAFS analyses of Waychunas et al. (1995) who showed that arsenate 

does not get incorporated into the schwertmannite tunnel structure but that it binds via 

an inner sphere process to the surface of schwertmannite crystallites.  

In the second example we discuss the work of Gilbert et al. (2004) who have 

used SAXS/WAXS analyses combined with XAS and molecular dynamics (MD) 

simulations to study the solid-state transformation in 3 nm ZnS nanoparticle properties 

during hydration (Fig. 25). They have observed a large increase in crystallinity and 

particle radius upon water addition and the analyses of their WAXS derived PDF 

showed a split and peak sharpening in the structure factor S(q) [related to the PDF or 

G(r) via Eq. 7.45] upon water addition. This indicates a reduction in structural disorder 

within the original ZnS nanoparticles and the appearance of new peaks also supports an 

increase in crystallinity. Fig. 25 also shows the good agreement between the modeled 

patterns (MD simulations) and the experimental data and from previous work of the 

same group (Zhang et al., 2003) it was known that the particles are fairly 

monodispersed and spherical in shape. However, the PDF was not fully Gaussian in 

shape and this may indicate that asymmetry in the bond length distribution could also 
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have contributed to the observed increase in radius. When they compared the WAXS 

analyses with the XAS data however, the agreement was not so good although the 

WAXS and molecular dynamic modelling fitted better (see also examples below in the 

XAS section and Beale et al., 2006).   

In the last example the high temperature nucleation, growth and crystallization 

(devitrification) of cordierite glass is discussed (Bras et al., 2005). Cordierite glass 

ceramics have many special characteristics (e.g., low thermal expansion, high chemical 

resistance), which makes them desirable as specialized materials for example in exhaust 

catalysts or tunable laser.  Bras et al. (2005) followed the devitrification process via a 

combination of in situ SAXS, WAXS and ex situ EXAFS (see next section) 

measurements. Their time resolved SAXS and WAXS results (Fig. 26 a and b) clearly 

show the increase in I(0) as a function of time with the associated formation of Bragg 

peaks in the WAXS for two phase (spinel – sp, and quartz, sq).  For example, the 

combined SAXS and WAXS data from an experiments at 970˚C (Fig. 26c) shows the 

changes in integrated peak intensity for the two main crystalline phases [Fig. 26c, panel 

(i)], the growth in Rg and I(0) with time [Fig. 26c, panel (ii)], the evolution of the Porod 

constants and slope [Fig. 26c, panel (iii)], and finally the development of the invariant, 

Q [Fig. 26c, panel (iv)].  This clearly points towards the fact that the devitrification 

process produced monodispersed spherical crystallites of alumino-chromate spinel 

composition that grew from Cr nucleating sites.  Interestingly the final spherical particle 

size reached 210Å±20 Å (Rg = 180Å±20 Å), and the surface of the crystallites changed 

during the process from rough to smooth. In addition, the linear relationship between 

R2
g and time indicated clearly that the growth of the particles was governed by a 

diffusion-limited process that was solely dependent on the availability of Cr in the 

starting glass (Fig. 26d).   
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Lastly, from the EXAFS data they determined that the composition of the 

resulting spinel phase is directly correlated to the Cr content of the starting glass and 

from the WAXS data they quantified the crystallization kinetics for the devitrification. 

This work also nicely exemplifies the power of combined SAXS / WAXS / and EXAFS 

analyses in order to elucidate the nanostructure, crystallinity and local structure of 

particle formation processes, examples of which are described more in detail below. 

 

 

C. XAS 

X-ray absorption spectroscopy [XAS=XANES (near absorption edge structure) 

+ EXAFS (extended fine structure)] is a powerful tool for the extraction of short range 

structural and chemical information in almost any physical system (gases, liquids, 

solids, glasses).  The main advantages or XAS are its element selectivity, i.e. spectra are 

collected from specific X-ray absorption edges holding information on only those 

species and their surroundings, and insensitivity to long range order (and thus highly 

complementary to X-ray diffraction).  Hence it is particularly useful for the study of 

complexation reactions from solution (Brown and Sturchio, 2002), the very beginnings 

of precipitation (Waychunas, 2001), and studies of localized reactive complexes in 

biochemical systems (Naqui et al., 1986; Kisker et al., 1997).  It is also possible to 

employ XAS methods for extreme surface sensitivity by use of grazing-incidence 

synchrotron beams (Waychunas, 2002), for fast reaction processes using flow reactors 

(Grunwaldt et al., 2004), and at extreme conditions of pressure and temperature (Bassett 

et al., 2000; Badro et al., 1997).  
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1. Basic concepts of EXAFS and XANES analysis 

Many thorough reviews of XAS analysis are available, e.g. Mottana, 2004; 

Galoisy, 2004; Brown et al., 1988; Stöhr, 1992, so here we limit our discussion to 

applications.  Figure 27 shows a cartoon of EXAFS and XANES analyses schemes.   

All elements have unique electron binding energies, so that their X-ray 

absorption edges occur at unique energies.  Inner shell absorption involving K electrons 

give rise to K-edge spectra, while L-electrons give rise to L-edge spectra and so forth.  

EXAFS features, which occur in the X-ray spectrum above the absorption edge, arise 

because the X-ray energy is high enough to eject an electron from the atom as a 

photoelectric wave. This wave can then scatter off of adjacent atoms, with the waves 

returning to the absorbing atom creating interference and slightly modulating the 

absorption amplitude.  This effect appears as an oscillating function in the edge from a 

few eV above the edge energy up to 1500 eV above the edge.  Each interatomic distance 

between the absorber atom and its neighbors produces a different frequency of these 

oscillations, and an amplitude depending on the number of scatterers and their atomic 

numbers. There is additionally a phase shift in the scattered waves, which is dependent 

on the atomic number of both absorber and backscatterer. Hence above the edge a 

complex oscillatory pattern is seen which records the first several shells of atoms about 

a particular absorber, i.e. the one whose edge is being investigated.  For more distant 

shells of atoms the spacing becomes progressively closer and the individual frequencies 

tend to cancel one another out.  Hence EXAFS analysis is mainly limited to the first few 

shells of atoms about an absorber.  Analysis of the EXAFS is done by extracting the 

oscillations and taking a Fourier transform, thus generating a pair correlation function 
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(PCF) with the absorbing atom as the center (origin).  As this analysis can be done 

potentially for any element in a structure, one can extract independent structural 

information, even if the elements reside in the same nominal structural sites.   

A related method, DAFS, or diffraction anomalous fine structure, can separate 

the EXAFS as a function of crystallographic site as well as by elemental identity 

(Pickering et al., 1993).  For exacting analysis the EXAFS and PCF functions can be 

calculated and compared with the raw data or Fourier transform, respectively, or a least 

squares fitting procedure can be used.   The output of this analysis is the number and 

distances of the first several shells of atoms and their disorder. By disorder we mean the 

damping of the EXAFS oscillations with increasing energy.  The damping is caused by 

static disorder and vibrational disorder.  Static disorder means that the shell of atoms 

has many interatomic distances, and thus contributes a range of frequencies to that 

shell’s EXAFS.  Vibrational disorder similarly contributes a range of interatomic 

distances with time.   The more frequencies present in the EXAFS spectrum, especially 

within a given shell, the more the overall EXAFS will be damped out with increasing 

energy above the edge.   

The XANES part of the XAS spectrum occurs both below and above the 

absorption edge, and is due to two processes.  The lower energy “pre-edge” XANES are 

connected with excitation of electrons into bound states residing on the atom or on a 

localized molecular orbital.  As these states are lower in energy than complete ejection 

of the electron from the atom, the features reside below the edge.  Other XANES 

features occur on the edge and into the EXAFS region, and are due to multiple 

scattering effects, i.e. the ejected photoelectric wave makes at least two “bounces” off 

nearby atoms before returning to the absorber and creating interference.   The 
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interatomic paths for XANES are thus longer than those for single scattering, and thus 

at higher frequencies.  The resulting oscillations tend to damp out more quickly than the 

EXAFS, and as such are seen mainly near the absorption edge.  XANES bound state 

transitions are very sensitive to the final state molecular orbital constitution, and thus 

can exhibit amplitude and energy changes indicative of valence, coordination and 

bonding changes.  XANES analysis is often done empirically by comparison with 

model compounds.  This is due to the complexity of accurately calculating the XANES 

spectra, compared to EXAFS calculations.   However in recent years XANES 

calculations have improved (Waychunas, 2003) and many edges can be calculated, 

though direct fitting of spectra may still be a distant goal. 

 

2. EXAFS analysis of nucleation and precipitation 

EXAFS is an excellent technique for the study of the initiation of nucleation and 

precipitation reactions, as it is in this regime that average short range structure about a 

given atom species in the sample may change the most.   One recent illustrative study is 

that of Thoral et al. (2005) where solutions of Fe2+ and As3+ are oxidized and the 

precipitates examined by XAS.  The precipitates change in character with time as 

oxidation proceeds, as shown in Figures 28 and 29.   Figure 28 shows the evolution of 

the EXAFS Fe K edge PCF for both the pure Fe2+ system and the mixed Fe2+/As3+ 

system.  In the pure Fe2+ system the PCF changes mainly due to the increase in the 

second shell coordination (and probable reduced disorder) as more aged precipitates are 

examined.  The precipitates are presumably becoming larger and more ordered with 

time.  In the mixed Fe2+/As3+ system the initial state is very similar, but with time the 

second shell decreases in size. The analysis of this second shell requires several 
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contributions, but in essence the attachment of FeO6-AsO3 polyhedra must retard the 

development of the more organized Fe oxide.  In Figure 29 the analogous As K-edge 

EXAFS and PCFs are shown.  Initially the arsenite attaches to small Fe oxide units 

yielding a well-defined Fe2+-As3+ second shell peak.  With time this second shell 

broadens and splits into two contributions, the second being due to Fe3+-As3+ 

attachments.  Hence several competing reactions are occurring.  Although the authors 

do not go further to develop a quantitative model for the reaction kinetics, it is clear that 

such types of oxidative reactions can be characterized using XAS, while X-ray 

diffraction methods would have yielded little due to the poor crystallinity of the 

precipitates. 

A different example with catalytic materials is shown by the work of Ressler et 

al. (2002).  In this study the reversible change of MoO2 into MoO3 was detailed by a 

fast XAS experiment (60 seconds resolution) where data could be collected on a 

continuously reacting solid sample.  Figure 30 shows a plot of the time evolution of the 

XANES spectra over periods of oxidation, reduction and oxidation, as well as a plot of 

the phase proportions for another reaction series.   If done at varied temperatures a 

series of oxidation reaction curves are produced (Fig. 31) which can be analyzed over 

their linear early regions with an Arrhenius plot to yield activation energies (Fig. 32) for 

the initial process.  This is seen to clearly change at about 700 K to a much lower value, 

and it is suggested that the reaction changes from an oxygen-diffusion controlled 

reaction at lower temperatures into a nucleation and growth regime.  Activation energies 

can also be derived from the longer duration somewhat non-linear parts of the oxidation 

curves, and indicate higher activation energies. 
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 Another example is EXAFS analysis in the identification and characterization of 

phase transitions at high pressures.  Badro et al. (1997) examined changes in the quartz-

structure compound α-GaAsO4 at room temperature with pressures up to 30 Gpa.  The 

crucial information derived from EXAFS analysis is the individual Ga-O and As-O 

interatomic distances, which decrease as pressure is increased, and then increase 

dramatically as a coordination change occurs (Fig. 33).  Interestingly, two separate 

transformation regimes are observed, the lower pressure one coinciding with all of the 

Ga changing from tetrahedral to octahedral coordination over the range 8-13 GPa, with 

the As partially converted to octahedral coordination.  Above 13 GPa the As converts 

completely to 6-fold coordination.  These two regimes have consequences for the 

quench product.  Samples quenched from the lower pressure regime return to the all 

tetrahedral coordination starting structure, but quenching from the higher pressure 

regime results in a partly or entirely amorphous material, i.e. the polyhedral 

deformations and rotations induce a glassy state which cannot readily recrystallize.  

XRD studies supports these conclusions. 

A final example is the EXAFS analysis of surface precipitates. The study of 

Waychunas et al. (1999) examined precipitates of Fe oxides formed on quartz single 

crystal substrates from acidic aqueous solution.  The precipitates were nanosized, and of 

such a low density that most analysis methods would have not allowed characterization.  

However, by doing grazing-incidence EXAFS (GIXAFS), both the structure and the 

relationship to the quartz surface could be determined.   A powerful advantage here is 

that a polarized experiment can be done (Fig. 34), where we can orient the sample with 

the electric vector of the synchrotron X-ray beam pointing either along the surface or 

normal to the surface.  This effectively determines the “probe” direction of the EXAFS 

experiment, and identifies preferred orientation or epitaxial relationships should they be 
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present.   The Fe oxide precipitates in this case show very different PCFs depending on 

polarization direction.  In particular, the short Fe-Fe distance characteristic of the shared 

FeO6-FeO6 polyhedral faces along the c-axis in hematite are seen in the normal 

polarization PCF, but are missing from the in-plane PCF.   This means that the 

precipitates are hematite-like rather than a FeOOH-type phase, and have their c-axes 

along the sample surface normal.  Further analysis also revealed the precipitate 

minimum mean size of about 1 nm.  Using this methodology it would be possible to 

observe nanoscale precipitation and aggregation processes at all types of mineral 

interfaces. 

 

3. Complementarity of EXAFS, WAXS, and SAXS 

EXAFS and wide-angle X-ray scattering (WAXS or “powder diffraction”) are 

uniquely complementary as they yield short-range and long-range structure, 

respectively.   Hence EXAFS can be used to characterize materials whose XRD pattern 

is poor, such as fine particles and nanoparticles, glasses, and even liquids or melts.  On 

the other hand, WAXS measurements can yield quantitative measurement of the amount 

of product formed in a reaction as long as this phase is well crystallized.   Use of both 

techniques together can then potentially allow characterization of reaction products 

from nucleation though crystal growth and coarsening.  Small angle scattering (SAXS) 

yields no direct atomic structural information, but can detect precipitate growth or 

aggregation and follow these processes quantitatively.  Particularly in the case of 

aggregation, where the WAXS pattern may change negligibly, SAXS and EXAFS are 

highly complementary. A new technique, grazing-incidence SAXS (GISAXS) is now 

becoming available for the study of growth and aggregation processes and kinetics at 
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surfaces and interfaces, and should be extremely useful for heterogeneous nucleation 

and surface-mitigated processes. 

 

VI. Synthesis and the future  

Many of the processes and molecular scale techniques described in this chapter 

complement the knowledge illustrated in several other chapters in this book that relate 

various theoretical concepts and models (e.g., Chapter 2 - Kubicki) with kinetic rate 

laws (e.g., Chapter 1 -Brantley and Conrad- and Chapter 11 - Steefel) and mechanistic 

concepts describing both dissolution (e.g., Chapter 5 - Brantley) or precipitation 

pathways (Chapter 3 – Luttge and Arvidson), both at the macro as well as molecular 

scales.  In this chapter, we have summarized the theoretical basis and introduced some 

specific experimental approaches and examples that underpin and explain our current 

knowledge base related to processes and mechanisms that govern the reactions that lead 

to the nucleation, growth and aggregation of mineral phases in and from solution. 

It is important to note the differences - and to distinguish - between nucleation 

and growth reactions that occur in solutions versus those that occur at surfaces or 

interfaces.  However, regardless of the process, their quantification will always rely on 

rigorous experimental and molecular modeling approaches, which can only be obtained 

in combination with each other and only this way will it further advance our knowledge 

in this field.  We have shown that several direct and indirect methods can help acquire 

and quantify the critical parameters needed to model such processes.  In certain cases 

we are now able to determine very accurately the size and shapes of critical nuclei, and 

thus derive energetic information of nucleation and growth; we can extract information 



Nucleation, growth and aggregation – L.G. Benning & G. A. Waychunas 

-76- 

about pair size distribution of nuclei in solutions or in the bulk aggregates; we can 

image these processes using high-resolution microscopic approaches and we are able to 

determine very accurately the bonding environment in dispersed or aggregated samples 

or on surfaces.  Yet, despite all this, it is crucial to be aware of possible pitfalls as well 

as of the limitations of each of these approaches.  We hope to have made it clear that 

only a complementary, multi-dimensional and intra-disciplinary approach can further 

our knowledge of the kinetics in such systems and that there is no single pathway that 

we can suggest to the reader to follow if they want to study such complex processes.  

For example, with aqueous interfaces many techniques for characterizing the 

system are limited by the need to specially prepare or alter the sample and remove all 

moisture (TEM, SEM, STM), which can dramatically alter the system under study 

(although developments in cryo-imaging can help).  Similarly, atomic force microscopy 

(AFM) cannot achieve the needed resolution under water in a reacting system (although 

they can provide unique data that are not achievable otherwise).  Thus, such imaging 

techniques must always be complemented by atomic-scale spectroscopy, or other 

methods, if atomistic/molecular processes are to be considered.  

In the last decade or so, more and more methods that can follow and quantify 

processes in situ and in a time resolved mode (and in the case of live materials also in 

vivo) have been tested and developed. Ultimately, only such well designed and 

painstakingly tested approaches will help us quantify reactions and mechanisms 

governing processes occurring from the atomistic all the way to the bulk scale and 

combine this with molecular modeling.  

Despite all these advances, it is a bit disappointing that in most cases we cannot 

readily apply our most sophisticated theoretical models to the physical systems under 
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study. This is due, on the one hand, to the inability to measure particular parameters for 

very small nuclei such as interaction energies at interfaces and surfaces, accurate 

densities and water contents, and molecular geometries, and on the other hand, to 

failures of elegant theory to model actual physical processes acceptably (suggesting 

more development is still required).  However, we do expect that as computer cluster 

power increases and is more readily available, it will be possible to get better estimates 

for the at present still unmeasureable parameters via ab initio simulations.  We hope 

thus to gradually see a convergence between the more and more complex idealized 

theoretical models and the in situ and realtime derived quantitative data from 

experiments and thus to provide crucial parameters for a series of relevant applications.   

Another consequence of faster and more accurate computer simulations is the 

ability to test theoretical models involving large numbers of atoms that approach the 

size of critical nuclei.  This is especially important for cases where nuclei are unlikely 

ever to be observed due to their low number density and fleeting existence, and for 

systems involving mineral-water interfaces where water structure and the complexities 

of the electrical double layer (EDL) must also be considered.  We thus look toward a 

future with more options for detailed theoretical development, better testing of theory 

applied to physical systems, and ultimately a much better description of the rate and rate 

dependences of precipitation and growth processes. 
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Figure Captions: 

 

FIG. 1.   Crystals formed in natural and laboratory settings; Ice crystals grown on a 

window (left image) and hexagonal pyrrhotite platelets crystallized from a 

iron sulphide precursor in a laboratory experiment at 200˚C (right image). 

 

FIG. 2.  Free energy of a cluster of atoms as a function of radius; a) two main 

components of energy change in forming a cluster: u����curve is 

surface free energy due to interfacial energy s which increases with 

radius; lower curve is volume free energy that decreases with radius as the 

nucleation phase is more stable than the matrix and ∆g is the difference in 

volume free energy between matrix and nucleus. b) Sum of total free 

energy change at different temperatures as a function of radius.  The 

“critical nucleus” free energy is ∆G*.  A larger nucleus is needed for 

stability at higher temperatures, or conversely nuclei formed at T1 will 

cross into instability at T2. 

 

 

FIG. 3.  Model geometries for 3 dimensional (left and middle) and 2-dimensional 

(right) nucleation.  The left case is general for solid or droplet nucleation 

on a solid surface.  The middle case applies to removal of the substrate 

during the nucleation event. 

 

FIG. 4. Kinetic theory nucleation rate as a function of normalized cluster size.  

The critical nucleus is defined here as the cluster size where creation 

(birth) and dissolution (death) rates are equivalent and no explicit energy 

is considered.  This calculated curve (after Toschev, 1973) is for water 

nuclei with i*=64 molecules at 300 K.   

 

FIG. 5 Distribution of cluster sizes as calculated by kinetic theory for equilibrium 

and steady state conditions.  In the equilibrium case critical nuclei are the 

lowest in abundance, while in the steady state case they have half the 

equilibrium abundance but larger clusters are still less abundant (after 



Toschev, 1973). 

 

FIG. 6. Types of classical growth models. (a) Volmer-Weber type (island) growth 

where interface energy is relatively large.  Hence discrete nuclei form and 

grow before a layer is completed by infilling. (b) Stranski-Krastanov  type 

(layer+island) growth  where interface energy is comparable to island 

interaction energy, and hence layer formation competes with nuclei 

formation. (c) Frank-van der Merwe (layer) growth.  Here interface 

energy is relatively low and layers form readily from nearly any size 

nuclei. 

 

FIG. 7.  Monte Carlo simulation of interface topology after 25% of a monolayer is 

deposited on a flat (001) crystal face at the same temperature but different 

values of the product of inverse energy (β=1/�Τ), and difference in 

chemical potential from the equilibrium solid (∆µ), which is equivalent to 

the driving force for growth.  For a product of 2 layer formation is 

favored, but for 10, nucleation is favored over layer growth (after Weeks 

and Gilmer, 1979).  

 

FIG. 8. Mean growth rates R normalized by the deposition rate k+ for the 2-rate 

model (solid curves) compared to Monte Carlo simulations (circles) for a 

range of β∆µ values (after Weeks and Gilmer, 1979). 

 

FIG. 9. Monte Carlo simulation of evolution of the double spiral type of layer 

growth produced by a screw dislocation.  The temperature is parametrized 

by L/kT where L is the binding energy per atom in the lattice.  (a) is the 

equilibrium state, and (b) through (d) show progressive evolution of 

growth with β∆µ=1.5 favoring layer growth (after Weeks and Gilmer, 

1979).  

 

FIG. 10. Comparison of growth rates for perfect layer by layer (open symbols) 

versus spiral growth (solid symbols) for two parametrized temperatures 

(after Weeks and Gilmer, 1979).  



 

FIG. 11.  Models of cation kink sites where divalent metals can be incorporated into 

growth steps on the calcite (10-14) surface. Open circles are atoms that 

reside in the upper slice, while solid atoms are in the lower slice.  Divalent 

substituent atoms in the kink sites are depicted by arrows. In the +/+ kink 

site the divalent atom is coordinated by three oxygens of the same 

carbonate layer, whereas in the -/- kink site the three O atoms reside in 

adjacent carbonate layers.  Hence the geometry and effective size of the 

sites differ as “seen” by a possible substituting divalent atom (after 

Paquette and Reeder, 1995).  

 

FIG 12.  Supersaturation trends for solid solutions (Bax, Sr1-x)SO4 growing on 

barite (001) at three different solution compositions (see text). Each 

possible solid solution composition has a different supersaturation. 

Changeover from two-dimensional nucleation and layer growth to spiral 

growth occurs at the heavy line (δ*x) (after Pina et al., 2004). 

 

FIG. 13.  Comparison of growth rates from solution #1 of Figure 12 for different 

compositions of solid solution. Solid solutions of composition 0.766 

barite or greater can only grow by the spiral growth mechanism (after 

Pina et al., 2004).  

 

FIG. 14.  Fraction of volume transformed in a material using the Johnson-Mehl 

empirical approach.  The case shown assumes constant nucleation (I) and 

growth rates (U) and spherical particles, but other shapes of particles alter 

the exponent in the growth law and can be extracted from this type of 

analysis. The method is useful for describing transformation kinetics of 

various types, e.g. phase transformations, coarsening of grains, but does 

not include diffusion-controlled processes (after Raghaven and Cohen, 

1975).  

 

FIG. 15.  Simulated dendritic crystallization pattern for a cubic alloy. 

 



FIG. 16.  Enthalpy of titania polymorphs as a function of surface area.  After 

Navrotsky (2004).  The first nucleated phase is anatase which becomes 

unstable relative to brookite when it grows to a size of several nm.  The 

rutile phase then becomes stable with particles on the order of 5 nm. 

 

FIG. 17.  Examples of natural and mad made fractals; (a) Classical Mandelbrot 

fractal image (b) lightning fractal (c) fractal image of a tree canopy ( d) 

fractal rivers, west coast of Norway.; June 6, 2000, image  taken by the 

SeaWiFS satellite  (e) M.C. Escher (1956) Smaller and smaller (f) fractal 

image of ice crystals. Images from the web. See also figure 1a. 

 

FIG. 18.  (a) Fractal aggregate, constructed by computer-simulated diffusion-

limited aggregation. Fractal dimension D = 1.44 (b) deterministic Vicsek 

fractal constructed of 1, 5, 25, and 125 basic units respectively. Fractal 

dimension D =- 1.465. (after Beelen et al 1997). 

 

FIG. 19.  Sketch showing an Ostwald-ripening phenomenon in two dimensions in a 

time evolution scenario (a to d). The total number of particles decreases 

and their average radius increases, but the volume fraction remains 

constant (after Yao et al 1993). 

 

FIG. 20.  (a) Cryo-SEM image of frozen stable silica suspension.  Small filaments 

between particles are from the high concentration of surfactant used (after 

Wyss et al 2002); (b) and (c) cryo-TEM images of iron dispersions with 

increasing average particle radius; (b) radius = 2.1±0.3; (c) 

radius=6.9±1.0. Scale bar in latter two images = 100 nm. (after Butter et 

al 2003). 

 

FIG. 21.  Schematic diagram, relevant equation and corresponding scattering 

patterns for a dilute (a) and a concentrated (b) system; in (a) shown is also 

the effect of polydispersity in a dilute system. Details see text. (after 

www.ansto.gov.au/ansto/bragg/symposium/ns_talks/jamie_schultz.pdf)  

 



Fig. 22. (a) Idealized SAXS profiles of various geometrical bodies in dilute 

monodispersed systems, the corresponding p(r) and particle shapes as a 

function of particle radius (after Svergun and Koch 2003) and (b) 

schematic diagrams of the pair correlation functions G(r) for a system at a 

series of increasing concentrations plotted in real space (after 

www.ansto.gov.au/ansto/bragg/symposium/ns_talks/jamie_schultz.pdf ). 

 

FIG. 23.  (a) 3D plot of stacked in situ SAXS data for the formation of CdS 

nanoparticles (b) SAXS profile showing 1st, 2nd and 3rd order maxima 

(arrows) suggesting highly monodispersed particles (c) Time resolved plot 

of the changes in the Guinier radius of gyration, Rg, for the CdS forming 

reaction; A change in slope at ~ 40 min (vertical line) indicates a change 

in growth process (details see text); (d) Plot of invariant, Q vs. time 

showing the change from spherical to cylindrical crystal growth (details 

see text). (after Maneau et al 2003). 

 

FIG. 24.  Time resolved pair size distribution function plot for the formation of Cr-

oxihydroxide colloids in aqueous suspensions determined from scattering 

patterns from 1 to 40 minutes (Shaw unpublished results).  

 

FIG. 25.  WAXS PDF analyses for non-dilute solutions and structure factor S(q) 

effect relationships for ZnS particles (after Gilbert et al 2004).  

 

FIG. 26. Three-dimensional plots of the development of the scattering profiles in 

the SAXS (a) and WAXS (b) regions during isothermal crystallization at 

920˚C; (c) Parameters derived from the isothermal crystallization of 

cordierite glasses at 970˚C. The top panel in the row (i) show the 

integrated peak intensity from two representative peaks of spinel (sp) and 

stuffed quartz (sq) panel (ii) shows the size development of Rg and I(0); 

the third panel (iii) shows the evolution of the constants derived from the 

Porod equation; panel (iv) shows the development of the invariant Q. (d) 

The development of R2
g vs. time for the sample isothermally crystallized 

at 970 C.(after Bras et al 2005) 

 



FIG. 27. XAS data and analysis scheme.  Upper left: raw data with background 

subtracted to show the XANES (9660-9700 eV) and EXAFS (9700-10300 

eV) regions at the Zn K-edge.  Lower left: recalibrated XANES data ready 

for simulations by multiple scattering codes such as Feff.   Upper right: 

extracted EXAFS region weighted by wavevector k3.  Ready for analysis 

by fitting of various shells of backscattering atoms about Zn absorber in k 

space.  Lower right:  Fourier transform of the EXAFS region showing the 

pair correlation function (PCF) which can be fitted by real-space analysis 

software. First peak is due to Zn-O shell and second peak to Zn-Zn and 

further Zn-O shells of neighbors (after Waychunas, 2001). 

 

FIG.28.  Example of Fe K-edge EXAFS analysis of the oxidation of Fe2+ and Fe2+-

As3+ solutions as a function of time.  Left: fitted EXAFS (dashed line-fit).  

Right: corresponding PCFs (dashed line-Fe2+ system). See text for further 

explanation (after Thoral et al., 2005). 

 

FIG.29.  The Fe2+-As3+ system studied by EXAFS analysis on the As K-edge.  

Left: fitted EXAFS. The arrows indicate the higher frequency EXAFS 

oscillation due to Fe-As neighbors. Right: PCFs. Arrows indicate the 

appearance of a second As-Fe peak with continued oxidation due to 

formation of Fe3+-As3+ neighbors (after Thoral et al., 2005). 

 

FIG.30.  Time-resolved Mo K-edge EXAFS measurements of redox changes in 

MoOx catalysts over a programmed reaction series.  From these data it is 

possible to extract the amount of new phase created as a function of time, 

as well as short range order and average valence (after Ressler et al.,  

2002).  

 

FIG.31.  Extracted oxidation change from MoO2 to MoO3 at varying temperature 

from data of the type shown in figure 31.  In region A+B there is a linear 

increase with time, while region C shows an exponential dependence and 

region D a power-law dependence (after Ressler et al., 2002). 

 

FIG.32.  Arrhenius plot for the data in the various regions of figure 32 plus that 



from two other temperatures (748 and 698 K) with corresponding 

activation energies  (after Ressler et al., 2002). 

 

FIG.33.  Relative bond length changes derived from EXAFS analysis for Ga-O and 

As-O in berlinite as a function of increasing pressure at room temperature.  

A well-defined phase transformation is initiated at about 9 GPa with 

lengthening of the Ga-O bond due to coordination change from 4 to 6.  

The As-O bond length goes through a more complex transformation with 

a break at about 12.5 GPa at which point most of the Ga has changed 

coordination but the As is in both 4 and 6 coordination.  Further pressure 

shifts all As to 6 fold coordination at about 21 GPa (after Badro et al., 

1997).  

 

FIG.34.  Polarized (grazing-incidence) EXAFS analysis of hematite-like 

precipitates on quartz surfaces.  The PCFs show very similar form when 

the electric vector (and thus EXAFS probe direction) is in the plane of the 

quartz whether it is the r- or m-plane surface.  But the perpendicular 

electric vector orientation for the r-plane surface shows quite different 

structure.  These differences are due to varied near neighbor Fe-Fe 

distances and numbers as a function of direction in hematite single 

crystals and suggest highly oriented nanocrystallites on the surface.  The 

left side of the figure shows simulations of the r-plane perpendicular 

electric vector EXAFS for different cluster sizes with best agreement for 

roughly 1 nm diameters weighted for appropriate reduced Fe-Fe 

coordinations at the surface of the clusters (after Waychunas, 2002).  

 




