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ABSTRACT  

 

A big segment of the traffic signal control systems in California and United States are 

closed-loop systems. Because wide-scale deployment of advanced adaptive control 

systems may be many years away due to the associated high costs, there is a significant 

need to improve the effectiveness of the state-of-the-practice closed-loop systems. To 

address the need, this project focuses on: 1) developing an integrated micro-

simulation/signal optimization tool to enhance the capability of generating efficient signal 

timing plans, and 2) developing a systematic approach to make closed-loop systems be 

more robust and traffic responsive.  

 

An integrated simulation/signal optimization tool can generate, evaluate and fine tune 

signal timing plans in a cohesive manner. This report presents an approach for integrating 

Paramics with Synchro and TRANSYT-7F. Two sets of Paramics plug-ins are developed 

to facilitate the two-way data conversion between Paramics and Synchro or TRANSYT-

7F. The first set of plug-ins read Paramics network data and traffic volume data and 

generate Synchro or TRANSYT-7F data files while the second transfer optimized signal 

timing data back to Paramics. These tools may assist traffic engineers in developing 

efficient signal timing plans for arterial traffic operations. Step-by-step tutorials are also 

included in the report to teach how to use the new plug-ins. 

 

The advancement and deployment of telecommunication and ITS technologies make 

traffic and signal status data more readily available. These high-resolution data provide 

opportunities to allow closed-loop control systems to operate more adaptively and 

robustly to the changes in traffic demands and patterns. This report presents a systematic 

approach to make use of traffic and signal data to further improve the control 

performance of closed-loop systems. The systematic approach includes three components: 

timing, monitoring, and fine-tuning. For timing, two innovative models are developed to 

generate robust optimal signal timings that are less sensitive to fluctuations of traffic 

flows at the same time minimizing the mean of the delays per vehicle across all possible 

realizations of uncertain traffic flows. Another procedure is proposed to optimally 
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determine time-of-day intervals for time-of-day controls based on a large set of archived 

traffic data. For monitoring, a prototype signal performance monitoring system is 

developed to report performance measures of signal control operations and help traffic 

operation staffs make the decision whether a retiming or fine-tuning effort is needed or 

not. Finally, for fine-tuning, an offset refiner is introduced to fine tune signal offsets to 

provide smoother progression in either one-way or two-way coordination. The offset 

refiner is easy to implement, and could be run periodically or together with the 

performance monitoring system. If the signal performance degrades, the refiner can be 

called to fine-tune the offsets for better progression. 

 

Keywords: signal optimization, simulation, archived data, and closed-loop systems 
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1 INTRODUCTION  

 

This report constitutes the final deliverable for California PATH Task Order 5325 - 

“Development of An Integrated Microscopic Traffic Simulation and Signal Timing 

Optimization Tool”. The project has investigated the following:  

• Integration of Paramics with Synchro and TRANSYT-7F to generate, evaluate 

and fine-tune signal timing plans in a cohesive manner; 

• Development of a systematic approach to improve the efficiency of the state-of-

the-practice closed-loop control systems, making use of archived traffic and 

signal data.  

 

1.1 Motivation 

 

Many of the traffic signal control systems in California and United States are closed-loop 

systems with control logic distributed among three levels: the local controller, the on-

street master, and the office computer. The typical closed-loop control system consists of 

8-10 local controllers connected to a field master controller. The controller deployed in 

the field typically operates a time-of-day (TOD) schedule with 3-5 plans. Some agencies 

run as many as 7 plans in a given day. A small percentage of systems operate in traffic 

responsive plan selection mode [1-1]. 

 

Common practice for signal timing involves data collection during the peak hours of a 

“typical” day of the week and a cursory examination of traffic volumes during off-peak 

periods and on weekends. The information collected is normally analyzed by using an 

off-line optimization program, such as Synchro, TRANSYT-7F and PASSER II/III and 

the results are then translated into signal settings, and the changes at the signal controller 

are made accordingly.  

 

The off-line signal optimization programs that have been used to help optimize traffic 

signal timing are usually macroscopic, representing traffic in terms of aggregate measures 

of vehicle movements at intersections and applying analytic formulae to determine 
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measures of effectiveness such as delay and queue length. However, some of these 

formulae are known to be unstable or inaccurate, particularly under congested conditions. 

Moreover, these programs are mostly deterministic and thus fail to capture the stochastic 

and varying nature of traffic. As a consequence, the resulting signal timing plans may not 

be efficient. It is desirable that the plans can be evaluated by a tool before being deployed 

in the field. Microscopic simulation technology provides the ability to simulate the 

detailed movements of individual vehicles in a traffic network according to behavioral 

models that attempt to mimic actual driver decisions and actions. A properly calibrated 

and validated simulation program can model a traffic network accurately. Although most 

of current microscopic traffic simulation software, such as Paramics, VISSIM and 

CORSIM have limited pre-programmed controller functionality, studies have been 

conducted to expand the functionality through development of a set of plug-in modules 

(e.g., [1-2]) or a hardware-in-the-loop setup (e.g., [1-3] and references therein). With 

incorporating field traffic controller functionality, micro-simulation can be used to 

evaluate signal timing plans, signal optimization programs and even signal control 

systems. The validity of use of micro-simulation for this purpose has been demonstrated 

by dozens of prior studies (e.g., [1-4], [1-5] and [1-6]). In fact, some of signal 

optimization programs have started providing some functionality to facilitate the use of 

micro-simulation. For example, Synchro can build input files for CORSIM such that the 

timing plan can be simulated with CORSIM for a more detailed analysis [1-7]. On the 

other hand, some of microscopic traffic simulators have also provided interfacing tools to 

work with signal optimization programs. For example, AIMSUN has available an 

interface with TRANSYT to allow users to convert AIMSUN network into TRANSYT 

one, and use a TRANSYT control plan into AIMSUN simulator [1-8]. Similarly, VISSIM 

also can interface with Synchro and TEAPAC [1-9]. 

 

While recent research has focused primarily on developing real-time adaptive signal 

control algorithms (e.g. [1-10], [1-11] and [1-12]), practicing traffic engineers are quick 

to note that the wide scale implementation of fully adaptive systems is many years away, 

due to the high costs associated with high-end controllers, increased system-wide 

detection and wide-bandwidth communications [1-13]. Therefore, there is a significant 
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need to improve the effectiveness of current closed-loop systems. Efforts have been made 

to address the need. For example, in 2001, FHWA initiated a program to assess, and then 

pursue a cost-effective solution for applying adaptive control systems (ACS) technology 

to current, state-of-the-practice closed-loop traffic signal control systems. The resulting 

ACS-Lite system is being tested by FHWA [1-1]. Over the past several years, traffic 

signal vendors have implemented many traffic responsive features in their closed-loop 

systems. However, none of the vendor developed closed-loop signal systems have 

undergone rigorous evaluation [1-3].   

 

1.2 Proposed Research  

 

In order to improve the efficiency of currently-deployed closed-loop systems, two 

research directions can be adopted among others. One is to enhance the capability of 

developing efficient signal timing plans and the other is to enable the state-of-the-practice 

closed-loop systems to operate in a more traffic-responsive manner.  

 

An integrated micro-simulation and signal timing optimization tool that can efficiently 

predict traffic condition and optimize signal timing strategies in a cohesive manner will 

help traffic engineers develop efficient signal timing plans. 

 

Paramics is a scalable high-performance microscopic traffic simulation package 

developed in Scotland, and has been widely used in Caltrans for years. A properly 

calibrated and validated Paramics simulation can model a traffic network accurately. This 

allows traffic engineers to study the traffic behavior and test control strategies before 

implementation. However, Paramics, like most simulation tools, is not designed for 

traffic operation and thus lacks signal timing optimization capability. If Paramics can 

interact with signal optimization programs, it will provide a powerful tool for traffic 

signal operation, because predicated traffic demand from Paramics can be used as input 

to the signal optimization program to obtain timing plans, and the timing plans can then 

be evaluated by Paramics to provide guidance for fine-tuning before they are deployed in 
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the field. With this tool, further analyses can be performed to study how to develop 

efficient timing plans, for example, by appropriately determining TOD intervals.    

 

Actuated traffic controllers receive all of their information regarding the current state of 

the traffic system in the form of detector calls, typically from inductive loop detectors cut 

into the pavement surface. These calls, or actuations, simply indicate something is in a 

specific location, demanding service for a particular movement. The controller can not 

determine if that call is due to a single vehicle or a large platoon of vehicles. However, in 

some configurations where advance loops and/or four 6’×6’ presence loops are placed, 

appropriate adjustments can be made available arrival and/or departure traffic counts and 

occupancies. Although Paramics still lacks the functionality to receive and utilize real-

time loop data, considerable efforts can be made to facilitate the use of real-time traffic 

data in the simulation, which will further improve the capability of Paramics to replicate 

real-world traffic conditions. Moreover, the integrated micro-simulation and signal 

optimization tool can then optimize signal timing strategies in a near real-time (multi-

cycle) manner. 

 

The traditional signal timing process is quite time-consuming. It is rarely repeated unless 

changes in traffic conditions are so significant that the system begins performing poorly. 

Therefore, the process is not able to produce a timely solution. Though actuated signals 

can respond to traffic fluctuations, they cannot automatically respond to changes in traffic 

pattern or overall increase in traffic volume. It has been estimated that traffic experiences 

an additional 3%-5% delay per year as a consequence of not retiming signals as the 

conditions evolve over time [1-1]  

 

The advancement and deployment of telecommunication and ITS technologies make real-

time (true) traffic data more readily available. In addition to the loop data, second-by-

second returns of signal status are available for all phases in California. These real-time 

data provide opportunities to allow closed-loop control systems to be more adaptive to 

traffic changes in both strategic and tactic levels. More specifically, through monitoring 

the signal control operations, it will be easier to find out the problem, if any, and produce 
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a timely and efficient signal timing solution based on a large set of archived traffic data. 

In this sense, traffic controls will become more adaptive in a strategic level. By using 

real-time traffic and signal status data, a plan refiner can be developed to adjust to some 

extent the cycle, splits and offsets of the active timing plan to allow traffic controllers to 

respond to changes in traffic demands and patterns, in other words, make traffic controls 

to be more adaptive in a tactic level.   

 

1.3 Research Objectives 

 

As the first attempt along the research directions sketched above, this project primarily 

focuses on the following two objectives:  

 

• Objective 1: Integrating Paramics with two widely-used signal timing programs: 

Synchro and TRANSYT-7F.  

 

• Objective 2:  Developing a systematic approach to enable the state-of-the-practice 

closed-loop control systems to be more adaptive to the changes in traffic demands 

and patterns.  

 

To fulfill the first objective of the project, Chapter 2 briefly reviews and evaluates two 

signal optimization software packages, TRANSYT-7F and Synchro. Chapters 3 and 4 

introduce an approach for integrating Paramics with Synchro and TRANSYT-7F, which 

is geared towards signal timing optimization and performing a two-way conversion 

between Paramics and the signal optimization programs. Two sets of converters are 

developed as Paramics plug-ins, one for Synchro and the other for TRANSYT-7F. After 

converting the Paramics network into the signal optimization program’s format, the user 

can use the powerful features of the program to design signal timing plans, which can 

then be transferred back to the Paramics model for evaluation and fine-tuning.  

 

Chapters 5, 6, 7 and 8 compose a systematic approach for improving the efficiency of the 

state-of-the-art closed-loop signal control systems (Objective 2). The systemic approach 
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includes three components: timing, monitoring, and plan adjustment. The key of the 

approach is to make the best use of archived traffic and signal status data. Chapter 5 

presents two approaches, scenario-based and min-max, to determine robust optimal signal 

timings for isolated signalized intersections. The robust plans would be less sensitive to 

fluctuations of traffic flows at the same time minimizing the mean of the delays per 

vehicle across all realizations of uncertain traffic flows. Chapter 6 makes use of a large 

set of archived traffic data to optimally determine TOD intervals for TOD controls. 

Chapter 7 develops a prototype signal performance monitoring system that enables traffic 

operation staffs to understand the historical and current performances of signal control 

operations and help them make the decision whether a retiming or fine-tuning effort is 

needed or not. Finally, Chapter 8 provides a proof of concept of an offset refiner, which 

fine tunes the signal offsets to provide smoother progression in either one-way or two-

way coordination. The proposed offset refiner is easy to implement and can work readily 

with current closed-loop signal control systems to improve their system performance.  

 

This is the first of nine chapters of the final report, and conclusions and a brief 

description of future work are provided in Chapter 9. 

 

1.4 Reference 

 

1-1 Luyanda, F. et al. ACS-Lite Algorithmic Architecture. Paper presented at the 82nd 

Transportation Research Board Annual Meeting, Washington, D.C., 2003. 

Available at: http://www.nawgits.com/icdn/acslite_fldtest.html 

 

1-2 Liu, H., Chu, L., and Recker, W. Paramics API Development Document for 

Actuated Signal, Signal Coordination and Ramp Control, California PATH 

Program Working Paper, UCB-ITS-PWP-2001-11, 2001. 

 

1-3 Bullock, D. et al. Hardware-in-the-Loop Simulation. Transportation Research, 

Vol. 12C, 2004, pp.73-89. 
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1-5 Park B. et al. Evaluating Reliability of TRANSYT-7F Optimization Schemes. 

Journal of Transportation Engineering, Vol. 127, No.4, pp.319-326, 2001. 

 

1-6 Saiyed S. and Stewart J. An Assessment of Pre-timed, Actuated and Adaptive 

Signal Control Strategies for Unsaturated and Saturated Arterial Network. Paper 

presented at the 83rd Transportation Research Board Annual Meeting, Washington, 

D.C., 2004.   
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Architecture, Algorithms and Analysis. Transportation Research, Vol.9C, 2001, 
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TRACS. University of Maryland, College Park, Maryland, FHWA Research 
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2  REVIEW AND EVALUATION OF SIGNAL OPTIMIZATION SOFTWARE  

 

The objective of this chapter is to briefly review and evaluate two signal optimization 

software packages, TRANSYT-7F and SYNCHRO 6, which are integrated with 

PARAMICS, as documented in Chapters 3 and 4.  

 

2.1 Background 

 

2.1.1 TRANSYT-7F  

 

TRANSYT-7F was originally developed in the United Kingdom by the Transport and 

Road Research Laboratory (TRRL); it is currently developed by McTrans. The main 

features of TRANSYT-7F are summarized below: 

• mesoscopic-deterministic optimization model for arterials and networks 

• traffic model includes platoon dispersion 

• objective functions: minimize delays and/or stops; progression maximization.  

• optimization process includes genetic algorithm, hill-climb, and multi-period 

optimization 

 

Notice that the most recent release (version 10.2) introduces “direct CORSIM 

optimization”, where TRANSYT-7F applies supply timing plan candidates, and 

CORSIM evaluates them. 

 

2.1.2 SYNCHRO 

 

SYNCHRO is developed by Trafficware Inc., a company based in Berkeley, Calif. It has 

the best user interface of all signal-timing tools currently available.  The key features of 

the program include:  

• mesoscopic-deterministic optimization model for arterials and networks 

• objective functions: a composite of delay, number of stops and the number of 

vehicles affected by the queue, 
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• optimization process: this process requires constant human intervention and 

consist of the following five steps: 

1. Set up initial timing plans for each intersection individually 

2. Partition into network into subsystems (optional) 

3. Optimize network cycle length 

4. Optimize offsets and phasing 

 

2.1.3 The Percentile Delay Method 

 

SYNCHRO uses the percentile delay method in order to account for the variability of 

traffic flow. It assumes that arrivals follow a Poisson distribution and uses the 10th, 30th, 

50th, 70th and 90th percentile scenarios for the delay calculations. The delay output by 

the model is the average of these five scenarios weighted by the percentile flow rates. 

According to the manual, in most cases the percentile delay method would give similar 

results than Webster's formula. However, it is indicated that the method is more accurate 

on actuated signals in the presence of pedestrian phases or skipped phases. 

 

2.2 Literature Review 

 

The following publications are concerned in comparing several signal timing 

optimization software. The comparison identified that SYNCHRO consistently produced 

lower MOEs relative to TRANSYT.  

 

2.2.1 Chaudhary et al, 2002 

 

This publication [3-1] corresponds to a research report by the Texas Transportation 

Institute for the Texas Department of Transportation.  It summarizes a 2-year project 

where they compared the software packages TRANSYT-7F, SYNCHRO 5 and PASSER 

II. The comparison was performed using actual data from several arterials located in 

Texas, while the MOEs were computed using the microscopic traffic simulator CORSIM. 

The main conclusions of this study are: 



11 

• SYNCHRO and PASSER outperform TRANSYT in all aspects.  

• In particular, TRANSYT was found to provide poor progression band with, 

inconsistent cycle length selection and the greater delays.  

• bandwidths produced by SYNCHRO and PASSER are similar for short arterials 

but SYNCHRO bandwidths deteriorate for large arterials.  

• SYNCHRO produced lowest delays 

 

2.2.2 Yang, 2001 

 

This publication [3-2] compares the software packages TRANSYT-7F, SYNCHRO 3 and 

PASSER II-90. It uses real data from a single arterial with nine signalized intersections 

(Iowa Street located in Lawrence, Kan.) while the MOEs were obtained using CORSIM.  

From this paper it can be concluded that: 

• PASSER provides the lowest delays and stops, followed by TRANSYT-7F and 

SYNCHRO 3 

• PASSER provides the best timing plan for this particular arterials 

• SYNCHRO is the only package able to coordinate a network of streets 

• TRANSYT generates longer cycle length, which induces larger delays  

 

2.2.3 Washburn and Larson, 2002 

 

This paper [3-3] compares TRANSYT-7F, SYNCHRO 3 and the highway capacity 

manual software HCS for a single coordinated arterial in the University district in Seattle, 

Washington. Unlike the previous papers analyzed in this report the arterial is operated 

using actuated control. 

 

The delay was the only MOE considered in this study, and it was obtained as reported by 

each software package.  

 

The following conclusions can be drawn: 

• HCS reported the lowest delays 
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• TRANSYT yield lower delays than SYNCHRO 

 

Notice that these results are based on each program’s estimation, and thus may not 

comparable.  

 

2.3 Evaluation Study 

 

Paramics is one of the widely used microscopic traffic simulation models. One important 

feature of Paramics is that Paramics allows the user to customize many features of 

underlying simulation model through a Functional Interface or Application Programming 

Interface (API). The proposed research will integrate Paramics with a signal optimization 

program. The candidates include TRANSY-7F, SYNCHRO, and possibly others to be 

identified after consultation with the Caltrans traffic operation staffs. In any event, the 

candidates should be well accepted and widely used by practicing traffic engineers. A 

thorough evaluation study will be conducted to assess the timing performance and 

reliability of these candidates.  

 

To facilitate the evaluation work, a testing environment with a preliminary level of 

integration through “middleware” was created. The “middleware” was developed to 

automate the process of exchanging data between Paramics and signal optimization 

programs. More specifically, the middleware takes the simulated traffic volumes from 

Paramics and generate input files for the signal optimization program. Meanwhile, it also 

feeds signal timing plans into Paramics. For each of the candidates, the middleware was 

coded respectively. The testing environment is illustrated by Figure 2.1.  

 

The candidates ran with several sets of traffic and roadway conditions commonly 

encountered in street networks including both under-saturated and saturated flows. MOEs, 

such as delay, throughput and the number of stops, from all runs of simulations were 

statistically compared to assess the performance of each signal optimization program for 

different sets of conditions.  The network used is a series of twelve intersections between 

2nd Avenue and 28th Avenue on El Camino Real. 
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Figure 2.1 Evaluation Environment 

 

2.3.1 TRANSYT-7F 

 

The series of intersections were inputted into TRANSYT-7F.  The optimization was then 

run in order to specify the best cycle length for the system as well as the individual offset 

for each intersection.  The values obtained from this optimization are shown in Table 2.1. 

 

Table 2.1 TRANSYT-7F Optimization Results 

Cross Street Cycle Length (sec) Offset (sec) 
2nd Avenue 115 50 
3rd Avenue 115 50 
4th Avenue 115 46 
5th Avenue 115 52 
9th Avenue 115 62 
12th Avenue 115 115 

Barneson 
Avenue 115 62 

17th Avenue 115 85 
20th Avenue 115 41 
25th Avenue 115 112 
27th Avenue 115 101 
28th Avenue 115 91 

. 

       Paramics 
Signal optimization 

program 
 

Statistical MOE 
comparison 

Study 
network 

Given O-D 
demands, current 
signal plans 

Traffic volume 

Signal plans 

Middleware 
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These values were then input into a Paramics simulation of the series of intersections.  

The simulation was then run for an in-simulation time of 2 hours.  The resulting data 

shows an average speed of 16.4 kph and an average travel time of 367.0 seconds. 

 

2.3.2 SYNCHRO 

 

The same network was created in a SYNCHRO model.  The optimization found the 

optimal cycle length for the system as well as the optimal offsets for each intersection.  

The values obtained from this optimization are shown in Table 2.2. 

 

Table 2.2 SYNCHRO optimization results. 

Cross Street Cycle Length (sec) Offset (sec) 
2nd Avenue 106 9 
3rd Avenue 106 97 
4th Avenue 106 87 
5th Avenue 106 77 
9th Avenue 106 70 

12th Avenue 106 49 
Barneson 

Avenue 106 35 
17th Avenue 106 62 
20th Avenue 106 44 
25th Avenue 106 93 
27th Avenue 106 3 
28th Avenue 106 3 

 

These values were then input into a Paramics simulation of the series of intersections.  

The simulation was then run for an in-simulation time of 2 hours.  The resulting data 

showed an average speed of 21.1 kph and an average travel time of 291.4 seconds. 
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2.3.3 Results 

 

Based on the above results, it is clear that SYNCHRO outperforms TRANSYT by as 

much as 26%. Reassuringly, this result coincides with the literature review, which 

identified that SYNCHRO consistently produced lower MOEs relative to TRANSYT.  

Additionally, we performed the same experiment described in the previous section but 

with a 20% demand increase. The results are summarized in Table 2.3, which shows the 

average vehicle delay for both demand loads. 

 

Table 2.3 Average Vehicle Delay 

Demand SYNCHRO TRANSYT SYNCHRO 

improvement 

100% 291 sec 367 sec 26 % 

120% 375 sec 406 sec 8 % 

 

As expected, in a more congested scenario the impact of a better timing diminishes, but is 

still significant. 
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3  INTEGRATION OF PARAMICS WITH SYNCHRO AND VERIFICATION 

 

3.1 Introduction 

 

Microscopic traffic simulation provides the highest level of detailed traffic dynamics 

representation when compared to other traffic analysis tools.  Unlike other tools, 

individual vehicles are the basic modeling unit instead of entire traffic streams.  However, 

most simulation tools lack signal timing optimization features.  Interfacing 

microsimulation with signal timing optimization software will help integrate the strengths 

of microsimulation into the signal timing design processes. 

 

Common practice for signal timing involves data collection during the peak hours of a 

“typical” day of the week and a cursory examination of traffic volumes during off-peak 

periods and on weekends.  The information collected is normally analyzed by using an 

off-line optimization program such as Synchro and TRANSYT-7F, and the results are 

then translated into signal settings, and the changes at the signal controller are made 

accordingly. 

 

Synchro and TRANSYT-7F are both off-line signal optimization programs that are used 

to help optimize traffic signal timing.  They present traffic at a macroscopic level, use 

aggregate measures of vehicle movements at intersections and apply analytic formulae to 

determine measures of effectiveness (MOEs) such as delay and queue length.  However, 

some of these formulae are known to be unstable or inaccurate, particularly under 

congested conditions.  Moreover, these programs are mostly deterministic and thus fail to 

capture the stochastic and varying nature of traffic.  As a consequence, the resulting 

signal timing plans may not be efficient.  It is desirable that the plans can be evaluated by 

a tool before being deployed in the field.   

 

Microsimulation can simulate the detailed movements of individual vehicles in a traffic 

network, attempting to mimic actual driver decisions and actions.  Although most 

microsimulation software have limited pre-programmed controller functionality, studies 
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have been conducted to expand their functionality through the development of plug-in 

modules [3-1] or hardware-in-the-loop setups [3-2].  By incorporating field traffic 

controller functionality, microsimulation can be used to evaluate signal timing plans, 

signal optimization programs and even signal control systems.  The validity of use of 

microsimulation for this purpose has been demonstrated by dozens of prior studies [3-3, 4, 

and 5].  In fact, some signal optimization programs have started providing some 

functionality to facilitate the use of microsimulation.  For example, both Synchro and 

TRANSYT-7F can build input files for CORSIM such that timing plans can be simulated 

with CORSIM for a more detailed analysis [3-6 and 7].  On the other hand, some 

microscopic traffic simulators provide interfacing tools to work with signal optimization 

software.  For example, AIMSUN can interface with TRANSYT-7F to allow users to 

convert AIMSUN networks into TRANSYT-7F networks, and use a TRANSYT-7F 

control plan in AIMSUN [3-8].  Similarly, VISSIM can interface with Synchro and 

TEAPAC [3-9]. 

 

Paramics is a scalable high-performance microscopic traffic simulation package 

developed by Quadstone in Scotland, is one of the leading microscopic traffic simulators 

worldwide.  A properly calibrated and validated Paramics simulation can model a traffic 

network accurately.  This allows traffic engineers to study the traffic behavior and test 

control strategies before implementation.  However, Paramics, like most simulation tools, 

is not designed for signal timing optimization.  If Paramics can interface with a signal 

timing optimization program, it will provide a powerful tool for traffic signal operations 

analysis.  Simulated traffic demands from Paramics can be used as input to the signal 

optimization program to obtain timing plans, and the timing plans can then be evaluated 

by Paramics to provide guidance for fine-tuning before they are deployed in the field. 

  

Previous efforts that aim at converting existing network data from a range of sources into 

Paramics exist.  Quadstone, for example, developed the Paramics Converter [3-10], 

which can read network data from various sources including emme/2, Mapinfo, ESRI 

ArcGIS, Synchro, CORSIM, Cube/TP+/Viper, flat ASCII files, and CSV files.  

Researchers at the University of California - Santa Barbara developed a software tool, 
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nicknamed S2P (Shapefile to Paramics), to translate files from ESRI ArcGIS format to 

Paramics [3-11].  The S2P converter detailed geometric information from GIS shape files 

and builds a set of files for Paramics.  However, both Paramics Converter and S2P can 

only do a one-way conversion, and cannot convert Paramics networks into other formats.  

While both Paramics Converter and S2P can be valuable tools for building Paramics 

networks, they are not geared towards transferring signal timing data; converted networks 

only contain basic skeleton information and geometric data. 

 

This chapter will introduce an approach for integrating Paramics with two prominent 

signal timing optimization tools, Synchro and TRANSYT-7F.  Two sets of converters 

were developed as Paramics plug-ins, one for Synchro and the other for TRANSYT-7F.  

The approach is geared towards signal timing optimization and performs a two way 

conversion between Paramics and the signal optimization tool.  It capitalizes on the user’s 

knowledge in both platforms; after converting the Paramics network into the signal 

optimization tool’s format, the user can use the powerful features of the signal timing 

optimization tool to design signal timing plans.  Signal timing plan data can then be 

transferred back to the Paramics model.   

 

The next section will present the overall architecture of the integrated Paramics - 

Synchro/TRANSYT-7F application.  The remainder of this chapter is dedicated to the 

Paramics - Synchro integration process; the process is detailed in section 3.3 and 

followed by a step by step procedure in section 3.4.  A step-by-step tutorial is included in 

section 3.5.  Finally, a conclusion and approach limitations are presented in section 3.6.  

The Paramics - TRANSYT-7F integration process is presented and detailed with a 

tutorial in chapter 4. 

 

3.2 Paramics – Synchro/TRANSYT-7F Application Architecture 

 

The architecture of the integrated Paramics – Synchro/TRANSYT-7F application 

requires two additional Paramics plug-ins; one to facilitate actuated signal operation in 

Paramics, and the other to facilitate the conversion of network elements into 
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Synchro/TRANSYT-7F input.  Although the actuated signal plug-in facilitates actuated 

signal logic in Paramics, it cannot optimize the signal timing plans for isolated 

intersections or arterials.  The second additional plug-in builds a skeleton network file 

that provides a simplified version of the Paramics link/node structure.   

 

In general, the integrated Paramics – Synchro/TRANSYT-7F application architecture 

comprises two major tiers, the microsimulation tier and the signal optimization tier.  All 

of the plug-ins are implemented as in-process dynamic link library (DLL) components 

that reside in the microsimulation tier as shown below in Figure 3.1. 

 

 
Figure 3.1  Integrated Paramics - Synchro/TRANSYT-7F Application Architecture 

 

The developed Paramics – Synchro/TRANSYT-7F integration tool utilizes a rich 

Application Programming Interface (API) provided by Paramics, which allows the user to 

customize many features of underlying simulation model.  Two main sets of plug-ins 

have been developed, the Paramics to Synchro/TRANSYT-7F network converters and 

the Synchro/TRANSYT-7F to Paramics signal timing plan converters.   
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The skeleton network plug-in, shown in figure 3.1 above, builds a skeleton file including 

network skeleton nodes, which represent major junctions in the network, and skeleton 

links, which define how the skeleton nodes are linked.  The reason behind building the 

skeleton network file is to simplify the complex link/node structure of a Paramics model.  

Geometric features such as roadway horizontal curvature, widening, and storage lanes 

may necessitate coding multiple links in Paramics in order to properly replicate the real 

life network.  Networks in Synchro and TRANSYT-7F only require certain geometric 

features of links at the interface between the link and the intersection node.  Figure 3.2 

below shows a snapshot of the skeleton file. 

 

 
Figure 3.2  Skeleton File Snapshot 

 

Each line in the skeleton file, shown in Figure 3.2 above, represents a skeleton link.  For 

example, the first line in the file is a skeleton link that starts at major junction node 1; 

links to nodes 97, 34, 33; and ends with major junction node 23.  This information is 

crucial when building the Synchro/TRANSYT-7F input file. 
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3.3 Implementation of an Integrated Paramics - Synchro Application 

 

The integration of Paramics with Synchro for the purpose of traffic signal optimization 

requires a two-way conversion process.  Two converter applications were developed; the 

first builds Synchro input files based on the Paramics model and the second transfers 

optimized signal timing data back to the Paramics model.  A flowchart of the process is 

shown in Figure 3.3, followed by a description of the two conversion procedures. 

 

 
Figure 3.3  The Paramics – Synchro Two-Way Conversion Process Flowchart 
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3.3.1 The Paramics to Synchro Network Converter 

 

The main goal of this conversion process is to build two Synchro data files, a network 

layout data file (LAYOUT.DAT), and lanes and volumes data file (LANES.DAT).  The 

first step in the process is to read the skeleton network file to obtain network layout 

information.  For traffic volumes, Synchro requires turning volume data at each 

signalized intersections.  However, only demand data between O-D pairs can be directly 

read from the Paramics network inputs.  It is, therefore, necessary to run the network in 

Paramics and generate the intersection turning volumes using the Paramics API.  Nodes 

and links data from the existing Paramics network are used to provide network geometry 

information to Synchro, such as node coordinates and link speed limits.  With this 

information, the Paramics to Synchro converter can generate the two Synchro data files 

with the necessary information for signal optimization. 

 

3.3.2 The Synchro to Paramics Signal Timing Converter 

 

The Synchro to Paramics signal timing converter was developed to transfer optimized 

signal timing data from Synchro to Paramics by modifying the Paramics signal control 

file.  This converter is invoked after optimizing the network in Synchro.  Optimized 

signal timing data are contained in two Synchro output files; the first file is the 

“TIMING.DAT” file, which provides signal splits, cycles and offsets; the second file is 

the “PHASING.DAT” file, which holds actuated signal data such as minimum green, 

maximum green and extension.  

 

Actuated signal control logic is maintained by the actuated signal plug-in 

“actuated_signal.dll”.  Signal control data is stored in the “signal_control” file under the 

Paramics network directory.  This is the file that the Synchro to Paramics converter 

modifies based on the obtained signal control data from Synchro.  
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3.4 Step-By-Step Procedure 

 

The two-way conversion procedure for Paramics – Synchro integration is divided into the 

following six steps: 

1. Generating skeleton network data from Paramics 

2. Generating the Synchro input files 

3. Loading the network in Synchro 

4. Optimizing signal timings with Synchro 

5. Importing signal timing data from Synchro to Paramics 

6. Run the network in Paramics with the new signal timing data 

 

The six steps are detailed below. 

 

Step 1: Generating skeleton network data from Paramics 

This step is a pre-requisite step to the conversion process.  It involves first indicating the 

location of the “skeleton.dll” plug-in in the “programming.modeller” file for Paramics 

Modeller simulations.  Alternatively, this may be specified in the 

“programming.processor” file or the “programming.simulator” file if the user prefers to 

use Paramics Processor or Paramics Processor from the command line, respectively.  This 

is followed by loading the network in Paramics to generate “skeleton.txt” file under the 

network folder. 

 

Step 2: Generating the Synchro input files 

Prior to running the converter, the “skeleton.dll” plug-in should be de-referenced in the 

Paramics model.  The next step is to indicate the locations of the 

“Paramics_to_Synchro.dll” plug-in and the “actuated_signal.dll” plug-in in the Paramics 

model, in addition to any other necessary plug-ins for the simulation.  The network is to 

then to be loaded and run in Paramics.  The “LAYOUT.DAT” and “LANES.DAT” files 

will be generated under the network folder after the simulation finishes.  

 

Step 3: Loading the network in Synchro 
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Before loading the data files, a new Synchro project is to be created by selecting “File -> 

New” in Synchro.  The network data can then be loaded by selecting “Transfer -> Data 

Access…” option; this will open the “UTDF Database Access” window.  Under the 

“Layout” tab the “LAYOUT.DAT” file is to be selected and read by clicking “Select”, 

browsing to the file location and selecting “Read”.  These steps are to also be followed to 

import the “LANES.DAT” file under “Lane” tab ensuring the “Include Volume related 

data” option is toggled on. 

 

Step 4: Optimizing signal timings with Synchro 

At this point, the network has been converted from Paramics to Synchro.  The user can 

design a signal timing plan using the features provided by Synchro. 

 

Step 5: Importing signal timing data from Synchro to Paramics 

After the signal timing plan has been designed by the user in Synchro, the user is to 

export the Synchro signal timing data by selecting the “Transfer -> Data Access…” 

option in Synchro; the “UTDF Database Access” window will open.  Under the 

“Phasing” tab, the user is to write a “PHASING.DAT” file to the Paramics network 

directory.  The same steps are followed under the “Timing” tab to export a 

“TIMING.DAT” file to the existing Paramics network directory. 

 

Before opening Paramics and importing the timing data, the user should ensure that the 

“signal_control” file exists under existing Paramics the network folder.  The 

“Synchro_to_Paramics.dll” plug-in is to then be referenced in the Paramics model.  The 

network is to then be loaded in Paramics; this will modify the “signal_control” file in 

accordance with optimized signal timing data generated by Synchro. 

 

Step 6: Run the network in Paramics with the new signal timing data 

De-reference the “Synchro_to_Paramics.dll” plug-in in the Paramics model.  This step 

concludes the two-way conversion process and the network is ready to run with new 

optimized signal timing data. 
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3.5 Step-By-Step Tutorial 

 

The purpose of this tutorial is to provide the user with a step-by-step example that covers 

the conversion process from start to end.  The example Paramics network used is based 

on a main street arterial network in Logan, Utah.  It consists of one arterial with ten 

signalized intersections as shown in Figure 3.4 below.  The project name is 

“Tutorial_Synchro” and the project directory for the tutorial is “C:\Tutorial_Synchro”. 

 

 
Figure 3.4  Tutorial_Synchro Project Layout 
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Before using the converters, it is necessary to ensure that the actuated signal control plug-

in (actuated_signal.dll) is available and an associated actuated signal control file 

(signal_control) is also available.  The reader is referred to the actuated controller plug-in 

documentation [12] for further details.  It is important to note that initial timing data in 

the signal control file are not transferred to Synchro by the converter.  It is also necessary 

to have the skeleton network plug-in. 

 

1-  Prepare the plug-ins for use in Paramics: 

Paramics allows for more than one way to use plug-ins.  For Tutorial_Synchro, all 

plug-in DLL files will be placed in the project directory and referenced in the 

“programming.modeller” file.  The first plug-in that will be used is the skeleton 

network plug-in.  The remaining three plug-ins are de-referenced at this point in the 

process by simply placing ‘##’ at the beginning of line calling them in the 

“programming.modeller” file as shown in Figure 3.5. 

 

 
Figure 3.5  Plug-ins Initial Setup 

 

2 - Build the skeleton network file: 

After preparing, saving, and closing the “programming.modeller” file, the network is 

loaded in Paramics Modeller, and then closed without running a simulation.  This 
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step will build the “skeleton.txt” file in the project directory that contains all the 

skeleton link data necessary for the conversion. 

 

3 - Prepare the network for the first conversion process: 

In this step, the conversion plug-in will be loaded by opening the 

“programming.modeller” file and modifying it as shown in Figure 3.6. 

 

 
Figure 3.6  Preparing for First Conversion 

 

4 - Convert the network: 

Re-opened the network in Paramics Modeller and run a simulation.  After the 

simulation is done, the two Synchro network data files (LAYOUT.DAT and 

LANES.DAT) will be generated is built in the project directory 

(C:\Tutorial_Synchro).  A snapshot of the two files is shown below in Figures 3.7 

and 3.8. 
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Figure 3.7  LAYOUT.DAT Snapshot 

 

 
Figure 3.8  LANES.DAT Snapshot 

 

5- Open the network in Synchro: 
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Open Synchro and create a new file by selecting the “File -> New” option.  Select the 

“Transfer -> Data Access…” option; this will open the “UTDF Database Access” 

window.  Click on the “Layout” tab and under “Active File” at the top of the form, 

click “Select”.  Browse to the network folder (C:\Tutorial_Synchro) and select the 

“LAYOUT.DAT” file and click “Read”.  The network becomes visible in Synchro as 

shown in Figure 3.9. 

 

 
Figure 3.9  Importing the Synchro LAYOUT.DAT File 

 

Next, import the lanes and volumes data by first clicking on the “Lane” tab in the 

“UTDF Database Access” window.  Ensure that the “Include Volume related data” 

check box is check.  Select and read the “LANES.DAT” file located in the project 

directory.  Volume data is now included in the Synchro network as shown in Figure 

3.10.  Close the “UTDF Database Access” window and save the Synchro project. 
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Figure 3.10  Importing the Synchro LANES.DAT File 

 

6 - Optimize the network traffic signals: 

Select the “Optimize -> Partition Network” option.  Accept the default “One System 

(0)” partitioning strategy in the Partition Network window and click OK.  When the 

network partitioning is complete, select the Optimize -> Network Cycle Lengths…” 

option.  If asked to do so save changes.  Accept the defaults in the “Optimize Cycle 

Lengths” window and click “Automatic”.  When cycle lengths optimization is 

complete, save the project and select the “Optimize Network Offsets” option.  

Accepts the defaults, click OK, and after the network offsets optimization is 

complete save the network. 

 

7 - Export the Synchro signal timing file: 

Select the “Transfer -> Data Access…” option; this will open the “UTDF Database 

Access” window.  Click on the “Phasing” tab and under “Active File” at the top of 

the form, click “Select”.  Browse to the network folder (C:\Tutorial_Synchro), save 

the “PHASING.DAT” file and click “Write” as shown in Figure 3.11. 
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Figure 3.11  Exporting PHASING.DAT File from Synchro 

 

Similarly, export the “TIMING.DAT” file under the “Timing” tab as shown in 

Figure 3.12 below. 
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Figure 3.12  Exporting TIMING.DAT File from Synchro 

 

9 - Prepare the Paramics network for the second conversion process: 

 Adjust the programming.modeller file as shown in Figure 3.13 below. 

 

 
Figure 3.13  Preparing for Second Conversion 
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10 - Re-open the network in Paramics Modeller: 

Load the Tutorial_Synchro network in Modeller.  This will cause the second 

conversion process to take place, where the “signal_control” file is modified 

according to the optimized signal timing data.  This step concludes the second 

conversion process. 

 

11 - Run the network in Paramics using the new signal timing data: 

Before running the network in Paramics, make sure to de-reference the second 

converter “Synchro_to_Paramics.dll” and re-load the network. 

 

3.6 Conclusion and Approach Limitations 

 

In this chapter we present an approach for integrating microscopic traffic simulation with 

signal optimization tools.  The approach is used to build a two-way conversion procedure 

between Paramics and Synchro by developing two data conversion plug-ins.  The first 

plug-in reads Paramics network data and traffic volume data and generates two Synchro 

data files; the second converter transfers optimized actuated signal timing data back to 

Paramics.  These tools are developed to assists traffic engineers in optimizing, evaluating 

and refining signal timing plans for arterial traffic operations.  This chapter also includes 

a step-by-step tutorial to enable the user to become familiar with the new plug-ins. 

 

The developed Paramics - Synchro optimization tool works well for arterial networks; 

however, there are still some limitations that need to be considered prior to 

implementation.   

 

1. It is assumed that the signalized intersections that need to be optimized are all 

actuated intersections.  Therefore, the signal control data in Paramics are stored in 

the “signal_control” file, and the previous designed “actuated_signal.dll” plug-in [1] 

must be incorporated within the Paramics simulation.  

2. Coordination along the signalized network is not considered.  Synchro can generate 

the coordinated optimizing signal plans; however, the coordinated signal plug-in in 
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Paramics requires different input files other than the actuated signal plug-in.  

Coordination will be considered in further research. 

3. The developed tool can not be applied for ramp metering, though it can be applied on 

a freeway-arterial corridor network. 
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4  INTEGRATION OF PARAMICS WITH TRANSYT-7F AND VERIFICATION 

 

4.1 Introduction 

 

Chapter 3 introduced some of the benefits of integrating signal timing optimization with 

microscopic traffic simulation in addition to some of the previous work done on the 

subject.  Also in chapter 3, Plug-ins were developed to integrate Paramics with Synchro 

and the conversion procedure was detailed.  

 

In this chapter, an approach for building an interface between Paramics and TRANSYT-

7F will be presented.  The approach is similar to that presented in chapter 3 for 

interfacing between Paramics and Synchro.  Two converters were built, one that creates a 

TRANSYT-7F network based on the Paramics model, and another one that transfers 

actuated signal timing data back to Paramics after signal timing optimization in 

TRANSYT-7F is done.  It is worth noting that no such interfaces between Paramics and 

TRANSYT-7F were found in the literature.  

 

The Paramics rich Application Programming Interface (API) was crucial tool for building 

the conversion plug-ins.  For a detailed description of Paramics and the Paramics API, the 

reader may refer to the Paramics user guide [4-1].   

 

A TRANSYT-7F network is built as a text-based input file to define the network 

parameters and settings; the input file format is based on “record types” with certain 

records that define network elements and other records that define network settings.  The 

features of Paramics and TRANSYT-7F enable communication between the two with 

relative ease.  However, there are conceptual differences between the two with respect to 

network elements despite the fact that they both use a link/node structure to define their 

networks.  A link in Paramics, for example, may carry traffic with different destinations 

and may not necessarily be associated with an intersection; nodes in Paramics simply 

represent connectors between links and do not necessarily represent intersections.  In 

TRANSYT-7F, nodes always represent intersections, and links represent different 
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movements at the intersection; for example, a northbound through movement and a 

northbound left-turn movement must be coded as a separate links.  Additionally, a 

Paramics model typically replicates the geometry of the network and the geographic 

orientation of the links; whereas TRANSYT-7F only builds a simplified representation of 

the network.  To illustrate the difference, Figures 4.1 and 4.2 below show a snapshot of 

the same intersection in Paramics and TRANSYT-7F, respectively. 

 

 
Figure 4.1  Intersection Snapshot in Paramics 
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Figure 4.2  Intersection Snapshot in TRANSYT-7F 

 

These differences pose a challenge when translating network elements from a Paramics 

model into a TRANSYT-7F network, which becomes more difficult with more complex 

Paramics network geometries.  This is due to the link naming convention in TRANSYT-

7F, which varies as more turning movements occupy more lanes while also having lanes 

that are shared with through movements.  This link naming convention becomes more 

complex with intersections that have more than four legs.  With complex scenarios such 

as these, it may be necessary to make some manual adjustments in TRANSYT-7F by the 

user. 

 

After the conversion takes place and signal timing optimization is carried out, the signal 

timing plans are transferred back to the Paramics model.  The necessary information for 

this conversion is found in a TRANSYT-7F output text file.  Two aspects of this output 

file make it difficult for conversion to take place.  First, actuated signals in the Paramics 

model use a NEMA phasing scheme, which is not followed by TRANSYT-7F1.  Second, 

TRANSYT-7F may omit necessary information for some of the movements if they share 
                                                 
1 The NEMA naming scheme in TRANSYT-7F differs from typical NEMA phasing in that it is associated 
with links and not signal phases, it extends the standard NEMA convention to include separate links for 
right-turn movements, and phase 2 is always assigned to the eastbound through movement regardless of the 
traffic volumes entering the intersection. 
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phases with other movements.  In order to overcome the first difficulty it will be 

necessary to use a fixed NEMA phase naming scheme in the Paramics model (phase 2 

representing northbound through and the remaining 7 are named accordingly) for all 

signalized intersections in the model regardless of traffic volumes.  To overcome the 

second challenge, the converter simply assumes the same values for the omitted 

movements as those of the movements they share phases with. 

 

The overall architecture of the integrated Paramics - TRANSYT-7F application was 

presented in chapter 3.  This chapter will focus on the integrated Paramics - TRANSYT-

7F application.  Section 4.2 will detail the two-way conversion process and discuss 

implementation of the two converters.  This is followed by a step-by-step procedure in 

section 4.3, which will present in detail how the two converters are used.  A step-by-step 

tutorial is also included in section 4.4 of this chapter.  Finally, the limitations of the 

approach and a conclusion are presented in section 4.5. 

 

4.2 Implementation of an Integrated Paramics – TRANSYT-7F Application 

 

The integration of Paramics with TRANSYT-7F requires a two-way conversion process.  

Two converter applications were developed; the first builds a TRANSYT-7F input file 

based on the Paramics model and the second transfers optimized signal timing data back 

to the Paramics model.  A flowchart of the process is shown in Figure 4.3, followed by a 

description of the two conversion procedures. 
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Figure 4.3  Paramics to TRANSYT-7F Conversion Process 

 

4.2.1 The Paramics to TRANSYT-7F Converter Plug-in 

 

The main goal of this conversion process is to build the TRANSYT-7F input file (*.TIN).  

The first step in the process is to read the skeleton network file to obtain the skeleton 

nodes and the skeleton links.  For further information on the skeleton network, refer to 

Start 

Build Skeleton 
File 

Read Skeleton 
Links/Nodes Data 

Run Paramics Simulation 
and Obtain Turning 

Movements

Build TRANSYT-7F 
Input File 

TRANSYT-7F 
Input File (*.TIN) 

Read TRANSYT-7F Signal 
Timing Plan Output File (*.out) 

Identify Missing 
Movements Data 

Build New Actuated 
Signal Control File 

New Signal 
Control File 

End 

TRANSYT-7F 
Signal Timing 
Optimization 

TRANSYT-7F 
to Paramics 
Converter 

Run Paramics 
with the New 
Signal Timing 

Paramics to 
TRANSYT-7F 
Converter 



41 

chapter 3.  After reading the skeleton links and the skeleton nodes, the converter builds a 

signalized intersection information table.  It is important to note that this part of the 

process is internal to the converter and the table is not written to an external file.  The 

table lists the signalized intersection nodes, their coordinates, their associated inbound 

links, and inbound link attributes such as link length and number of lanes.  The next part 

of the process is to run Paramics and obtain turning movements for each of the signalized 

intersections.  The turning movements are then appended to the intersection information 

table.  Finally, the information table is used by the converter to build the TRANSYT-7F 

input file. 

 

4.2.2 The TRANSYT-7F Input Data File 

 

A TRANSYT-7F input file is text-based file that is formatted as a series of records that 

define the network elements, their attributes, the relationships between network elements, 

and network run settings.  The reader is referred to the TRANSYT-7F user manual [4-2] 

for a detailed description of the record types.  The following lists the main TRANSYT-7F 

record types: 

• Run Controls 

• Optimization Node List 

• Link Numbering Scheme 

• Shared Lanes 

• Network Parameters 

• Signal Timing 

• Link Data 

• Run Specifications 

• Node Coordinates 

• Termination 

 

TRANSYT-7F requires these input records in order to build the network.  Other record 

types are available, but not necessary to build a network.  The converter transfers the 

network elements and traffic volumes data to the input file.  It does not transfer any 
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signal timing data from the Paramics model and sets signal timing settings and certain 

network parameter global settings to TRANSYT-7F defaults.  The following lists 

TRANSYT-7F record issues that the user should note before optimizing the signal timing 

plans: 

 

1. The user should review the “Run Controls” record after conversion; some of the 

default global settings may need to be adjusted for certain projects. 

2. The user should note that the converter uses the default TRANSYT-7F link 

numbering scheme instead of a user-defined scheme to enable TRANSYT-7F to 

attempt to handle unusual scenarios on its own. 

3. The user should review the “Network Parameters” record after conversion.  The 

converter assumes a default saturation flow rate of 1,900vplvhg.  There are also other 

global settings in this record that may need to be adjusted for certain projects. 

4. The converter sets the network setting units in accordance with the Paramics model.  

However, if the Paramics model is in metric units, the user should revise some of the 

global settings in the “Network Parameters” record; namely, “External Approach 

Speed” and “Vehicle Spacing”. 

5. For the “Link Data” record, the user should note that the converter transfers the total 

traffic volumes for all signalized intersections over the entire simulation period and 

sets all Peak Hour Factors (PHF) to 1.00.  If the simulation period is greater than one 

hour, it is may be advised to break the simulation period into one-hour periods and 

optimize signal timing for each of the periods separately. 

6. The converter uses TRANSYT-7F defaults for the “Run Specifications” record; for 

example, simulation parameters are set to multi-cycle step wise simulation. 

 

4.2.3 The TRANSYT-7F to Paramics Signal Timing Converter 

 

The TRANSYT-7F to Paramics converter plug-in was built specifically to transfer 

optimized signal timing plans to Paramics.  This converter is invoked after optimizing the 

network in TRANSYT-7F.  It first reads optimized initial green times, maximum green 

times, and green extension times for each of the signalized intersections from the 
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TRANSYT-7F output file.  The signal timing output file omits some of the intersection 

movements if they share phases with other movements.  The converter, hence, assumes 

the same timing plans for these movements as those they share phases with.  Actuated 

signal control data is processed by the actuated signal controller plug-in and is stored in 

an actuated signal control file.  The last step in the second conversion process is to build a 

new signal control file. 

 

It is important to note that the TRANSYT-7F to Paramics converter only works for 

actuated traffic signals.  If the network traffic signals are all pre-timed, the user will have 

to manually adjust the signal timing parameters in Paramics based on the design carried 

out in TRANSYT-7F. 

 

4.3 Step-By-Step Procedure 

 

The two-way conversion procedure for Paramics – TRANSYT-7F integration is the same 

as that presented in chapter 3 for Paramics – Synchro integration.  It is divided into the 

following six steps: 

7. Generating skeleton network data from Paramics 

8. Generating the TRANSYT-7F input file 

9. Loading the network in TRANSYT-7F 

10. Optimizing signal timings with TRANSYT-7F 

11. Importing signal timing data from TRANSYT-7F to Paramics 

12. Run the network in Paramics with the new signal timing data 

 

The six steps are detailed below. 

 

Step 1: Generating skeleton network data from Paramics 

This step is a pre-requisite step to the conversion process.  It involves first indicating the 

location of the “skeleton.dll” plug-in in the “programming.modeller” file for Paramics 

Modeller simulations.  Alternatively, this may be specified in the 

“programming.processor” file or the “programming.simulator” file if the user prefers to 
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use Paramics Processor or Paramics Processor from the command line, respectively.  This 

is followed by loading the network in Paramics to generate “skeleton.txt” file under the 

network folder. 

 

Step 2: Generating the TRANSYT-7F input file 

Prior to running the converter, the “skeleton.dll” plug-in should be de-referenced in the 

Paramics model.  The next step is to indicate the locations of the “Paramics_to_T7F.dll” 

plug-in and the “actuated_signal.dll” plug-in in the Paramics model, in addition to any 

other necessary plug-ins for the simulation.  The network is to then to be loaded and run 

in Paramics.  The TRANSYT-7F input file is generated by the converter, 

“CONVERT_TO_T7F.TIN”, under the network folder after the simulation finishes.  At 

this point, the network has been converted from Paramics to Synchro 

 

Step 3: Loading the network in TRANSYT-7F 

Open the TRANSYT-7F input file (CONVERT_TO_T7F.TIN) in TRANSYT-7F. 

 

Step 4: Optimizing signal timings with Synchro 

The user can now design a signal timing plan TRANSYT-7F. 

 

Step 5: Importing signal timing data from TRANSYT-7F to Paramics 

After the signal timing plan has been designed by the user in TRANSYT-7F, the user is 

to export the TRANSYT-7F signal timing data by selecting the “Edit -> Analysis” option 

in TRANSYT-7F, selecting “Estimation” in the “Run Instructions” window, and running 

TRANSYT-7F.  This will generate the “t7fact.out” file, which contains the optimized 

signal timing data. 

 

Before opening Paramics and importing the timing data, the user should ensure that the 

“signal_control” file exists under existing Paramics the network folder.  The 

“T7F_to_Paramics.dll” plug-in is to then be referenced in the Paramics model.  The 

network is to then be loaded in Paramics; this will modify the “signal_control” file in 

accordance with optimized signal timing data generated by TRANSYT-7F. 
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Step 6: Run the network in Paramics with the new signal timing data 

De-reference the “T7F_to_Paramics.dll” plug-in in the Paramics model.  This step 

concludes the two-way conversion process and the network is ready to run with new 

optimized signal timing data. 

 

4.4 Step-By-Step Tutorial 

 

The purpose of this tutorial is to provide the user with a step-by-step example that covers 

the conversion process from start to end.  The example Paramics network used is based 

on a main street arterial network in Logan, Utah.  It consists of one arterial with ten 

signalized intersections as shown in Figure 4.4 below.  The project name is 

“Tutorial_T7F” and the project directory for the tutorial is “C:\Tutorial_Synchro”.  
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Figure 4.4  Tutorial_T7F Project Layout 

 

Before using the converters, it is necessary to ensure that the actuated signal control plug-

in (actuated_signal.dll) is available and an associated actuated signal control file 

(signal_control) is also available.  The reader is referred to the actuated controller plug-in 

documentation [4-3] for further details.  It is important to note that initial timing data in 

the signal control file are not transferred to TRANSYT-7F by the converter.  It is also 

necessary to have the skeleton network plug-in. 

 

1-  Prepare the plug-ins for use in Paramics: 
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Paramics allows for more than one way to use plug-ins.  For Tutorial_T7F, all plug-

in DLL files will be placed in the project directory and referenced in the 

“programming.modeller” file.  The first plug-in that will be used is the skeleton 

network plug-in.  The remaining three plug-ins are de-referenced at this point in the 

process by simply placing ‘##’ at the beginning of line calling them in the 

“programming.modeller” file as shown in Figure 4.5. 

 

 
Figure 4.5  Plug-ins Initial Setup 

 

2 - Build the skeleton network file: 

After preparing, saving, and closing the “programming.modeller” file, the network is 

loaded in Paramics Modeller, and then closed without running a simulation.  This 

step will build the “skeleton.txt” file in the project directory that contains all the 

skeleton link data necessary for the conversion. 

 

3 - Prepare the network for the first conversion process: 

In this step, the conversion plug-in will be loaded by opening the 

“programming.modeller” file and modifying it as shown in Figure 4.6. 
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Figure 4.6  Preparing for First Conversion 

 

4 - Convert the network: 

Re-opened the network in Paramics Modeller and run a simulation.  After the 

simulation is done, a file named “CONVERT_TO_T7F.TIN” is built in the project 

directory.  This is the TRANSYT-7F input file.  At the end of the simulation, 

Paramics can be closed. 

 

5 - Open the “CONVERT_TO_T7F.TIN” file in TRANSYT-7F: 

Open TRANSYT-7F and load the “CONVERT_TO_T7F.TIN” file.  To view the 

TRANSYT-7F network, the user can go to map view and obtain the screen shown in 

Figure 4.7.  The user should not try to optimize the network at this point as this may 

generate errors. 
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Figure 4.7  TRANSYT-7F Converted Network 

 

6 - Prepare preliminary signal timing settings in TRANSYT-7F: 

For the purposes of this tutorial the ‘Preset’ signal timing feature will be used for 

simplification. This part of the process is left to the user to design and optimize a 

signal timing plan according to their project requirements.  For the Tutorial_T7F 

network, the signal timing window is launched using the “Edit -> Timing” option in 

TRANSYT-7F.  Under Phase Data in the upper right corner of the timing form, 

check the “Actuated” and the “Preset” checkboxes and select “LT” in the combo box 

next to the Preset checkbox.  Then also under Phase Data, go to Phase # 3, check the 

“Actuated” and the “Preset” checkboxes.  In the combo box next to the “Actuated” 

checkbox, select EB; in the combo box next to the Preset checkbox, select “LT”.  

This step is to be repeated for all network intersections.  The user can toggle through 
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network intersections by using the Node Number Jump combo box in the bottom left 

of the Timing form.  A snapshot of the timing form is shown in figure 4.8. 

 

 
Figure 4.8  TRANSYT-7F Preliminary Timing Settings 

 

7 - Simulate and Optimize the TRANSYT-7F network: 

This step involves using the default settings in addition to the preliminary signal 

timing settings to run a TRANSYT-7F simulation.  Where errors are generated, they 

are to be fixed before attempting to run the optimization.  Warnings will be ignored 

for the purposes of this tutorial.  Simulations create punch files in TRANSYT-7F, in 

this case the file is named “CONVERT_TO_T7F.PUN”.  The user can either use 

these result for actuated signal timing plans estimation or optimize the network first.  

For the purposes of the tutorial, an optimization step will be carried out using the 

TRANSYT-7F defaults first.  Optimization settings in TRANSYT-7F can be found 

under “Edit -> Anaysis” as shown in Figure 4.9. 
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Figure 4.9  TRANSYT-7F Run Instructions 

 

8 - Estimate actuated signal timing plans from the optimized network: 

Before moving on the second conversion process, it is important to generate the 

TRANSYT-7F signal timing data through the estimation output file.  First, open the 

“CONVERT_TO_T7F.PUN” file in TRANSYT-7F and save it as 

“CONVERT_TO_T7F_01.TIN”.  The TRANSYT-7F “Run Instructions” are then 

adjusted for estimation as shown in Figure 4.10.  When this step is completed a new 

file named “t7fact.out” is created in the project directory.  It is essential for the next 

step of the procedure that the file name and location remain the same. 
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Figure 4.10  Signal Timing Estimation Run Instruction Settings 

 

9 - Prepare the Paramics network for the second conversion process: 

Open the programming.modeller file and modify it as shown in Figure 4.11 below. 

 
Figure 4.11  Preparing for Second Conversion 
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10 - Re-open the network in Paramics Modeller: 

Load the Tutorial_T7F network in Modeller.  This will cause the second conversion 

process to take place, where the “signal_control” file is modified according to the 

optimized signal timing data.  This step concludes the second conversion process. 

 

11 - Run the network in Paramics using the new signal timing data: 

Before running the network in Paramics, make sure to de-reference the second 

converter “T7F_to_Paramics.dll” and re-load the network. 

 

4.4 Conclusion and Approach Limitations 

 

In this chapter we present an approach to integrate Paramics with TRANSYT-7F.  Two 

converters are built as software plug-ins for use with Paramics.  The first plug-in converts 

Paramics network data and traffic volume data into a TRANSYT-7F input file; the 

second converter transfers optimized actuated signal timing data back to Paramics.  These 

tools are developed to assists traffic engineers in optimizing, evaluating and refining 

signal timing plans for arterial traffic operations.  This chapter also included a step-by-

step tutorial to enable the user to become familiar with the new plug-ins. 

 

There are some limitations to this two-way conversion approach that are mainly either 

due to the conceptual differences between Paramics and TRANSYT-7F, or certain 

limitations in TRANSYT-7F that had to be overcome by the converters.  The following 

lists some of these limitations: 

 

1. Due to differences in link and phase movement naming conventions between 

Paramics and TRANSYT-7F, the user must remember to use a fixed NEMA phase 

naming scheme in the Paramics model when building the signal_control file in the 

first step of the process.  The converter naming scheme starts with phase 2 

representing northbound through and the remaining seven phases are named 

accordingly for all signalized intersections. 
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2. The converters are limited to four-leg intersections.  Intersections with 5 or 3 legs 

may be converted to TRANSYT-7F, but with inconsistencies.  The converter may 

still be used for such scenarios; however, the user will be required to manually adjust 

such intersections in the TRANSYT-7F model and also manually transfer some of 

the signal timing data back to the Paramics model. 

 

3. Certain situations such as the existence highway off-ramps between signalized 

intersections that are to be optimized may not be coded correctly in the TRANSYT-

7F network.  With such scenarios, the intersections will be transferred into the 

TRANSYT-7F network as isolated intersections.  The user will be required to 

manually connect the isolated intersections in TRANSYT-7F. 

 

4. Node coordinates in TRANSYT-7F can only be whole numbers and only 5-digits in 

length including negative signs, where negative coordinates are present.  This is a 

major drawback when converting networks from different sources to TRANSYT-7F.  

It is important that the user checks the coordinates of the network before converting 

it to TRANSYT-7F.  If longer node coordinates are provided, TRANSYT-7F will 

automatically change the coordinates of the node by truncating some of the digits.  

This is a TRANSYT-7F limitation and not a converter limitation.  Paramics models 

with node coordinates that are longer than 5-digits will need to be moved to a 

different reference point.  Large Paramics models that cannot be moved in order to 

adjust all of the node coordinates will need to be split into two or more models and 

then moved. 

 

5. Another TRANSYT-7F limitation is that it can only handle a maximum number of 

99 intersections in a single network.  Although this is a large number of signalized 

intersections for a single network, it is essential that the user takes note of it. 

 

6. TRANSYT-7F link traffic volumes cannot be less than 10, regardless of the traffic 

volumes collected during the Paramics simulation.  The first converter adjusts any 

TRANSYT-7F link volume less than 10 to 10. 
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7. In TRANSYT-7F, when connecting intersections in a network, feeder movements 

are defined for each link.  The total volumes of the feeder links should not exceed 

that of the receiving link.  With microsimulation, inconsistencies may arise when 

vehicles have traversed upstream intersections but have not yet traversed the 

receiving intersection.  Additionally, due to the TRANSYT-7F minimum link 

volume constraint, some of the total feeder volumes may exceed the receiving link 

traffic volumes after adjustments are made.  In order to overcome this limitation, for 

such cases the converter increases the receiving link volumes to match those of the 

total feeder link volumes. 

 

8. For situations where the total feeder volumes are less than the receiving link volume, 

TRANSYT-7F does automatic volume adjustment; hence, such situations are not 

handled by the converter. 

 

9. When converting Paramics model data to build a TRANSYT-7F input file, the 

converter does not transfer signal timing parameters to the TRANSYT-7F network; it 

is left to the user to do so.  It is important to note here that signal timing settings in 

TRANSYT-7F are sensitive to intersection geometry and unless the geometry is 

taken into consideration, errors may be generated during this step of the process.  

The user should run a TRANSYT-7F simulation, check, and fix potential errors. 
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5   ROBUST TIMING PLANS FOR ISOLATED SIGNALIZED INTERSECTIONS   

 

5.1 Introduction  

 

Many of state-of-the-practice pre-timed systems are operated in a time-of-day mode in 

which a day is segmented into a number of time intervals, and a signal timing plan is 

predetermined for each time interval. Typically three to five plans are run in a given day. 

The basic premise is that the traffic pattern within each interval is relatively consistent 

and the predetermined timing plan is best suited for the condition of this particular time 

of day. The timing plan is often obtained by applying Webster’s formula [5-1] or using 

optimization tools such as TRANSYT [5-2] or TRANSYT-7F [5-3], with the inputs of 

design flows, the mean values of traffic arrivals, for the time-of-day intervals.  

 

Real-world travel demands are intrinsically fluctuating, and traffic arrivals to 

intersections may vary significantly even for the same time of day and day of week. An 

issue that traffic engineers may be confronted with is to determine what flows to use to 

optimize signal timings. This issue was hardly a concern in old days since the data 

collection used to be resource demanding, and traffic data were only collected for a 

couple of days. As the advancement of portable-sensor and telecommunications 

technologies make high-resolution traffic data more readily available, chances for traffic 

engineers to raise such a question become more prevalent. This is particularly true in re-

timing efforts for the closed-loop control systems with fiber optic connections. For 

example, in California, second-by-second returns of loop data can be obtained and 

archived via using AB3418 (The California legislature passed legislation, Assembly Bill 

3418, requiring all signal controllers purchased in the state after January 1, 1996, to be 

compliant with a standardized communication protocol).  

 

Use of the average arrivals may not be a sensible choice. Heydecker [5-4] pointed out 

that if the degree of variability of traffic arrivals is significant, optimizing signal timing 

with respect to the average arrivals may incur considerable additional delay, compared 

with the timing obtained by taking this variability into account. For small degree of 
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variability, use of the average arrivals in conventional calculation methods will only lead 

to small losses in performance (efficiency). However, as observed later in this paper, it 

may still result in considerable losses in stability of performance (robustness), thereby 

causing motorists’ travel times unpredictable and unreliable. On the other hand, if the 

observations of highest flows are used instead, the resulting timing plans may be over-

protective and unjustifiably conservative. The average performance (efficiency) is very 

likely to be inferior. Smith et al. [5-5] suggested using 90th percentile volumes as the 

representative volumes to generate optimal timing plans and further advised that if time 

permits, other percentile volumes should be used to compare the results.  

 

This chapter intends to answer the question of what flows to use for signal optimization. 

More rigorously, this chapter is to investigate methods of signal optimization for pre-

timed control under demand fluctuations. In view of the conflicting nature of efficiency 

and robustness of signal control, a tradeoff would be inevitable to make. The chapter 

attempts to develop a timing plan whose performance is near optimal in an average sense, 

and is fairly stable under any realization of uncertain traffic flows.  

 

Such a timing plan also allows a slower deterioration of performance. We note that the 

signal timing process is normally time-consuming, and thus it is rarely repeated unless 

changes in traffic conditions are so significant that the system begins performing poorly. 

It has been estimated that traffic experiences an additional 3%-5% delay per year as a 

consequence of not retiming signals as the conditions evolve over time [5-6]. Therefore, 

it would be more desirable to have timing plans that accommodate or tolerate these 

changes in traffic to a great extent.  

 

Since the seminal work of Webster [5-1], significant efforts have been devoted to 

improving signal timing for saturated isolated intersections, coordinated arterials and grid 

networks etc (see, e.g., [5-7], [5-8] and [5-9]). However, only a few studies have been 

conducted to address signal timing under flow fluctuations for pre-timed control systems. 

Heydecker [5-4] investigated the consequences of variability in traffic arrivals and 

saturation flows for the calculation of signal settings and then proposed an optimization 
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formulation that minimizes the mean rate of delay over the observed arrivals and 

saturation flows. Following the same notion, Ribeiro [5-10] proposed a novel technique 

called Grouped Network for using TRANSYT to calculate timing plans that are efficient 

even when demand is variable.  

 

In this chapter, we present two approaches, scenario-based and min-max, to determine 

robust optimal signal timings that minimize the mean of delays per vehicle under day-to-

day or within-day demand fluctuations as well as maintain a fairly stable performance 

under those fluctuations. These two robust optimization approaches are simple in 

structure, and tractable in computation. We demonstrate both approaches on an isolated 

fixed-time signalized intersection, but the principles and methodology involved are 

applicable more widely, and can be applied to fixed-time or actuated controls2 for 

arterials and grid networks.  

 

5.2 Scenario-Based Optimization  

 

The scenario-based robust optimization model is a straightforward extension to the 

principles developed in [5-4] and [5-10]. The model represents uncertainty of traffic 

flows via a limited number of discrete flow scenarios associated with strictly positive 

probability of occurrence, and then attempts to optimize signal timings across these 

scenarios for solutions that are near-optimal and robust with respect to the population of 

all possible realizations of uncertainty. The concept has been discussed extensively in [5-

11], and has been applied to different domains, such as finance, electric utilities and 

telecommunications (e.g., [5-12]).   

 

5.2.1 Model Formulation 

Without loss of generality, we consider an isolated fixed-time signalized intersection. To 

represent the uncertainty of traffic arrivals to the intersection, a set of scenarios 

{ }K,,3,2,1=Ω  in introduced. For each scenario Ω∈k , the probability of occurrence is 

                                                 
2 Although actuated signals can respond to traffic fluctuations to a certain degree, the underlying timing 
plan still plays an important role in the determining the efficiency and robustness of the control. 
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kπ , the traffic flow at lane group i is k
iq . Given a signal timing plan and a flow scenario 

k, in order to allow for transient surges of traffic flows, we use the delay equation in 

Highway Capacity Manual (HCM) to estimate the delay per vehicle:     
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where kd denotes the delay per vehicle (sec); N is the number of lane groups; C is cycle 

length (sec); iλ  is effective green split for lane group i; k
ix  represents the degree of 

saturation for lane group i under flow scenario k, equal to ii
k
i sq λ and is  is the saturation 

flow for the lane group i (veh/h); T is duration of analysis period, 0.25 (h) used in this 

paper, and ic  is the capacity for lane group i (veh/h), equal to ii sλ . Note that other delay 

formulae can be applied as well. Dion et al. [5-13] compared several methods for delay 

estimates at fixed-time signalized intersections, and concluded that the equations defined 

in 1997 HCM, 1995 Canadian Capacity Guide, and 1981 Australian Capacity Guide and 

INTEGRATION microscopic simulation produce consistent results under both under-

saturated and over-saturated conditions.  

 

Given a set of flow scenarios, we now seek for a robust signal timing plan that minimizes 

the mean of delays per vehicle across all of the scenarios as well as minimizes the 

variability of the performance. Since these two objectives conflict with each other, a 

tradeoff is needed. In this paper we use standard deviation (SD) to represent the 

variability of performance, and then establish a mean-SD tradeoff. The scenario-based 

optimization model for determining the cycle length and green times is shown below:  

 

                         2

,
)()1(min ∑ ∑∑

Ω∈ Ω∈Ω∈

−+−=
k k

kkkk

k

kk

Cg
dddZ ππαπα  (5-2) 

                       subject to linear constraints on g and C. 
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where α  is a weighting parameter, 10 ≤≤ α  and g  denotes the vector of effective green 

time for each lane group (sec).  

 

It is easy to see that the first component of the objective function (Equation 5-2) is the 

mean of the delays per vehicle across all of flow scenarios while the second represents 

the SD of the delays per vehicle. The parameter α  reflects the tradeoff between mean 

(efficiency) and SD (robustness), varying from zero (minimizing the mean only) to one 

(minimizing the SD only). Note that when α  equals zero, the above problem is 

equivalent to the model developed in Heydecker [5-4]. 

 

5.2.2 Discussions for Model Implementation   

 

Solution algorithm 

 

Note that Equation (5-2) is continuous and the feasibility set defined by linear constraints 

on g and C is nonempty, closed and bounded. According to Weierstrass’ Theorem, there 

exists an optimal solution to the optimization problem. However, since Equation (5-2) is 

not convex, it may be difficult to obtain the global optimum. Despite this, the simple 

structure of the problem (linear constraints only) allows many existing algorithms to 

solve efficiently for local optima, which often serves well the purpose for engineering 

applications. A sequential quadratic programming (SQP) subroutine with finite-

differencing derivatives in Matlab is used in this paper to solve the optimization problem.  

 

Scenarios 

 

There is no doubt that the scenarios in Ω  are only one possible set of realizations of the 

uncertain traffic flows. Two important questions about the scenario-based robust 

optimization are: 1) how many scenarios should be included in order to find a solution 

that is robust across the population of all possible realizations of uncertainty, and 2) how 

to specify these scenarios and their associated probabilities. Intuitively, the more 

scenarios we include, the more robust solution we are likely to obtain. However, as the 
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number of scenarios increases, the problem may become prohibitively large. Fortunately, 

prior studies (e.g., [5-11] and [5-12]) have shown, confirmed by our computation 

experiments, that relatively small number of scenarios will be able to produce near-

optimal policies. In regard to the other question, as Mulvey et al. [5-11]  pointed out 

importance sampling in stochastic simulation can be applied to generate the 

representative scenarios, if the distributions are known. For real-world applications where 

the distributions of flows are normally unknown, we suggest selecting 20 to 200 flow 

scenarios from the field data for the same time-of-day interval, with assuming equal 

probability of occurrence. The observations of flows can be sorted by their resulting 

saturation degrees, and then flow scenarios can be determined as observations in the 

appropriate percentiles.  

 

Choice of weighting parameter  

 

The weighting parameter α  represents the tradeoff between efficiency and robustness. 

Our computation experiments show that although a large value of α  leads to more robust 

signal control, the average performance is far from optimal. Considering traffic engineers 

may favor efficiency over robustness, we suggest selecting a value between 0 and 0.5. 

Certainly if time permits, a series of values can be used to create a frontier of non-

dominated solutions, from which a compromise solution can be determined eventually.  

 

5.3 Min-Max Optimization  

 

One of the major drawbacks of the scenario-based approach is the additional efforts 

required to specify the scenarios. Moreover, as the number of scenarios increases, the 

problem may become computationally demanding. Here we propose another more 

sensible way to determine a robust optimal timing plan.  

 

The key point is that uncertain traffic flows are assumed to be bounded by a likelihood 

region. To specify the region, traffic engineers only need to provide their estimates of 

maximum and minimum likely flows for each lane group (denoted as max
iq  and min

iq  
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respectively). Within the region, we then seek for robust timing plans that tolerate 

changes in traffic arrivals up to the given bound. More specifically, we optimize the 

signal timing against the worst-case scenario realized within the region. It will be shown 

later that by selecting an appropriate geometry of the region, we can avoid being either 

careless (without considering variability of flows at all) or overly conservative. 

Consequently we will obtain a timing plan that is less sensitive to the fluctuations of 

traffic flows without losing much optimality. 

 

We further note that the new approach is also attractive in situations on the other extreme 

where agencies do not have enough resources to do a meaningful data collection but have 

some prior knowledge about traffic conditions of the intersections. As shown later in the 

paper, even if the specified maximum and minimum flows are biased, the robust timing 

approach is able to produce reasonably good and stable timing plans.  

 

The above concept is the basic notion behind a stream of recent research in the area of 

robust optimization (see [5-14] for an overview). Successful applications of robust 

optimization can be found in areas such as finance, telecommunication and structural 

engineering (e.g., [5-15]).  

 

5.3.1 Likelihood Region of Flows 

 

The geometry of the flow likelihood region actually reflects preference or tradeoff that 

traffic engineers may have between efficiency and robustness. It may be straightforward 

to assume that traffic flow of each lane group independently varies within the interval of 

[ ]maxmin , iii qqQ = . When combined together, the whole likelihood region becomes 

NQQQQ ×××= 21
ˆ , where N is the number of lane groups. Q̂  is a box centered at the 

nominal (average) traffic flows NRq ∈0 , a vector with elements of 2)( minmax
ii qq + . See 

Figure 1 for an illustrative example for an intersection with two one-way approaches N-S 

and E-W. Since we attempt to optimize signal timing against the worst-case scenario, the 

corresponding flows would be the one with the highest arrival max
iq  for each lane group. 
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Obviously it is too conservative, because in the real world it is rare to see that all lane 

groups experience their corresponding highest flows simultaneously. 

 

Instead, we use the following ellipsoidal region to confine traffic arrivals at intersections:  

                                         }1,|{
2

0 ≤⋅+=∈= uuMqqRqQ N  (5-3) 

where NNRM ×∈ , a diagonal matrix with elements of 2)( minmax
ii qq −⋅θ . The region can 

be also written as:  

                             ( ) }
2

|{ 2

1

20
2minmax

θ≤−⋅⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
∈= ∑

=

−N

i
ii

iiN qqqqRqQ  (5-4) 

θ  is a parameter, reflecting attitudes of traffic engineers towards robustness. The larger 

is θ , the more preference to robustness. When θ =0, Q contains 0q  only, suggesting that 

the signal timing is optimized with respect to the nominal flow, the conventional 

approaches. When θ =1, Q would be the largest volume ellipsoid contained in the box 

region Q̂  specified above (See Figure 5.1). 

 
 

Figure 5.1 Illustrative Example for Flow Likelihood Region  

 

0q  

Q̂  

E-W Flow 

N-S Flow 

Q  
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The ellipsoidal region is much more realistic than the box region in the sense that not all 

lane groups achieve their corresponding highest flows at the same time. However, with 

an ellipsoidal likelihood region, it is not straightforward to identify the worst-case flow 

vector, and the vector could be different for different signal settings. The choice of 

likelihood region will affect the optimality and robustness of the resultant timing plan. 

However, it should be stressed that when applying the min-max concept, we do not 

intend to incorporate all the possible realizations of traffic flows into the likelihood 

region. The minimum or maximum flows by no means are the least or highest possible 

realizations of uncertain flows. Indeed, it has been shown that even though the region 

does not contain a single realization of the random vector, the min-max concept still 

results in a meaningful robust solution [5-15].  

 

5.3.2 Model Formulation  

 

Within the likelihood region of traffic flows, we seek for a robust timing plan that 

minimizes the delay per vehicle under the worst-case demand scenario bounded by the 

likelihood region. Mathematically, the robust optimal signal timing for an isolated fixed-

time signal can be obtained by solving the following min-max optimization problem: 
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 (5-5)  

                      subject to linear constraints on g and C. 

 

In Equation (5-5), the decision variables for the minimization problem is the cycle length 

and effective green times, and the maximization problem is to determine the worst-case 

flow vector. Essentially the objective function is to minimize the maximum delay per 

vehicle possibly incurred within the likelihood region.  
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5.3.3 Solution Algorithm 

 

There is no readily-available solution algorithm for the above min-max problem. Below 

we propose a cutting-plane solution algorithm (see, e.g., [5-16]). The algorithm generates 

the worst-case flow vectors one a time, each of which produces a constraint that cuts 

away part of the region not feasible to the original problem. Mathematically, the 

algorithm can be stated as follows: 

 

Step 0: (Initialization) Choose an initial timing plan )1(g  and set the iteration counter, n 

to 1. 

Step 1: Given )(ng , solve the following (sub) problem: 

                           }:{maxarg)( Qqdq n ∈= . 

Step 2: Using )1(q , …, )(nq  generated in Step 1, formulate and solve the following 

(master) problem:  

                                            yyCg
yCg

nnn

),,(

)1()1()1( minarg),,( =+++   

                                   subject to linear constraints on g and C, and 

                                                        nkyd k ,...2,1     , =≤       

where kd  is the delay per vehicle incurred by )(kq , calculated using Equation (5-1). 

Step 3: If ( ) δ≤−+ )()1(max n
i

n
ii

gg , then stop, where δ  is a predetermined error tolerance 

(e.g., one second). Otherwise, let n = n+1, go to Step 1. 

 

At the current timing plan )(ng , the subproblem in Step 1 finds the flow vector )(nq that 

yields the maximum delay per vehicle. The subproblem is a quadratically-constrained 

problem, which can be solved efficiently by using an iterative descent scheme. At each 

iteration, a localized linear approximation can be formulated using the finite-differencing 

derivatives: uMd T
qu

⋅⋅∇
≤1

max , where qd∇  is the vector of derivatives of the delay per 
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vehicle with respect to traffic flows. The optimal solution of this quadratic problem is 

)()( q
T

qq dMdMdM ∇⋅⋅∇⋅∇⋅ . 

 

The master problem in Step 2 finds the timing plan )1( +ng  that minimizes the maximum 

delay per vehicle among n flow vectors )1(q , …, )(nq . The problem can be solved 

efficiently by a SQP algorithm with finite-differencing derivatives.  

 

The proposed algorithm essentially solves a sequence of two nonlinear programming 

problems. Therefore, the computation effort for obtaining robust signal timings only 

increases in a polynomial manner. Our computation experiments show that it normally 

takes about five iterations for the algorithm to converge.  

 

5.4 Numerical Examples  

 

We apply the proposed approaches to an isolated fixed-time four-stage signalized 

intersection. The input data are shown in Table 5.1 for both under-saturated and over-

saturated conditions. A specific lead-lag phasing sequence is used in the example, and the 

resulting constraints for optimization problems (5-2) and (5-5) are:  

                                       CLgggg =++++ 4321  (5-6) 

                                     61 gg = , 52 gg = , 73 gg = , 84 gg =   (5-7) 

                                         8,...,2,1,min =≥ iggi  (5-8) 

                                          maxmin CCC ≤≤  (5-9) 

where L is total lost time per cycle, 14 seconds used in the example; ming is minimum 

green time, 8 seconds used, and minC  and maxC  are the minimum and maximum cycle 

length, specified as 50 and 140 seconds respectively.  

 

 

The computation experiments are conducted as follows:  
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Signal timing optimization 

 

For the scenario-based approach, 2000 flow samples are first generated assuming traffic 

arrivals follow normal distributions with means and SDs reported in Table 5.1. These 

2000 samples serve as the observations from the field, and are then sorted by their 

saturation degrees. Flow scenarios are determined as samples in the appropriate 

percentiles with equal probability of occurrence. Different numbers of scenarios are 

tested in the computation experiments.  Moreover, a series of value of α  are used to 

reflect different attitudes towards robustness and efficiency. Tables 2 and 4 report 

selected plans resulted by using 500 scenarios and α  equal to 0.0 or 0.5 (indicated as 

scenario-0.0 and scenrio-0.5).  

Table 5.1 Input Data 

Under-saturated Over-saturated 
 

Scenario-based Min-Max Scenario-based Min-Max 

Lane 
Group 

Saturation 
flow rate 

Average 
flow 

SD of 
flows 

Minimum 
flow 

Maximum 
flow 

Average 
flow 

SD of 
flows 

Minimum 
flow 

Maximum 
flow 

1 1900 225 65 100 350 275 90 100 450
2 3800 400 100 200 600 525 140 250 800
3 3800 650 125 400 900 875 160 550 1200
4 1900 275 65 150 400 275 60 150 400
5 1900 250 25 200 300 350 75 200 500
6 3800 500 100 300 700 650 175 300 1000
7 3800 650 75 500 800 900 150 600 1200
8 1900 170 25 120 220 250 65 120 380

Saturation 
degree - 0.59 - 0.39 0.82 0.80 - 0.47 1.13

 

For the min-max approach, the minimum and maximum flows in Table 5.1 are specified 

(the interval is approximately the 95% confidence interval, if flows follow normal 

distribution specified as above). Given the minimum and maximum flows, the min-max 

model is solved with values of θ  varying from 0 to 1. Tables 5.2 and 5.3 report two 

selected plans with θ  equal to 0.5 or 1.0 (indicated as minimax-0.5 and minimax-1.0). 
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For the purpose of comparisons, we also use the average flows, 75%, 90% and 100% 

percentile flows from the generated samples to optimize the signal settings using 

conventional calculation methods. More specifically, the timing plans are calculated by 

solving the following problem:   
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                       subject to constraints (5-6)-(5-9). 

 

Tables 5.2 and 5.3 report the resulting timing plans for both under-saturated and over-

saturated cases. The plans appear quite different from each other.  

 

Table 5.2 Resulting Timing Plans (Under-Saturated) 

Lane Group 1 2 3 4 5 6 7 8 Cycle 
length 

Average 9 9 11 11 9 9 11 11 54 
Minimax-

0.5 10 9 13 12 9 10 12 13 59 

Minimax-
1.0 13 11 16 14 11 13 14 16 68 

Scenario-0.0 11 10 14 13 10 11 13 14 62 
Scenario-0.5 13 11 16 15 11 13 15 16 68 

75% 
percentile 9 9 13 13 9 9 13 13 59 

90% 
percentile 9 12 14 15 12 9 15 14 64 

100% 
percentile 16 13 18 18 13 16 18 18 79 

 

Monte-Carlo simulation 

 

The efficiency and robustness of the resultant timing plans are tested by a macroscopic 

Monte-Carlo simulation, which is intended to replicate the real-world traffic conditions. 

Samples of traffic flows are drawn from normal distributions with means and SDs 

reported in Table 5.1, and for each sample the delay per vehicle resulted by each timing 
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plan (reported in Tables 5.2 and 5.3) is computed using Equation (5-1). After drawing 

5000 samples, the means and SDs of the delays per vehicle incurred by all samples are 

calculated for all timing plans, and are reported in Tables 5.4 and 5.5.  

 

Table 5.3 Resulting Timing Plans (Over-Saturated) 

Lane Group 1 2 3 4 5 6 7 8 
Cycle 
length  

Average 16 15 21 21 15 16 21 21 87 
Minimax-

0.5 20 18 25 25 18 20 25 25 102 

Minimax-
1.0 24 19 29 29 19 24 29 29 116 

Scenario-0.0 19 18 23 24 18 19 24 23 99 
Scenario-0.5 22 19 27 27 19 22 27 27 109 

75% 
percentile 30 17 25 23 17 30 23 25 108 

90% 
percentile 20 17 29 33 17 20 33 29 114 

100% 
percentile 25 21 39 40 21 25 40 39 139 

 

Table 5.4 Comparisons of Timing Plans via Monte-Carlo Simulation (Under-

Saturated) 

 Mean of delays 
per vehicle 

SD of delays per 
vehicle Change of mean Change of SD 

Average 37.3 7.8 0.0% 0.0%

Minimax-0.5 36.4 5.6 -2.4% -28.2%

Minimax-1.0 36.9 4.3 -1.2% -44.6%

Scenario-0.0 36.1 5.4 -3.4% -30.8%

Scenario-0.5 36.5 4.4 -2.3% -43.5%

75% 
percentile 37.5 6.9 0.5% -11.6%

90% 
percentile 40.0 8.9 7.2% 13.8%

100% 
percentile 38.4 4.1 2.9% -47.5%
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Table 5.5 Comparisons of Timing Plans via Monte-Carlo Simulation (Over-

Saturated) 

 Mean of delays 
per vehicle 

SD of delays per 
vehicle Change of mean Change of SD 

Average 75.9 20.6 0.0% 0.0% 

Minimax-0.5 75.3 18.3 -0.7% -11.3% 

Minimax-1.0 77.5 17.1 2.2% -16.7% 

Scenario-0.0 74.8 18.5 -1.4% -10.0% 

Scenario-0.5 75.6 17.4 -0.4% -15.4% 

75% 
percentile 92.5 23.2 21.9% 12.8% 

90% 
percentile 84.8 21.1 11.8% 2.6% 

100% 
percentile 89.2 19.7 17.6% -4.5% 

 

By examining Tables 5.4 and 5.5, it is interesting to observe that:  

 

• The plan optimized against the average flows presents a good average 

performance. This observation is consistent with the conclusion made in 

Heydecker [5-4] that for small degrees of variability use of mean values in 

conventional calculation methods will lead only to small loss in efficiency.  

 

• Compared with the one with the average flow pattern, the timing plans resulted 

from the two approaches (minimax-0.5; minimax-1.0; scenario-0.0 and scenario-

0.5) have similar levels of efficiency, but are much more robust. The resulting 

SDs of the delays per vehicle are reduced by 10% to 16.7%, and 28.3% to 44.6% 

under over-saturated and under-saturated conditions respectively. This 

demonstrates that the proposed approaches are able to produce timing plans 

whose performances are less sensitive to fluctuations of traffic flows without 

losing optimality.  
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• There exists a tradeoff between efficiency and robustness. The computation 

experiments confirm that a larger value of θ or α  leads to a more robust but less 

efficient timing plan. The proposed approaches are flexible in representing 

different preferences traffic engineers may have.  

 

• Simply using one specific percentile of flows to optimize signals may not be 

sensible. In our experiments, for the under-saturated cases, higher percentiles of 

flows result in more robust timing plans without losing much efficiency. However, 

the results are also mixed. 90%-percentile plan actually increases both mean and 

SD. More importantly, when over-saturated, use of higher percentiles of flows 

actually fails to produce neither robust nor efficient timing plans.  

 

To further demonstrate the usefulness of the min-max approach, we conduct another 

experiment for the situations where traffic engineers do not have enough resources for 

data collection but rather determine the likely minimum and maximum flows based on 

their prior knowledge about the intersection. To reflect their biases, which they are very 

likely to have, we randomly generate their estimates by assuming the deviations to the 

“unbiased” minimum and maximum flows reported in Table 5.1 are independently 

uniformly distributed between [-75, 75]. Table 5.6 reports only three estimates (randomly 

generated and selected), for the over-saturated case. Given these estimates, the min-max 

approach is then used to optimize the timing plans, which are then evaluated using the 

same Monte-Carlo simulation. Table 5-6 reports the evaluation results, compared with 

the one using the true average flow (reported in Table 5-5). It can be seen that even with 

biased estimates of minimum and maximum flows, the min-max approach is able to 

generate timing plant that performs reasonably well and stably.  
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Table 6  Impacts of Specified Minimum and Maximum Flows 

 Case 1 Case 2 Case 3 
Lane 

Group 
Minimum 

flow 
Maximum 

flow Timing Minimum 
flow 

Maximum 
flow Timing Minimum 

flow 
Maximum 

flow Timing 

1 137 441 26 29 395 23 133 466 21
2 215 800 18 222 756 18 279 727 19
3 541 1157 28 477 1216 28 488 1128 26
4 215 422 30 133 420 28 143 354 27
5 227 473 18 227 481 18 191 513 19
6 257 1069 26 239 1011 23 278 934 21
7 651 1234 30 530 1193 28 548 1180 27
8 139 367 28 137 312 28 146 400 26

Cycle 
length 116 112 106 

Mean of 
delays per 

vehicle  
81.4 77.8 75.9 

SD of 
delays per 

vehicle   
18.5 17.7 18.2 

Change of 
mean 7.3% 2.6% 0.1% 

change of 
SD -10.3% -13.9% -11.8% 

 
 
5.5 Conclusion  

 

We have presented two approaches, scenario-based and min-max respectively, to 

determine robust optimal timing plans, and demonstrated both approaches on an isolated 

fixed-time signalized intersection. It has been shown that the proposed approaches are 

able to produce timing plans whose performances are less sensitive to fluctuations of 

traffic flows without losing optimality. Both approaches are practical, and simple to 

implement. The min-max approach may be more sensible in the sense that it requires 

neither an extensive data collection effort nor a prior knowledge of distributions of traffic 

flow. The model simply works with engineers’ estimates on minimum and maximum 

possible traffic arrivals. Moreover, the results from the model are not so sensitive to those 

estimates.  
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Future research is needed to demonstrate the proposed approaches with more 

sophisticated signal control systems for corridors and grid networks. Moreover, it may be 

necessary to conduct microscopic traffic simulation studies to further verify the proposed 

approaches. 
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6  SIGNAL TIMING STRATEGIES FOR TIME-OF-DAY CONTROL  

 

6.1 Motivation 

 

Availability of real-time loop traffic data and signal status data provides traffic engineers 

opportunities to further improve the effectiveness of current closed-loop control systems. 

Given that the TOD controls currently used by Caltrans perform well when timed 

properly, we will not develop traffic response plan selection algorithms because of the 

highly transition costs involved [6-1].  

 

This chapter presents a methodology that further improves the ability for generating 

efficient TOD plans for arterial corridors, by developing a systematic approach making 

use of archived real-time traffic data. We do not intend to develop a new signal 

optimization model, but rather to optimally determine TOD intervals and the 

corresponding representative traffic volumes.  

 

Once TOD intervals have been formed, the second step of the timing process is to 

identify the representative volumes for the TOD intervals. For each TOD interval, we 

actually have numerous archived traffic volumes, characterized by an uncertainty set. The 

cluster centroid volumes and 90th percentile volumes have been recommended as the 

representative volumes to generate optimal timing plans. As pointed out in Chapter 5, 

optimizing signal timing with respect to these two volumes may incur considerable 

additional delay, compared with the timing obtained by taking this variability into 

account. Therefore, a more sensible way is to apply models developed in Chapter 5 to 

seek for a robust plan that tolerates changes in traffic demands and remain “close” to its 

designated performance under any realization of traffic fluctuations.  
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6.2 Background 

 
6.2.1 Problem Formulation 

 

Consider an arterial corridor with I intersections. Each intersection is equipped with loop 

detectors as in figure 6.1. Loops may be advanced or presence loops, and measure the 

flow qij(t) on every approach ij in Figure 6.1, and also the occupancy oij(t). (Vehicles on 

approach ij are approaching intersection i from direction  j. 

It is further assumed that turning proportions are available. 
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Figure 6.1: Arterial Corridor Configuration 

 

The problem is then to find an optimal way to divide a whole day into n consecutive TOD 

intervals so that traffic conditions in each interval are “clustered” as closely as possible 

for a set of coordinated signalized intersections. In this way, in each TOD interval traffic 

conditions will be more or less homogeneous and signal-timing parameters can be 

optimized separately.  

 

We also need to find the optimal number of TOD intervals n* that would best represent 

the entire analysis period, subject to the constraint of a maximum number of TOD 

intervals. Normally, the maximum number of TOD pre-determined, considering the 
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capability of the controllers and signal plan transition problem (a typical closed-loop 

system in Caltrans District 4 stores the combination of cycle, splits and offsets as a 

pattern, and a 170 controller can store nine patterns).  

 

6.2.2 Existing Methods  

 

Up to recently, no automated tools exist to help engineers determine appropriate TOD 

intervals. Current practice uses single day, hand counted volumes at the critical 

intersection of the corridor to define the state for TOD plan development. This is 

generally done by plotting aggregate traffic volumes over the course of a day, and then 

using judgment in the identification of significant changes in traffic volume. Notice that 

the volumes used to identify TOD intervals are bi-directional aggregate volume values 

from the critical intersection.  

 

Recently, only to research efforts have been developed to automate the process using a 

data mining approach [6-2,6-3].  

 

Statistical clustering and classification analyses was proposed in [6-3]. We believe that 

the problems with this for formulation are: 

• Definition of traffic conditions: they used the standardized flows and occupancies 

of every phase at every intersection in the system as the state vector. As discussed 

earlier, demands should be used instead of flows in order to insure the consistency 

of the process.  

• Including occupancies does not add information given that they are correlated 

with flows, as per the lane fundamental diagram.  

• Finally, standardization has the effect of weighting observations according to their 

deviations from the phase’s average; it is more reasonable that the weight be 

proportional to the magnitude of observation.  

 

This second point motivated the authors of [6-2] to investigate a method based on a 

genetic algorithm (GA) that optimizes TOD breakpoints with explicit consideration of 
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signal timing performance at a representative intersection. This method implements a 

two-stage optimization: an outer loop for TOD breakpoints and an inner loop for timing 

plans then resulting delays of corresponding TOD intervals. Unfortunately, the 

formulation in [6-2] is very incomplete and seems to have fundamental flaws. For 

example: 

• This method will yield TOD intervals consistent with homogeneous delays but 

not necessarily homogeneous flows. We believe it is not a good choice because 

delays are certainly dependent on the signal timing parameters and on the history 

of the system when it is oversaturated.  

• The authors choose the “optimal” signal timing parameters at a representative 

intersection according to the HCM formulas. The resulting delays may have 

nothing to do with the delays on the actual corridor. 

• It is not clear how to choose the "representative intersection". The critical 

intersection seems to be the best choice, but this is not explicit from their analysis. 

• The state variables are not defined. 

 

In summary, we conclude that past efforts may yield inconsistent results because they are 

based on endogenous traffic conditions (flows, densities and delay). Therefore, the 

control parameters of the system (e.g., saturation flows, signal timing parameters) 

influence the optimal TOD plan, and the results would depend on control parameters in 

place at the time of the data collection. In these circumstances, one would need elaborate 

modeling of Traffic Dynamics in the network to take those factors into account, which is 

computationally prohibitive. 

 

6.2.3 Clustering Algorithm  

 

The term cluster analysis (first used by Tryon, 1939) encompasses a number of different 

algorithms and methods for grouping objects of similar kind into respective categories. 

Cluster analysis is an exploratory data analysis tool which aims at sorting different 

objects into groups in a way that the degree of association between two objects is 

maximal if they belong to the same group and minimal otherwise. 
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Clustering algorithms may be classified as:  

• Hierarchical Clustering 

• K-means clustering  

 

6.2.3 The K-Means Clustering Algorithm  

 
The K-means method [6-4] partitions N data points into K disjoint subsets Sj containing 

Nj data points so as to minimize the sum-of-squares criterion 

 
where xn is a vector representing the nth data point and μj is the geometric centroid of the 

data points in Sj. The algorithm consists of a simple re-estimation procedure as follows.  

1. the data points are assigned at random to the K sets.  

2. the centroid is computed for each set.  

3. repeat steps 1 and 2 until a no further change in the assignment of the data points. 

 

In general, the K-means method will produce exactly K different clusters of greatest 

possible distinction. It should be mentioned that the best number of clusters K leading to 

the greatest separation (distance) is not known as a priori.  

 

6.2.4 Hierarchical Clustering 

 

Given a set of N items to be clustered, and an NxN distance (or similarity) matrix, the 

basic process hierarchical clustering is this:  

1. Start by assigning each item to its own cluster,  

2. Find the closest (most similar) pair of clusters and merge them into a single 

cluster,  

3. Compute distances (similarities) between the new cluster and each of the old 

clusters. 

4. Repeat steps 2 and 3 until all items are clustered into a single cluster of size N. 
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Table 6.1 presents the computation time and memory requirements for K-means and  

Hierarchical Clustering methods, where: 

• t: number of iterations for K-means 

• k ≈ 6 

• n: number of 15-min time intervals in one day (≈ 70) 

• m: number of approaches (≈ 2I ) 

 

Table 6.1: K-means vs. Hierarchical Clustering 

Method Computation Time   Memory Requirements 

Hierarchical clustering  O{ m n2 log(n) }  O{ n(m + n) } 

K-means clustering   O{ k t m n } O{ n(m + k) } 

 

Since n >> k in our application, the K-means method requires the least memory and 

should run faster.  

 

 
Figure 6.2: Measurement Locations for Proposed Method 

 

However, the problem with these methods is that the optimal number of clusters n* is not 

known as a priori, and determining it may become time consuming and subjective. The 

method presented next determines n* automatically. 
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6.3 Proposed Method  

 

The proposed method is based on exogenous state variables of the problem. In this way 

we insure the consistency of the results because the system control parameters in place at 

the time of data collection do not affect the outcome of the method.  

 

6.3.1 System Definition 

 

The proposed system definition is shown in Figure 6.2. This definition recognizes that 

only the measurement locations shown in the figure are necessary, given that any other 

link flow in the system can be obtained from these. For example, q22 in Figure 6.1 is a 

result of q11 , q12 , q13 and the signal timing parameters at intersection 1.  

 

6.3.2 State Variables 

 

The proposed definition of state variables (or traffic conditions) is based on the desired 

inflows or demands to the system shown in Figure 6.2. Demand equals the flow measured 

by the loop detector when there is no congestion. In the presence of a permanent queue, 

however, demand will be higher than the flow on the loop because it will be dictated by 

the discharge rate of the downstream bottleneck. In such a case, one has to expand the 

analysis area until reaching uncongested intersections. 

 

The state of the system at time t, Y(t), is defined as a vector containing all the flow ratios 

in the system; i.e.: 

Y(t) = { y12 , yI4 , yij },       for all i = 1,2…I  and  j = 1,3 

yij(t) = qij(t) / sij  

where sij is the saturation of flow on approach ij. In this manner, we insure that intervals 

will be homogeneous in terms of flows and delays. The former is true since intersection 

delay depends on the degree of saturation, which is proportional to the flow ratios. 
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6.3.3 Solution Methods  

 

The most efficient method to solve our problem is dynamic programming. The problem 

can be divided into stages with a decision required at each stage. Each stage has a number 

of states associated with it. In our case stages are the TOD intervals and the states the 

time of which they end.  

 

But the problem can be solved using standard shortest path algorithms over the following 

network: 

 

Figure 6.3 Solution Network 

 

where n is the maximum number of TOD intervals, e is the minimum duration of a TOD  

interval (eg, 1 hour) and b is the last time interval of the day (eg, 96 when using 15 min 

intervals). The nodes of this network represent the time interval at which the TOD 

interval (stage) ends. Notice that the optimal number of clusters n* can be determined 

automatically simply by introducing links connecting every pair of non-consecutive 

stages. 
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The cost on any link j-k can be computed as the area shown in Figure 6.4. This area 

corresponds to the cumulative difference between the actual demand curve and the 

demand used for signal timing. 

 

 

Figure 6.4: Definition of Cost on Link j-k. 

 

6.4 Conclusions 

 
The proposed method is based on exogenous state variables of the problem. This 

improves current practice since we insure that the resulting TOD definition is 

independent of the system control parameters in place at the time of data collection. 

Additionally, the proposed dynamic programming approach to solve the problem is fast 

and gives the optimal number of clusters as an output. 
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7  DEVELOPMENT OF A PROTOTYPE SIGNAL OPERATIONS 

MONITORING SYSTEM 

 

7.1 Introduction 

 

The main objective of this chapter is to develop a prototype signal operation monitoring 

system that enables the Caltrans traffic operation staffs to monitor the performances of 

signal control operations. The testing site of this demonstration is the “Arterial Traffic 

Lab” on El Camino Real, California, which has been set up during the pervious transit 

signal priority projects at California PATH. Currently the loop traffic data and signal 

status data are being collected. 

 

Since real-time data retrieving has been conducted by other projects, this task mainly 

involves real-time software development. The software needs to have the following 

functionalities: 

(1) To be run in QX 6.0 operating system; 

(2) To automatically read-in text type data files according to the order of time 

recorded in the frequency of 15 minutes which is the time interval for real-time 

data retrieving; 

(3) To automatically carry out data processing by calculating expected traffic 

parameters and output results to certain text format data file;  

(4) To display the calculated results on Website which involves two steps: 

i. Use Java script to pick up data from data file (Text format) and put to 

internet website  

ii. Refresh the website every 15 minutes 

 

The main task of this chapter is depicted as the block on the right of in Figure 7.1, which 

is the overall picture of the monitoring system. 
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Figure 7.1  Functionality of the Software Part 

 

7.2 Document Review 

 

Performance measurement of traffic system is a large topic for traffic engineering. Since 

this task is focusing on some parameter calculation instead of discussing how to measure 

the performance, the previous results are directly used. However, several sources of 

methods are briefly reviewed here.  

 

The main source of methods for performance parameter calculation is the Highway 

Capacity Manual [7-3] which provides most performance parameter definition and the 

ways for calculation. The work of [7-6] mainly uses stops and delay as performance 

measurement for both fixed-time and adaptively actuated control signals. [7-4] Average 

delay (Veh/s)  is used in the evaluation of traffic control at maintenance & reconstruction 

zones. Travel time, speed and delay are used for arterial performance evaluation and the 

number of conflict point is used for safety related evaluation in [7-2]. [7-5] mentioned 

that although the data from loops such as: speed, vehicle counts, occupancy, surrogate of 

density are widely used for measurement, they are weak because of point measure 

characteristics. AVT (Advanced Vehicle Tracking)  OD calculation  Performance 

evaluation. Point measurement based evaluation  interval measurement based 
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evaluation. [7-1] pointed out that the most influential factor in the intersection 

performance for heavy flows is achieved by reducing the number of phases in the signal 

cycle. The CFI especially is finding increasing acceptance in the United States lately. 

Performance criteria for the intersection design include: average delay time per vehicle, 

average stop time per vehicle, average number of stops per vehicle, average queue length, 

and maximum queue length.  A pedestrian volume of 75peds/hr is assumed on each 

approach (Eastbound, Southbound, Westbound, and Northbound) and as there are three 

possible directions in which each of these volumes can be assigned, the directional 

volumes are equal to 25peds/hr. (e.g. pedestrian trips generated at South approach is 

75peds/hr, the volume of trips towards East, West, and North is 25peds/hr each). The 

walking speed of pedestrians is assumed to be 4ft/sec.  

 

Terminologies 

 

The following is a list terminologies used for the calculation and display. 

 

• Cycle: A cycle is a complete sequence of intervals of all the signals in all 

directions of an intersection. In the example provided, the sequence would go 

from interval one to nine and then another cycle would start with interval one. 

• Cycle length: A cycle length is the time it takes to complete one cycle. In the 

table this would be the sum of the interval times, or 65 seconds.  The minimum 

time for a cycle length is generally 45 seconds, to limit the time lost starting and 

stopping traffic.  
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Figure 7.2  A Typical Intersection with 8 Movements  

 

 
Figure 7.3 Typical Phase in a Cycle for Traffic Signal 

 

• Phase: A phase is the part of the cycle assigned to a fixed set of traffic 

movements. When any of these movements change, the phase changes. The first 

phase in the above table is comprised of intervals one, two, and three. The third 
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interval is included even though no traffic movements have the right-of-way. 

Characteristic: Each phase ends with ALL RED in all directions - Red Clearance 

Signal. 

• Yellow Change interval: This is an interval in which yellow indications tell 

drivers in the phase with the right-of-way that their movement is about to lose its 

right-of-way. An example of this is interval five. 

• Red Clearance interval: This describes the interval when all of the indications 

are red and is a safety measure designed to give the oncoming traffic enough time 

to clear the intersection before the next phase begins. An example of this is 

interval six. 

• Intergreen time: This is the summation of the time allocated to the change and 

clearance intervals for a given phase (yellow and all red time). 

• Force-off: Signal feature which, when asserted, shall cause termination of the 

current phase, provided that phase is in the extension portion. In no case shall 

assertion of force-off cause termination in a clearance interval or during a 

minimum Green for vehicles or pedestrians.  

• Max-out: Phase end by reaching its maximum green time; 

• Gap-out: When the vehicle approach arrive with longer headways than the 

extension interval; Inter-vehicle distance determined by loop signal. 

• Synch Phase: Ends at the yield point if a call has been placed from the conflicting 

phases; If no call received, the controller will remain in the sync phase for the rest 

of the cycle; 

• Pedestrian call: Signal given by pedestrian; 

• Off-set: The difference between the zero points of Master Clock (MC) and Local 

Clock (LC): Usually, 4~6 intersections are coordinated with a MC and LC. All 

the MC and LCs are of the same cycle length which is fixed. For all green through, 

the off-set point of the LCs has a difference which is approximately the average 

travel time (related to intersection length). This is determined by the green plan. 

Next phase can start earlier but cannot be late as planned. Cycle length may be set 

different according traffic situation for Time-of-day. 
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• Cycle length, speed and off-set are the three parameters used for optimization; 

Cycle length are fixed for each intersection, which is not allowed to change. 

However, time interval for each phase within a cycle can change.  

• Signal for a movement: Only 3 cases: green, yellow and red; 

• Signal change is basically caused by either of the three triggers: Force-Off, Max-

Out, or Gap-Out 

• Capacity: throughput of the number of vehicle in hourly rate 

• Demand: number of vehicle arriving 

• Volume: number of vehicle discharging 

• FFS – free-flow speed;  

• Running speed: Intersection length divided by average speed also account for 

stop-time delay; (Traffic Manual 10-3); Posted speed limit is the default. Low 

volume (< 200 veh/h/ln) under all green condition. 

• Average travel speed: The one we need to calculate; Performance index: LOS 

 

7.3  List of Parameters for Performance Measurement: 

 

(1) Average travel speed: characteristic captured the effect of traffic control; Length 

of the segment (or entire street in consideration) divided by average travel time 

including stop-time delay; 

(2) Total delay: Travel time experienced – reference travel time 

(3) Control Delay: portion of total delay caused by signal operation; Including 

i. Initial deceleration delay 

ii. Stop-time Delay 

iii. Queue move-up delay 

iv. Final acceleration delay 

(4) v/c ratio: Approximate of overall efficiency of an intersection 

(5) Average back of the queue: The number of vehicles queued and not cleared 

(stop and wait); 

(6) Arrive Type: Quantitative measure of progression; 6 Levels determined by 

platoon length/density and arrive time: in which part of the read or green intervals. 
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(7) Progression efficiency: Green Arrival Ratio = # of vehicle arrive at green / Total 

number of vehicle within a cycle; 

(8) LOS:  A-F  estimation over 15[min] period 

 

Lane Division at an Intersection into lane groups (case sensitive): 

 Exclusive left turn; 

 Exclusive right turn; 

 All through lanes; 

 Mixed left (right) turn and through should be weighted according traffic flow; 

 

7.4  Performance Parameter Calculation 

 

The set of parameters used for evaluation of the performance of traffic control signals are 

listed and described briefly below.  

 

The data file from the loops is updated for every 15 minutes from network real-time data 

retrieving system. For future uses the parameters are calculated and progressively-

averaged over the number of phases passed or the number of cycles passed. 

 

Typically, each intersection has 8 movements as shown in Figure 7.2. Corresponding to 

each movement, there may be zero or multiple lanes depending on the geometry of the 

intersection. For each lane or movement, loop sensor availability may have different 

situations:  

• departure loop only 

• arrival loop only 

• both departure and arrival loop 

 

The parameter computation needs to consider those differences.  

 

All the 17 parameters are calculated for each movement of an intersection if applicable. 

Otherwise, zero value is assumed. 
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Due to progressive average, the calculated parameters can be output at any time point 

during the 15 minute period. However, three time pints are chosen for output: 5, 10, 15 

minute respectively at this stage. Thus the website will update at this rate, but it can 

update at any rate in principle in the future if necessary. 

 

(1) Traffic flow (each phase) : number of vehicle discharged per hour, which is directly 

obtained from departure loop count. 

 

(2) Flow ratios (V/C, each phase) :  

capacity
volumeratiovc =_  

which approximately represents the overall efficiency of an intersection 

• Capacity: throughput of the number of vehicle in hourly rate; Actual value 

used: 500 vehicles per hour per lane 

• Volume: number of vehicle discharged per hour 

 

(3) Saturation degree: Calculated for each cycle and then progressively averaged  over 

the number of cycles passed. 

 

Saturation degree is calculated as follows: 

][90_
___/1800_

_*_
_*_

sTimeCycled
hourperlanepervehsFlowSaturation

TimeGreenFlowSaturation
TimeCycleVolumeDegreeSaturation

=
=

=

 

                                                         

(4) Average Delay is calculated for three cases. Each case is calculated for each cycle 

and then progressively averaged  over the number of cycles passed. 

 

Case 1: With both arrival and departure loop count: 
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Case 3: Only have departure count, no arrival count, using the Webster formula: 
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where =1d uniform control delay assuming uniform arrival (s/veh); 

=C  cycle length (s): cycle length used in pre-timed signal control, or average 

cycle length for actuated control; 

=g effective green time for lane group (s); green time used in pre-timed 

signal control, or average lane group effective green time for actuated control; 

=X v/c ratio or degree of saturation for lane group. 

 

(5) Progression efficiency - Arrival ratio in green: Calculated for each cycle and then 

progressively averaged  over the number of  cycles passed. 

 

Arrival ratio in green = Green_Arrival /All_Arrival 
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(6) Percentage of gap out : Number of gap out / Number of phases passed 

Gap-out: When the vehicle approaching with longer headways than the extension 

interval; Inter-vehicle distance determined by loop signal. 

 

(7) Percentage of max out:  Number of max out / Number of phases passed 

Max-out: Phase end by reaching its maximum green time; 

 

(8) Percentage of force off: Number of force off / Number of phases passed 

Force-off: Signal feature which, when asserted, shall cause termination of the 

current phase, provided that phase is in the extension portion. In no case shall 

assertion of force-off cause termination in a clearance interval or during a 

minimum Green for vehicles or pedestrians. 

 

(9) Number of cycles which skipped this phase 

 

(10) Percentage of cycles which skipped this phase: Number of cycles which 

skipped this phase divided by number of cycles passed 

 

(11) Phase time durations 

 

(12) Number of phases with pedestrian interval 

 

(13) Percentage of phases with pedestrian interval: Number of phases with 

pedestrian interval divided by the number of phases passed for that movement 

 

(14) Number of preemption intervals 

 

(15) Percent of preemption intervals: Number of preemption intervals divided by 

the number of phases passed for that movement 
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(16) Detector failure:  If loop detector data have not been updated for certain period 

of time, it is announced failure;    

                                                        

(17) Signal data failure : If signal data has not been updated for certain period of time, 

it is announced failure. Here 5 minutes  is used as  a threshold. 

 

7.5 Software Structure 

 

The real-time software is developed in C code. The overall structure of the software is 

shown in Figure 7.4 and the C code structure is shown in Figure 7.5. It is noted that, for 

simplicity, the interface between the interface between the output of the C code 

(parameter calculation) and the Java code (for display the results on the Website) is text 

format data file instead of data base.  

 

 
Figure 7.4  Overall Real-time Software Structure and Data Flow 
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Figure 7.5  Structure of C Code and Data Flow 

 

 

A sample of real-time display by Java code on the website is shown in Figure 7.6. 

 

 
Figure 7.6  Website Real-time Display by Java code 
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8 AN OFFSET REFINER FOR COORDINATED ACTUATED SIGNAL 

CONTROL SYSTEMS 

 

8.1 Introduction  

 

It has been a common practice to operate traffic-actuated controllers in coordinated 

systems to provide progression for major traffic movements along arterials and networks. 

Compared with fixed-time coordinated systems, these semi-actuated coordinated systems 

offer additional flexibility in responding to fluctuations in traffic demand. Under signal 

coordination, traffic actuated signals operate on a common background cycle length. 

Coordination is provided through an offset that defines the start of the local clock. The 

start of local clock, depending on the offset reference point can be set to the start of green, 

end of green or yield point for the sync phase(s). The rest of the phases are actuated and 

their duration varies between a minimum and a maximum green time. These phases may 

terminate at fixed force-off points in the background cycle or terminate early (gap-out). 

Typically, when the actuated phases terminate early, the spare green time in the cycle is 

received by the sync phase (Note that the NTCIP ASC specification allows the user to 

control the spare time going to either the next phase in the sequence or the sync phase).  

 

To ensure operation efficiency of coordinated actuated systems, attention should be paid 

to determining appropriate signal settings, particularly offsets due to the fact that the start 

of green of the coordinated phases (typically Phases 2 and 6) are not fixed. Several 

approaches have been proposed in the literature to address such a so-called “early return 

to green” problem in the determination of offsets.  Jovanis and Gregor [8-1] suggested 

adjusting the end of green of the sync phase to the end of the through-band for non-

critical signals. Skabardonis [8-2] proposed three methods for determining offsets from 

the optimal fixed-time splits and offsets.  Although the three methods differ in the 

procedure and applicable situation, the concepts are essentially the same: making a best 

estimate on average starting point of the sync phase and then optimizing the offset based 

on the estimate. Chang [8-3] offered a similar suggestion for obtaining the offsets from a 
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second optimization run that uses the anticipated green times on the noncoordinated 

phases, as constraints on their maximum green times.  

 

The above prior studies have focused on determination of appropriate offsets in the stage 

of design of the signal timing plans. Certainly after implementing the timing plans in the 

field, there are still opportunities for fine-tuning. Shoup and Bullock [8-4] examined a 

concept of using the link travel times observed for the first vehicle in a platoon to adjust 

offsets. The concept could lead to an online offset refiner, if vehicle identification 

technologies had been deployed in arterial corridors. Abbas et al. [8-5] developed an 

online real-time offset transitioning algorithm that continually adjusts the offsets with the 

objective of providing smooth progression of a platoon through an intersection. More 

specifically, the objective was achieved by moving the green window so that more of the 

current occupancy actuation histogram is included in the new window. A greedy search 

approach was used to determine the optimal shift of the green window. In the ACS-Lite 

system developed by FHWA [8-6], a run-time refiner can modify in an incremental way 

the cycle, splits and offsets of the plan that is currently running based on observation of 

traffic conditions.  

 

The advancement and deployment of telecommunication and ITS technologies make 

high-resolution signal operation data more readily available. This chapter presents the 

basic concept of an offline offset refiner for coordinated actuated control systems. The 

tool is not intended for taking the place of traditional signal optimization methodologies 

or software. Presumably the signal settings are optimized by using these methodologies 

or programs, probably following the guidelines set up in [8-2], [8-3] and [8-7]. The 

refiner is supposed to be used after implementing the resulting timings for a certain 

period of time (say, two weeks or longer). If the performance of the signal reported from 

the monitoring system developed in Chapter 7 is not satisfactory, the refiner can be called 

for refinement. Making use of a large amount of signal status data obtained from the field 

operation, it refines the offsets to provide smoother progression by re-maximizing the 

bandwidth and minimizing the red-meeting probability.  
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8.2 Premise of the Offset Refiner  

 

The premise of the offset refiner is that day-to-day traffic and pedestrian flows are 

realization of uncertain traffic and pedestrian demands, which are certain types of 

stochastic processes. As a consequence, the resulting responses of actuated signals, such 

as phase durations or starts/ends of green of phases would follow certain types of 

stochastic distributions. These distributions can be estimated based on a large amount of 

signal status data from the field operation, thereby providing a better knowledge about 

the uncertainty of starts/ends of green for coordinated phases. The refiner will then apply 

the knowledge to adjust the offsets to improve the coordination.  In real-world 

implementation, the refiner may be applied periodically to fine-tune the system until a 

satisfactory performance has been achieved. Note that the concept presented in this paper 

uses signal status data only. Our experience with field signal operation data reveals that 

signal status data are often far more accurate and robust than loop detector data (count 

and occupancy). The latter are prone to be inaccurate or missing due to inappropriate 

setting of loop sensitivity, loop malfunction, communication conflict, and weather 

condition etc. Certainly if high-quality loop data can be made available, the information 

would definitely help refine the system, as suggested later in this paper. Our ongoing 

research is looking into the opportunities.   

 

To facilitate the presentation of the concept, we use the field data from a real-world 

network illustrated in Figure 8.1 (the figure is a snapshot of the simulation using 

Paramics produced by Quadstone, 2003 [8-8]). The network is a segment of El Camino 

Real, a major arterial in the San Francisco Bay Area.  The study section is located in the 

city of Palo Alto, California, consisting of five signalized intersections whose cross 

streets are Churchill, Serra, Stanford, Cambridge and Page Mill from north to south 

respectively (there is another signalized intersection named as California between 

Cambridge and Page Mill where the field master is located. We were not able to obtain 

its signal status data since a special program was needed. We ignore this intersection in 

this paper, without impairing the validity of the concept presented herein.) The average 

travel times between intersections are also given in Figure 8.1. The signal status data are 
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pulled by the field master every two seconds and are stored in a roadside computer, and 

are further retrieved regularly via a dial-up connection. The data used in this paper were 

collected from 11:00 am - 3:00 pm, during the period of February 6, through March 7, 

2005, for a total of 14 weekdays with more than 1,600 cycles.  Moreover, the corridor is 

in two-way coordination, and the signal settings were recently optimized by using the 

Synchro software [8-9]. The signal settings for the time period of analysis are given in 

Table 8.1. 
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Figure 8.1  Study Corridor, El Camino Real, Palo Alto, CA 

 

Table 8.1  Signal Settings for Each Intersection 

Force-off 

Intersection 

Cycle 

Length 

(sec) 
1 2 3 4 5 6 7 8 

Offset 

(sec) 

Churchill 120 N/A 0 33 N/A 63 0 N/A 33 84 

Serra 120 59 0 N/A 30 51 0 N/A N/A 72 

Stanford 120 81 25 N/A 58 25 0 N/A N/A 62 

Cambridge 120 21 0 N/A 57 82 21 N/A 57 1 

Page Mill 120 106 19 43 83 19 0 43 83 108 
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The premise of the offset refiner can be justified by examining the signal status data.  

Figure 8.2 presents the empirical cumulative distribution functions for starting points of 

Phase 2 at the El Camino/Page Mill intersection. Visually, it can be observed that the 

more days of data we used, the closer to each other the resulting distributions would be, 

which suggests that the empirical distributions tend to be stable.  
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Figure 8.2 Empirical Cumulative Distributions for Start of Green of Phase 2 at Page 

Mill 

 

We performed a Kolmogorov-Smirnov test to examine the null hypothesis that 10 days of 

data and 14 days of data have the same distribution. The observed Kolmogorov-Smirnov 

statistic is 0.033 and p value is 0.4711. Clearly the difference between their distributions 

is not significant at the 5% level, and thus we cannot reject the null hypothesis. The 

statistical test verifies the above observation that the empirical distributions would 

eventually become stable, and 14 days of data may be sufficient to estimate the 

distribution. Be aware of that the conclusion is only valid for this specific site and the 
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time period (11:00 am – 3:00 pm), and separate tests would be necessary for other 

implementation sites or different times of day.  
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Figure 8.3  Probability of Early-Return-to-Green at Selected Intersections 

 

To illustrate how prevailing the problem of “early return to green” is, Figure 8.3 depicts 

the histograms for starts of green of Phase 2 and 6 at two selected intersections along El 

Camino: Page Mill and Stanford. Page Mill is a critical intersection for the corridor with 

almost equal amounts of mainline and cross-street traffic. Still, the probabilities of “early 

return to green” are 61% for Phase 2 and 39% for Phase 6.  Stanford has low volume of 

minor-phase traffic, thus the probabilities are as pretty high as 92% for Phase 2 and 94% 

for Phase 6 respectively. The histograms confirm the assertion made in the previous 

studies that the problem of “early return to green” should be recognized and explicitly 

addressed in the timing of coordinated actuated control.  
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Note that in addition to uncertainty of start of green, end of green is also uncertain, 

especially under lead-lag phase sequence, due to skip or gap-out of the left-turn phase. 

Figure 8.4 presents the histograms for green terminations of Phase 2 and 6 at Page Mill 

and Stanford. It can be seen that compared with starts of green, terminations of green 

have much narrower spans. Under many circumstances, the termination is the force-off 

point. In addition, the starts of Phase 2 and 6 are typically affected by traffic actuations 

on the cross streets, while the terminations of green often result from traffic actuations on 

main-street left-turns. Since traffic flows of these two streams can be viewed independent, 

the start and termination of green are likely independent, and thus can be treated 

separately.  
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Figure 8.4 Uncertain Termination of Green at Selected Intersections 
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8.3 Maximization of Expected bandwidth  

 

Maximizing bandwidth is often one of the objectives in determination of optimal offsets, 

especially for two-way coordination. Therefore the refiner aims to marginally adjust 

offsets to maximize the bandwidth or the sum of the bandwidths in the two arterial 

directions.  

 

Since the start and end of major green are random variables, the bandwidth will also be 

random. Therefore, the objective is then to maximize the expected bandwidth. Before 

proceeding to discuss the bandwidth maximization, we conduct a coordinate 

transformation in order to facilitate the calculation. The coordinate transformation is to 

simply shift forward/backward the local clocks (coordinates) of the downstream/upstream 

intersections by a “distance” of the corresponding average travel time from the reference 

intersection. After the transformation, the vehicle trajectories will become vertical [8-10]. 

Consequently, the expected one-way bandwidth can be calculated as below:  

                 ( ) ( )),,,max(E),,,min(E 11 nini ssseeeW −=  (8-1) 

Where: 

W = the expected one-way bandwidth  

)(E •  = the expected value 

ie  = the end of green in the transformed coordinate at intersection i  

is  = the start of green in the transformed coordinate at intersection i 

 

The start and end of green, is  and ie , are discrete and independent random variables, 

whose distributions are estimated from the empirical data. However, analytical derivation 

of the expected bandwidth using Equation (8-1) based on the estimated distributions is 

quite tedious. In view of that the minimum/maximum operation is a convex/concave 

function, we have:  

( ) ( )
( ) ( ) Wssseee

ssseeeW

nini

nini

ˆ)E(,),E(,),E(max)E(,),E(,),E(min     

),,,,max(E),,,,min(E

11

11

=−≥

−=
  (8-2) 
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The interpretation of Equation (8-2) is straightforward: the expected values of starts and 

ends of green may be used to roughly estimate the bandwidth, and the estimator Ŵ  is 

actually a lower bound of the expected bandwidth. The tightness of this lower bound 

depends on the difference among the distributions of start/end of green of each 

intersection.  

 

It is easy to see that the variables is  and ie  are function of the offset io , and thus the 

bandwidth W (Ŵ ) are affected by a set of offsets { }io . Changing offsets is like doing 

another coordinate transformation to shift ends and starts of arterial green, therefore 

changing the value of the bandwidth.   The objective here is to determine a set of offsets 

to maximize the one-way bandwidth or the sum of the bandwidths in the two arterial 

directions, which is a constrained optimization problem whose constraints are 

niCoC i ,2,1, =≤≤− , where C is the cycle length. This optimization problem can be 

readily solved by a suite of efficient algorithms.  

 

We demonstrate the concept in the El Camino Real study corridor. A sequential quadratic 

programming (SQP) subroutine with finite-differencing derivatives in Matlab was 

adopted to solve for the optimal offsets for maximum two-way bandwidth. The SQP 

algorithm is one of the most efficient solution approaches for constrained nonlinear 

programming problems. It mimics Newton's method for unconstrained optimization in 

that it finds a step away from the current point by minimizing a quadratic model of the 

problem. Applying the refiner, we obtained the optimal marginal offsets (in addition to 

the current offsets) as { }4 ,0 ,0 ,0 ,5  seconds respectively for the intersections from north 

to south. The resulting through-bands are shown in Figure 8.5 and 8.6. The refiner 

increased the expected two-way bandwidth from 72 seconds to 76 seconds, and all of the 

improvements were obtained from Phase 2. The reason for achieving such a limited 

improvement (5%) is that the corridor is constrained by one critical intersection Page 

Mill whose green intervals of Phase 2 and 6 are very small compared with those of other 

intersections, and thus the largest bandwidth we can possibly obtain is the sum of these 

two green intervals. If the corridor had multiple critical intersections where the situation 
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is more complicated and the tradeoff is trickier, it is expected that the resulting 

improvement would be more significant.   
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Figure 8.5  Optimized Through-Band for Phase 2—Two Way Coordination  
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Figure 8.6  Optimized Through-Band for Phase 6—Two Way Coordination 

 

Note that the optimal set of offsets is not unique. For example, the set of marginal offsets 

of { }1 ,0 ,3.5 ,0 ,5.2 −  is another optimal solution. If the loop detector data can be made 

available, the count and occupancy information could be used to choose the set of offsets 

that also minimizes the total delay of traffic.  
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In summary, the procedure described above is to first obtain the empirical signal status 

data to estimate the average starts/ends of green, and then use an optimization module or 

existing bandwidth programs to further optimize the offsets. The concept is exactly the 

same as what Skabardonis [8-2] and Chang [8-3] have previously suggested, but this 

paper further notes that:  

 A large amount of empirical signal data is able to provide a more realistic 

estimate of starts/ends of green for the coordinated phases;  

 The expected values of starts/ends of green may be used as reference points to 

optimize the bandwidth. The resulting bandwidth is the lower bound of the actual 

expected bandwidth.  

 

8.4 Minimization of Red-Meeting Probability  

 

Maximum bandwidth does not necessarily provide a better progression perceived by 

drivers. It has been pointed out that the two-way bandwidth maximization in no way 

guarantees perceived driver progression even for fixed-time signal controls [8-11]. 

However, it remains feasible to change the offsets to reduce the probability of a vehicle 

departing from an intersection to stop at another downstream intersection. As 

aforementioned, Abbas et al. [8-5] and Luyanda et al. [8-6] have used cyclic platoon 

pattern from detector data to dynamically adjust offsets for a smoother progression.  

 

For one-way coordination, it has been known for long that the last vehicle in a platoon 

should be guaranteed to clear all intersections in the coordination such that the total 

traffic delay can be minimized [8-10]. However, this way the lead vehicles released from 

one intersection may have to stop on red at downstream intersections, giving drivers a 

perception of bad progression. In view of this, traffic engineers still tend to do the 

coordination for the lead vehicle, more specifically with reference to starts of green, even 

confronted with the problem of “early return to green”.  

 

Once the reference points are determined, one-way coordination is generally 

straightforward and the bandwidth is the minimal green interval along the corridor. 
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However, the uncertainty of starts of green in actuated signal makes the task tricky, 

because the vehicles released earlier than those reference points may stop at the red again 

at the downstream signals. One way to mitigate or even eliminate this adverse effect is to 

set the offsets so that the earliest starting point of green at the first intersection is later 

than the latest starting point of green at any of downstream intersections (all these points 

are in the transformed coordinates). However, in this case the effective bandwidth could 

be significantly reduced. Therefore, there are actually two objectives among others in 

designing one-way or two-way progression for actuated signals. One is to provide enough 

bandwidth, and the other is to make sure early-released vehicles not to meet red lights at 

the downstream intersections. These two objectives are conflicting to a certain extent, and 

both need to be addressed in offset settings. 

 

To represent the second objective, we define a new metric as the probability of the lead 

vehicle from the first intersection in coordination to meet a red light at any of the 

downstream intersections.  Note that if the information of average queue length can be 

made available, the metric could be the lead vehicle from the first intersection in 

coordination not to stop at any of the downstream intersections. The calculation of the 

probability would be the same as that presented in the paper, except adding additional 

queue clearance times to the starts of green. Let  t
ii

P
1+→
 denote the probability for a 

vehicle departing at time t from intersection i to meet a red light at the next intersection 

i+1 or any of further downstream intersections, we have:  

                                 t
iii

t
iiii

PetstsP
211

)Pr()Pr( 111 +→++→
⋅≤≤+>= +++  (8-3) 

 

Note that Equation (8-3) is recursive. It means that the probability 1+→iiP  consists of two 

components: the first is the probability of the vehicle meeting a red light at intersection 

i+1, and the second is for the case that the vehicle passes through intersection i+1 with a 

green light but meets a red light at a further downstream intersection; the probability for 

the occurrence of this case is the probability of that vehicle meeting a green light at 

intersection i+1 times the probability of meeting a red light at intersection i+2 or any 



113 

further downstream intersections. The concept is illustrated by a time-space diagram in 

Figure 8.7.  
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Figure 8.7  Red-Meeting Probability 

 

And the boundary condition for the last intersection is:  

                                                  )Pr(
1

tsP n
t

nn
>=

→−
      (8-4)  

which implies that the probability for a vehicle departing at time t from intersection n-1 

to meet a red light at the last intersection is equal to the probability that the start of green 

is greater than the time t.   

 

Consequently, summing up the probability for all discrete departure times t from the 

beginning of the cycle to the end of the cycle yields the probability for the first vehicle 
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released from intersection 1 to meet a red light at any of the downstream intersections. 

Therefore the new metric defined can be mathematically expressed as:  

                                                   t
C

t

PtsP
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1
1 )Pr(

→∑
=

==    (8-5)  

 

To illustrate the proposed metric, we applied it to Phase 6 of the study corridor. The full 

mathematical expression of the probability for the corridor is: 
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          (8-6) 

 

With the current setting of offsets, the probability for the first vehicle departing from 

Page Mill to meet a red light at any of the four downstream signals is 21.8% while the 

expected bandwidth for Phase 6 is 37 seconds. The probability is quite high. However, 

had the one-way coordination been made with reference to the expected values of starts 

of green for those five intersections, the probability would be 83.4% and the bandwidth 

remain the same.   On the other extreme, if the sole objective is to minimize the red-

meeting probability, then the set of marginal offsets of { }26 ,0 ,6 ,0 ,0 −  provides a 

minimum value of the probability of 0.3%, but the bandwidth is significantly reduced to 

14 seconds. This is because to minimize the probability, the earliest starting point of 

green at the first intersection could be moved to be time point later than the latest starting 

point of green at any of downstream intersections, which obviously reduces the effective 

bandwidth.  

 

Clearly we now have a bi-objective optimization problem whose two objectives are 

conflicting with each other. We thus are not able to find an unambiguous optimal solution. 

Rather, we will seek Pareto optimal or nondominated solutions, which are optimal in the 

sense that no improvement can be achieved in any objective without degradation in 

others. Several methods, such as the weighted sum method and theε -constraint method, 
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have been proposed in the literature to solve the multi-objective optimization problem for 

the Pareto optimal solutions. 
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 Figure 8.8  Optimized Through-Band for Phase 6-One Way Coordination 

 

A subroutine of the goal attainment method for multi-objective optimization in Matlab 

was adopted for the case study. Applying the refiner to the example corridor, we obtained 

a Pareto optimal marginal offsets as { }0 ,0 ,24 ,0 ,0  seconds respectively, which result in a 
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probability of 2.3% and a bandwidth of 37 seconds. The resulting through-band is shown 

in Figure 8.8.  

 

The solution of { }26 ,0 ,6 ,0 ,0 −  with a resulting probability of 0.3% and a bandwidth of 

14 seconds and that of { }0 ,0 ,24 ,0 ,0  with a probability of 2.3% and a bandwidth of 37 

seconds are both Pareto optimal and non-dominated. Since the difference of the red-

meeting probability is quite trivial, it is expected that the latter solution will be favored by 

the practitioners. This offset setting successfully reduces the red-meeting probability 

from 21.8% to 2.3% with the bandwidth unchanged. Again, if a corridor has multiple 

critical intersections, the trade-off between the two objective functions would become 

more complex and profound. In this case, it would be necessary to produce a set of Pareto 

optimal solutions that forms an efficient frontier for traffic engineers to make the final 

selection based upon their preferences over these two objectives.  

 

Note that the refiner presented in this paper uses signal status data only in view of 

inaccuracy or frequent loss of loop detector data that we have experienced. Consequently, 

the refiner is concerned with bandwidth maximization and red-meeting probability 

minimization, without accounting for delays or travel times. However, since the 

refinement is often marginal, we expect the impacts on these measures of performances 

will be also marginal. To verify this, we conducted a simulation study using Paramics to 

evaluate each of the following scenarios: baseline scenario with current offsets and the 

two scenarios with refined offsets for two-way coordination and one-way coordination 

respectively. Vehicle intersection delay in the simulation was defined as the travel time 

for a vehicle departing from an arrival loop detector to a departure loop detector minus its 

free-flow travel time. During the simulation period, all vehicles moving through 

intersections were traced by a tool developed through Paramics Application 

Programming Interface. Table 8.2 compares resulting average corridor delays for the 

three scenarios. To test the significance of the changes in delay, two-sided t-tests were 

performed. The null hypothesis is that the means of corridor delays with refined offsets 

are different from those in the baseline scenario. Given the size of population, the critical 

value with 95% confidence level is ± 1.68. As shown in Table 8.2, all of the t-statistics 
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are smaller than 1.68. Therefore, both null hypotheses are rejected, implying that changes 

in delay incurred by the refiner are statistically insignificant. In summary, the simulation 

study has verified our expectation that the refiner may impose statistically insignificant 

impact on travel time or delay.  

 

Table 8.2 Simulation Analysis of Traffic Corridor Delay 

Baseline After Change  

Mean  

(sec) 

SD 

(sec) 

Mean 

(sec) 

SD 

(sec) 

Mean 

(sec) 

t-stat 

Major 37.805 27.864 39.348 28.440 1.544 1.385 Two-

Way Minor 55.329 37.362 53.971 39.549 -1.358 -1.161 

Major 

(NB) 

38.532 30.784 35.950 46.493 -2.581 -0.902 

Major 

(SB) 

37.385 25.888 35.087 26.943 -2.298 -1.630 
One-

Way 

Minor 55.329 37.362 54.029 36.943 -1.300 - 1.150 

Note: the delay for major phases is the average corridor delay while the delay for minor 

phases is the average delay of each intersection.  

 

8.5 Concluding Remarks  

 

We have presented the basic concept of an offline offset refiner, which attempts to 

address the problem of uncertain starts/ends of green in determination of offsets for 

coordinated actuated signal control. It has been shown that a large amount of archived 

signal status data is able to provide a more realistic estimate of distributions of starts/ends 

of green of the coordinated phases. The refiner will take advantage of this knowledge to 

fine-tune the implemented offsets in the field to provide smoother progression.  

 

We have discussed two objectives in determination of offsets for coordinated actuated 

signal control. The first one is maximization of expected bandwidth. For the purpose, it is 
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acceptable to use means of starts/ends of green to do the bandwidth optimization. We 

have shown that the estimated bandwidth is the lower bound of the expected bandwidth. 

 

We have defined a new metric to represent the smoothness of the progression, the 

probability of the lead vehicle departing from the first intersection in the coordination to 

meet a red light at any of downstream intersections. Minimization of this probability can 

serve as one of the objectives in designing signal coordination plans in addition to 

maximization of the bandwidth. Because these two objectives are often conflicting with 

each other, a bi-objective optimization procedure has to be adopted to seek the Pareto 

optimal offsets.  

   

The offset refiner presented in this paper readily works with the current signal control 

system, and is easy to implement.  It can also serve as a stand-alone tool available at 

Traffic Management Center, built upon commercial optimization software or using self-

programmed codes to solve the resulting optimization problems. The refiner could be run 

periodically or together with an online progression monitor. If the signal performance 

degrades, then the refiner can be called to fine-tune the offsets for better coordination.   

 

8.6 References 

 

8-1 Jovanis, P. P. and Gregor, J. A (1986). Coordination of actuated arterial traffic 

signal systems. Journal of Transportation Engineering, 112(4), 416-432. 

 

8-2 Skabardonis, A. (1996) Determination of timings in signal systems with traffic-

actuated controllers. Transportation Research Record 1554, TRB, National 

Research Council, Washington, D.C.,18-26.  

 

8-3 Chang, E. C. P. (1996). Guidelines for actuated controllers in coordinated systems. 

Transportation Research Record 1554, TRB, National Research Council, 

Washington, D.C., 61-73. 

 



119 

8-4 Shoup, G. E., and Bullock, D. (1999). Dynamic offset tuning procedure using 

travel time data. Transportation Research Record 1683, TRB, National Research 

Council, Washington, D.C., 84-94. 

 

8-5 Abbas, M., Bullock, D. and Head, L. (2001). Real-time offset transitioning 

algorithm for coordinating traffic signals. Transportation Research Record 1748, 

TRB, National Research Council, Washington, D.C., 26-39.     

 

8-6 Luyanda, F., Gettman, D., Head, L., Shelby, S., Bullock, D. and Mirchandani, P. 

(2003). ACS-Lite Algorithmic Architecture: Applying Adaptive Control System 

Technology to Closed-Loop Traffic Signal Control Systems. Design Guidelines 

for Deploying Closed Loop Systems. Transportation Research Record 1856, TRB, 

National Research Council, Washington, D.C., 175-184.     

 

8-7 Nichols, A. and Bullock, D. (2001) Design Guidelines for Deploying Closed Loop 

Systems. Final Report FHWA/IN/JTRP-2001/11, Indiana Department of 

Transportation & FHWA, U.S. Department of Transportation.  

 

8-8 Quadstone Limited (2003) Quadstone Paramics V4.2 User Guide, Edinburgh, 

Scotland, UK. 

 

8-9 Trafficware Corporation (2003). Traffiware Synchro 6.0 User Guide. Albany, 

California.    

 

8-10 Newell, G. F. (1989). Theory of Highway Traffic Signals. UCB-ITS-CN-89-1, 

ISSN 0129-5911, University of California at Berkeley. 

 

8-11 Wallace, C. E. and Courage, K.G. (1982). Arterial Progression – New Design 

Approach. Transportation Research Record 881, TRB, National Research 

Council, Washington, D.C., 53-59. 



120 

9 CONCLUSIONS AND NEXT STEPS  

 

9.1 Conclusion 

 

We have achieved two project objectives of integrating Paramics with Synchro and 

TRANSYT-7F, and developing a systematic approach to improve efficiency of closed-

loop signal control systems based on archived traffic and signal status data.  

 

Two sets of Paramics plug-ins have been developed to facilitate the two-way data 

conversion between Paramics and Synchro or TRANSYT-7F. The first set of plug-ins 

read Paramics network data and traffic volume data and generate Synchro or TRANSYT-

7F data files while the second transfer optimized actuated signal timing data back to 

Paramics. These tools may be able to assists traffic engineers in optimizing, evaluating 

and refining signal timing plans for arterial traffic operations. Step-by-step tutorials are 

also included in the report to teach the user how to use the new plug-ins. 

 

The systemic approach we have proposed includes three components: timing, monitoring, 

and plan adjustment. For the timing component, we have developed two innovative 

models, scenario-based and min-max, to determine robust optimal signal timings that are 

less sensitive to fluctuations of traffic flows at the same time minimizing the mean of the 

delays per vehicle across all realizations of uncertain traffic flows. We also have 

investigated how to make use of a large set of archived traffic data to produce TOD 

intervals for TOD controls. For the monitoring component, a prototype signal 

performance monitoring system has been developed to report performance measures of 

signal control operations and help traffic operation staffs make the decision whether a 

retiming or fine-tuning effort is needed or not. Finally, we have delivered a proof of 

concept of an offset refiner that fine tunes signal offsets to provide smoother progression 

in either one-way or two-way coordination. The offset refiner is easy to implement, and 

could be run periodically or together with the performance monitoring system. If the 

signal performance degrades, then the refiner can be called to fine-tune the offsets for 

better coordination.   
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9.2 Next Steps  

 

Future research can be conducted in the following three directions:  

 

1) Address the limitations of the developed integrated Paramics-Synchro 

/TRANSYT-7F optimization tool documented in Chapters 3 and 4, and enhance 

the tool to be applicable to coordinated controls for arterials and freeway-arterial 

corridors.  

 

2) The integrated tool does not work directly with real-time “live” traffic data. A 

third product or self-developed codes is needed to estimate O-D tables from 

archived real-time traffic data and then feed these tables into the tool. Therefore, 

one of the immediate next steps will be to incorporate real-time "live" field traffic 

data into the integrated tool, which will further empower the integrated tool to 

replicate the reality more accurately and produce traffic signal control strategies 

in a near real-time manner.  

 

3) This project has developed a systemic approach to make closed-loop control 

systems be more adaptive in both strategic and tactic levels. Although the 

approach has been verified via simulation studies, a field operational test is 

necessary to further examine and demonstrate its effectiveness, particularly the 

offset refiner presented in Chapter 8 that appears appealing to many practitioners. 

At the same time, the notion of robust timing approach presented in Chapter 5 can 

be further extended to designing robust coordination plans for coordinated 

actuated control systems.   

 
 

 

 




