
UC Irvine
UC Irvine Electronic Theses and Dissertations

Title
Computational Analysis of Health Text

Permalink
https://escholarship.org/uc/item/3qp0c563

Author
He, Lu

Publication Date
2023

Copyright Information
This work is made available under the terms of a Creative Commons Attribution-
ShareAlike License, available at https://creativecommons.org/licenses/by-sa/4.0/
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/3qp0c563
https://creativecommons.org/licenses/by-sa/4.0/
https://escholarship.org
http://www.cdlib.org/


UNIVERSITY OF CALIFORNIA,
IRVINE

Computational Analysis of Health Text

DISSERTATION

submitted in partial satisfaction of the requirements
for the degree of

DOCTOR OF PHILOSOPHY

in Informatics

by

Lu He

Dissertation Committee:
Professor Kai Zheng, FACMI, Chair

Associate Professor Yunan Chen
Assistant Professor Daniel Epstein

Clinical Assistant Professor Helen Ma

2023



Chapter 2 © 2020 Oxford University Press; 2022 Elsevier
Chapter 3 © 2021 Oxford University Press; 2020 American Medical Informatics

Association
All other materials © 2023 Lu He



DEDICATION

To my grandparents: Xiufen Chu and Jiemin Wang

ii



TABLE OF CONTENTS

Page

LIST OF FIGURES vi

LIST OF TABLES vii

ACKNOWLEDGMENTS viii

VITA x

ABSTRACT OF THE DISSERTATION xii

1 Introduction 1
1.1 Health text data: an overview . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.1.1 The voices of patients and the public: health-related social media data 3
1.1.2 Rich but dense: clinical texts . . . . . . . . . . . . . . . . . . . . . . 8

1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3 Dissertation overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2 Study 1: Evaluating and improving the use of computational analysis of
health-related social media data 14
2.1 Study 1A: Developing a standardized protocol for computational sentiment

analysis research using health-related social media data . . . . . . . . . . . . 14
2.1.1 Study summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.3 Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.1.4 Material and methods . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.1.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.1.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.1.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.2 Study 1B: Empirical evaluation of computational sentiment analysis tools on
health-related social media data . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2.1 Study summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2.3 Materials and methods . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.2.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

iii



2.2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3 Study 2: Developing computer-assisted qualitative analysis to understand
public and patient concerns toward health-related issues 55
3.1 Study 2A: What do patients care about? Mining fine-grained patient concerns

from online physician reviews through computer-assisted multi-level qualita-
tive analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.1.1 Study summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.1.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.1.3 Material and methods . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.1.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.1.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.1.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.2 Study 2B: Why do people oppose mask wearing? A comprehensive analysis
of U.S. tweets during the COVID-19 pandemic . . . . . . . . . . . . . . . . . 73
3.2.1 Study summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.2.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.2.3 Material and methods . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.2.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4 Study 3: Developing and validating a Natural Language Processing (NLP)
pipeline for clinical information extraction from notes of veterans with
lymphoid malignancies 96
4.1 Study summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.3 Material and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

4.4.1 Descriptive summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.4.2 NLP performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.4.3 Error analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5 Discussion and future work 107
5.1 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

5.1.1 Summary of dissertation research . . . . . . . . . . . . . . . . . . . . 107
5.1.2 Implications for computational analysis of health text in the LLM era 111

5.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.2.1 Integrating large language models into health text analysis . . . . . . 113
5.2.2 Addressing biases and disparities in computational analysis of health

text . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.2.3 Embracing multimodal health data . . . . . . . . . . . . . . . . . . . 115
5.2.4 Implementing data-driven systems in real-world settings . . . . . . . 116

iv



6 Concluding Remarks 117

Bibliography 118

Appendix A 137

v



LIST OF FIGURES

Page

2.1 Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA)
Flow Diagram. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.2 PATH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3 Weighted F1 scores. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.4 Overestimation and underestimation of the tools on the datasets. . . . . . . 45
2.5 Fleiss’ Kappa scores on the seven datasets. . . . . . . . . . . . . . . . . . . . 46
2.6 Lexicon composition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.7 Overlapping among sentiment lexicons. . . . . . . . . . . . . . . . . . . . . . 48

3.1 Method pipeline. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.2 Topic distribution in different ratings. . . . . . . . . . . . . . . . . . . . . . . 65
3.3 Aspect distribution in different topics and ratings. . . . . . . . . . . . . . . . 70
3.4 Method flowchart. RQ: research question. . . . . . . . . . . . . . . . . . . . 80
3.5 Temporal change of tweet volume and attitude. CDC: Centers for Disease

Control and Prevention. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.1 Method flowchart. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

vi



LIST OF TABLES

Page

2.1 Search query . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Distinctive research design choices . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3 Methodological and reporting inconsistencies among the existing studies (N

= 89) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4 The seven sentiment lexicons evaluated. . . . . . . . . . . . . . . . . . . . . . 38
2.5 The four sentiment analyzers evaluated. . . . . . . . . . . . . . . . . . . . . . 38
2.6 Description of the validation social media datasets. . . . . . . . . . . . . . . 40
2.7 Average weighted-F1 score by tool types and data types. . . . . . . . . . . . 46

3.1 Coarse-grained topics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.2 Aspects under Relationship. . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.3 Aspects under Clinical. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.4 Aspects under Management. . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.5 Search keywords . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.6 Evolution of frequently discussed topics over time . . . . . . . . . . . . . . . 85
3.7 Major categories of concerns or justifications for opposing mask wearing (ex-

amples paraphrased to protect confidentiality) . . . . . . . . . . . . . . . . . 87
3.8 Comparison of use of external information among pro- vs anti-mask tweets . 89

4.1 NLP performance on the test set with 131 notes. . . . . . . . . . . . . . . . . 102

vii



ACKNOWLEDGMENTS

I thank my advisor, Dr. Kai Zheng, for supporting me in every possible way and always
providing sharp but constructive feedback. He is the inspiration for me to stay in academia
and become an advisor like him in the future.

I thank Dr. Yunan Chen for introducing me to the world of Human-Computer Interaction
and always pushing me to think deeper and more critically. I thank Dr. Helen Ma for
tirelessly teaching me mini-lectures on lymphoid malignancies and clinicians’ work. I thank
Dr. Daniel Epstein for agreeing to serve on my comprehensive committee and dissertation
committee and always providing constructive feedback.

One of the most enjoyable things I experienced during my PhD is working with my fantastic
collaborators. I had the honor to collaborate with wonderful researchers: Dr. Yang Gong,
Dr. Ashley Griffin, Changyang He, Dr. Sherwin Kuo, Dr. Jonathan Quang, Dr. Lixin Song,
Dr. Ting Song, Dr. Yue Wang, Dr. Ping Yu.

I thank my friends in Irvine: Dr. Clara Caldeira, Dr. Yao Du, Dr. Elizabeth Eikey, Dr.
Mayara Costa Figueiredo, Mengqi Gao, Katie Genuario, Tian Guan, Dr. Xinning Gui, Yawen
Guo, Zhaoxian Hu, Yicong Huang, Dr. Mustafa Hussain, Yuxin Liu, Xi Lu, Dr. Joanne Ly,
Julie Oh, Chenying Qin, Dr. Tera Reynolds, Lucas de Melo Silva, Nick Su, Brian Tran,
Dr. Pei Wang, Dr. Tao Wang, Wenhao Wang, Yang Yue, Chaeyoon Yoo, Weijun Yuan, Dr.
June Zhao, Dr. Yunxia Zhao, Rachael Zehrung, Xinxin Zheng, Yuxiang Zi.

I also thank the continued support from my college friends, Ning Jiang and Xiufen Xu. Even
though we don’t see each other often, our little chat group is the source of happiness for
me and always made me laugh. I also thank my friend Bree Zhang for always being my
emotional support and spending enjoyable moments together.

I thank all my family members, especially my parents Shujie Wang and Jianxin He, and my
cousin, Xiaozhe Luo.

I thank my partner, Zhendong, for taking care of everything while I am busy working or
worrying. Life is better with you and the food and coffee you make. I can’t wait to see
what’s ahead for us and Lucifer.

Last, I dedicate this dissertation to my grandparents. I miss you everyday and I wish you
could see this.

Portions of Chapter 2 were originally published in the Journal of American Medical Infor-
matics Association [93], used with permission from Oxford University Press. The co-authors
listed in this publication are Tingjue Yin, Zhaoxian Hu, Yunan Chen, David A. Hanauer,
and Kai Zheng. Lu He, Tingjue Yin, and Zhaoxian Hu conducted the systematic review of
the literature. Lu He and Kai Zheng designed the study and drafted the manuscript. Yunan
Chen and David A. Hanauer assisted in designing the study and reviewed and revised the
manuscript. The work was supported in part by the National Center for Research Resources

viii



and the National Center for Advancing Translational Sciences of the National Institutes of
Health through grant UL1TR001414. Kai Zheng directed and supervised research which
forms the basis for the dissertation.

Portions of Chapter 2 were originally published in the Journal of Biomedical Informatics [94],
used with permission from Elsevier. The co-authors listed in this publication are Tingjue
Yin and Kai Zheng. Tingjue Yin assisted in data analysis and Kai Zheng contributed to
study design and manuscript writing. Kai Zheng directed and supervised research which
forms the basis for the dissertation. I thank Dr. Kang Zhao and Dr. Xiangyu Wang for
kindly sharing their data to support the evaluation conducted in this study.

Portions of Chapter 3 were originally published in the 2020 Proceeding of the American
Medical Informatics Association [92], used with permission from the American Medical In-
formatics Association. The co-authors listed in this publication are Changyang He, Yue
Wang, Zhaoxian Hu, Yunan Chen, and Kai Zheng. Changyang He contributed to data anal-
ysis and manuscript writing, Yue Wang assisted in study design and manuscript editing, and
Yunan Chen and Kai Zheng contributed to study design and manuscript editing. Kai Zheng
directed and supervised research which forms the basis for the dissertation.

Portions of Chapter 3 were originally published in the Journal of American Medical Infor-
matics Association [91], used with permission from Oxford University Press. The co-authors
listed in this publication are Changyang He, Yunan Chen, Tera L. Reynolds, Yicong Huang,
Qiushi Bai, Chen Li, and Kai Zheng. Lu He, Changyang He, and Yunan Chen designed
the study. Lu He annotated data, designed coding scheme, and drafted the manuscript.
Changyang He annotated data, built machine learning models, and drafted a significant por-
tion of the manuscript. Tera L. Reynolds resolved disagreement during qualitative analysis,
assisted in literature review, and revised the manuscript. Kai Zheng contributed to the study
design and revised the manuscript. Yicong Huang, Qiushi Bai, and Chen Li collected the
data and provided feedback to the manuscript. Kai Zheng directed and supervised research
which forms the basis for the dissertation.

Portions of Chapter 4 are currently in preparation to be submitted to a peer-reviewed journal.
The co-authors listed are: Matthew Moldenhauer, Helen Ma, and Kai Zheng. Matthew
Moldenhauer contributed to data annotation, Helen Ma contributed to data acquisition,
data annotation, study design, and manuscript editing, and Kai Zheng contributed to study
design and manuscript editing. Kai Zheng supervised research which forms the basis for the
dissertation.

ix



VITA

Lu He

EDUCATION

Doctor of Philosophy in Informatics 2023
University of California, Irvine Irvine, CA

Bachelor of Science in Computer Science 2017
University of Minnesota, Twin Cities Minneapolis, MN

RESEARCH EXPERIENCE

Graduate Research Assistant 2017–2023
University of California, Irvine Irvine, California

TEACHING EXPERIENCE

Teaching Assistant 2017–2018
University of California, Irvine Irvine, CA

REFEREED JOURNAL PUBLICATIONS

Griffin A, He L, Sunjaya A, King A, Khan Z, Douthit B, Nwadiugw M, Subbin V, Braunstein
M, Nguyen V, Jaffe C, Schleyer T. Clinical, technical, and implementation characteristics of
real-world health applications using FHIR. Journal of American Medical Informatics Asso-
ciation Open. 2022;5. DOI: 10.1093/jamiaopen/ooac077

He L, Yin T, Zheng K. They may not work! An evaluation of eleven sentiment analysis
tools on seven social media datasets. Journal of Biomedical Informatics. 2022;132:104142.
PMID: 35835437

He L, He C. Help me #DebunkThis: unpacking individual and community’s collaborative
work in information credibility assessment. Proceedings of the ACM on Human-Computer
Interaction, CSCW. 2022;6. DOI: 10.1145/3555138

Su Z, He L, Jariwala SP, Zheng K, Chen Y. “What is your envisioned future?”: towards
human-AI enrichment in data work of asthma care. Proceedings of the ACM on Human-
Computer Interaction, CSCW. 2022;6. DOI: 10.1145/3555157

He C, He L, Lu T, Li B. Beyond entertainment: unpacking Danmaku and comments’ role
of information sharing and sentiment expression in online crisis videos. Proceedings of the
ACM on Human-Computer Interaction, CSCW. 2021;5. DOI: 10.1145/3479555

x

https://doi.org/10.1093/jamiaopen/ooac077
https://www.sciencedirect.com/science/article/pii/S1532046422001551
https://dl.acm.org/doi/10.1145/3555138
https://dl.acm.org/doi/10.1145/3555157
https://dl.acm.org/doi/abs/10.1145/3479555


He L*, He C*, Reynolds TL, Bai Q, Huang Y, Li C, Zheng K, Chen Y. Why do people
oppose mask wearing? A comprehensive analysis of US tweets during the COVID-19 pan-
demic. Journal of American Medical Informatics Association. 2021;28(7):1564–73. PMCID:
PMC7989302 (* equal contribution) (Editor’s Choice and Featured Article)

He L, Yin T, Hu Z, Chen Y, Hanauer DA, Zheng K. Developing a standardized protocol for
computational sentiment analysis research using health-related social media data. Journal
of American Medical Informatics Association. 2021;28(6):1125–34. PMCID: PMC8200276

Ma H, Smith C.E, He L, Narayanan S, Giaquinto R.A, Evans R, Hanson L, Yarosh S.
Write for life: persisting in online health communities through expressive writing and social
support. Proceedings of the ACM on Human-Computer Interaction, CSCW. 2017;1. DOI:
10.1145/3134708

REFEREED CONFERENCE PUBLICATIONS

He C, He L, Lu Z, Li B. Seeking love and companionship through streaming: unpacking
livestreamer-moderated senior matchmaking in China. In: Proceedings of the 2023 ACM
Conference on Human Factors in Computing Systems (CHI ’23) DOI: 10.1145/3544548.3581195

Guo Y, Zhu J, Huang Y, He L, He C, Li C, Zheng K. Public opinions toward COVID-19
vaccine mandates: a machine learning-based analysis of U.S. tweets. American Medical Infor-
matics Association Annual Symposium Proceedings. 2022;502–511. PMCID: PMC10148373
(Student Paper Competition Second Place)

He L*, Song T*, Jiang Y, Yu P, Song L, Gong Y. To improve supportive care for patients
taking oral anticancer agents. In: Proceedings of the 2021 World Congress on Health and
Biomedical Informatic (MEDINFO ’21) 2021;290:547–51. PMID: 35673076 (* equal contri-
bution)

He L, He C, Wang Y, Hu Z, Zheng K, Chen Y. What do patients care about? Min-
ing fine-grained patient concerns from online physician reviews through computer-assisted
multi-level qualitative analysis. American Medical Informatics Association Annual Sympo-
sium Proceedings. 2020;544–53. PMCID: PMC8075539 (Student Paper Competition
Finalist)

He L, Zheng K. How do general-purpose sentiment analyzers perform when applied to
health-related online social media data? In: Proceedings of the 2019 World Congress on
Health and Biomedical Informatics (MEDINFO ’19). 2019;1208–12. PMCID: PMC8061710
(Student Best Paper Nomination)

Shehada ER, He L, Eikey EV, Jen M, Wong A, Young S, Zheng K. Characterizing frequent
flyers of an emergency department using cluster analysis. In: Proceedings of the 2019 World
Congress on Health and Biomedical Informatics (MEDINFO ’19). 2019;158–61. PMID:
31437905

xi

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7989302/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8200276/
https://dl.acm.org/doi/abs/10.1145/3134708
https://dl.acm.org/doi/abs/10.1145/3544548.3581195
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC10148373/
https://pubmed.ncbi.nlm.nih.gov/35673076/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8075539/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8061710/
https://pubmed.ncbi.nlm.nih.gov/31437905/


ABSTRACT OF THE DISSERTATION

Computational Analysis of Health Text

By

Lu He

Doctor of Philosophy in Informatics

University of California, Irvine, 2023

Professor Kai Zheng, FACMI, Chair

Health text ranging from patient-generated online forum posts to clinician-authored unstruc-

tured notes contain valuable information that can potentially improve healthcare service

quality, patient experiences, and patient and population health outcomes. Health text data

are also highly heterogeneous, produced in different contexts and serve different purposes,

which require careful study design and methodological innovations to ensure study validity.

However, the current practices of computational analysis on health text are often inconsistent

and lack considerations of the contexts in which health text is produced.

My dissertation includes three major studies that analyzed different types of health text in-

cluding public-generated social media data and clinical notes of patients with rare diseases.

In the first study, I conducted a systematic literature review that revealed multiple issues in

the current practices of how computational sentiment analysis is applied on health-related

social media data. I also comprehensively evaluated the commonly used sentiment analysis

tools on several social media datasets and found that they failed to accurately label the

sentiments conveyed in health-related social media data. In the second study, I developed

and applied computer-assisted qualitative analysis pipelines to analyze health-related so-

cial media data including tweets and online physician reviews. The results identified public

attitudes and concerns toward mask wearing during the COVID-19 pandemic and patient

xii



concerns around healthcare service quality. These insights contribute to better public health

communication strategies and ways of enhancing patients’ experiences when interacting with

healthcare systems. In the third study, I switched gears to develop a pipeline that extracts

various clinical entities including diagnosis, environmental exposures, substance use, perfor-

mance status, and staging from unstructured notes of patients with lymphoid malignancies.

The pipeline achieved satisfying performance and an error analysis identified issues with

current documentation practices of key clinical information and provided recommendations

for future improvement of the pipeline. The extracted clinical entities will be further used

to facilitate clinical research to understand the association between environmental exposures

and cancer outcomes.

Collectively, these studies contribute a set of methodological and empirical insights into how

to design and choose an appropriate computational method to analyze different types of

health text data. Moving forward, my future work will integrate and adapt the emerging

Large Language Models into health text analysis, assess their performances, and identify

potential biases when analyzing different types of health texts from various patient popula-

tions.
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Chapter 1

Introduction

Health-related texts are generated and used in patients’, or in fact, everyone’s everyday

life. When someone feels sick or uncomfortable, they may search on the internet and ask

questions about their symptoms by posting on online forums. When patients see clinicians

during clinical encounters, their information will be documented by clinicians in unstructured

notes, which contain rich information about their symptoms, medical histories, medication

prescriptions, and lab tests. When patients need clarification about lab test results, which

are generally hard to interpret for laypeople, they may post again on online forums and

receive answers from those who have similar conditions.

Health-related texts generated at all stages contain valuable information that can provide

insights to address patient concerns, improve patient experiences and health outcomes, and

facilitate clinical decision making and research. However, health-related texts are often of

huge volume that are beyond the capacity of manual review. For example, in a study where

we extracted the public’s attitudes toward mask wearing in the United States during the

pandemic, our final data included 771,268 tweets, which are not realistic for qualitative

analysis [91].

1



Another challenge associated with analyzing health-related texts is their heterogeneity. Health-

related texts encompass data generated by different stakeholders including patients, care-

givers, clinicians, nurses, and the general public. In addition, the purposes of creating

health-related texts can range from seeking information from the internet [162, 132], docu-

menting medical history [35, 170], to expressing personal opinions regarding health-related

events [91, 60, 69]. Therefore, the content and linguistic characteristics of health-related

texts differ significantly, which necessitates customized computational methods for different

types of health-related texts.

Using computational methods such as Natural Language Processing (NLP) to analyze large-

scale, heterogeneous health-related texts has been extensively explored in the health in-

formatics community. For example, sentiment analysis is widely used to extract opinions,

attitudes, or concerns embedded in patients’ and the public’s posts on social media related

to healthcare policies, personal protective equipment, and vaccination [60, 91, 69, 68]. Topic

modeling, a technique that is used to automatically identify commonly occurring themes in

textual data, is frequently applied on health-related texts to understand patient and public

concerns for healthcare providers and policy makers to improve patient experiences and ad-

just policy making [92, 129, 199]. For text data generated in clinical settings such as clinical

notes, the use of NLP techniques is well established to extract clinical entities and facilitate

patient care, clinical decision support, and medical research [200, 21, 35, 63, 178, 126]. The

field has reached maturity with several widely used NLP software such as the Clinical Lan-

guage Annotation, Modeling, and Processing Toolkit (CLAMP) [180], clinical Text Analysis

and Knowledge Extraction System (cTakes) [169], and STANZA [223].
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1.1 Health text data: an overview

Health and healthcare is essentially driven by data. Everyday, extensive and diverse health

data are generated, such as medical images, medical records, and lab test results, etc. Among

them, textual data is an important resource that captures multiple aspects of patients’ and

the public’s information about health. In this section, I will provide an overview of two

distinct types of health text data that are generated by different stakeholders and in different

settings, discuss the benefits and challenges of analyzing them to derive insights for health

and healthcare research and practices, as well as how studies in this dissertation aim to fill

the gaps.

1.1.1 The voices of patients and the public: health-related social

media data

In the past decades, with the increased availability of Information and Communication Tech-

nologies (ICTs), patients, caregivers, and the public have unprecedented involvement in

sharing and discussing health-related topics on public platforms. Both general social me-

dia platforms such as Twitter, Facebook, and Reddit and health-specific online forums such

as MedHelp and BabyCenter are widely used by patients and the public. For example, it

is estimated that MedHelp has more than 14 million users across the globe that exchange

health-related information and seek support [135]. Patients and caregivers also self-organized

groups on Facebook to share informational and emotional support with those who have sim-

ilar health conditions such as Long COVID [168].

Social media data generated by patients, caregivers, and the public also serve as a valuable

source for research during the COVID-19 pandemic [83]. Tsao et al. identified five strands of

research that utilized social media data for COVID-related studies, including assessing public
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opinions, identifying misinformation and disinformation related to COVID, and monitoring

COVID cases and outbreaks [193]. For example, researchers exploited social media data to

identify patient-reported symptoms of COVID and long COVID to facilitate clinical research

[168, 28].

While health-related social media data serve as a great resource for health and healthcare

research, they also pose significant challenges that need to be addressed to ensure the validity

of computational analysis.

Why computational analysis of health-related social media data is challenging?

Because social media platforms attract diverse user populations [154] and afford dynamic

discussions of a variety of health-related topics, social media data are often heterogeneous and

even messy for research purposes. Different from data collected from surveys, interviews,

or experiments that are specifically designed for research, social media data are usually

generated without any prior research design considerations. Xu et al. defined such data as

organic data and identified validity issues in using organic data such as social media data and

digital trace data for research purposes [212]. Tufekci also identified several methodological

issues in using social media data for research such as platform design as interfering factors

and user behaviors that change over time [194]. Similarly, Olteanu et al. also reviewed the

threats to research validity when using social data such as social media posts for research

and proposed a paradigm to mitigate those issues [149].

While such reflections are emerging, the discussion of health-related social media data for

research use is relatively sparse, despite numerous empirical studies that directly used social

media data to derive insights for health and healthcare-related topics. Health-related social

media data face distinct issues that may not be identical to the ones raised in the general

social media domain [48]. In this section, I identify and discuss some of the challenges that
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arose from using computational text analysis on health-related social media data.

Difficulties in reliably retrieving relevant health-related social media data

Due to the organic nature of social media data, retrieving relevant data that can answer

research questions remains a fundamental challenge. For example, many health conditions

are highly personal and even stigmatized such as eating disorders, depression, and sexually

transmitted diseases (STDs). Therefore, social media discussions related to these health

conditions often contain special vocabularies designed by users so that social media platforms

cannot locate and censor them [48]. Locating relevant health-related social media data

remains a challenging task due to the evolving and complex consumer-created vocabularies

and platform design and policies. Kim et al. proposed and tested a data collection and

filtering framework to assist reliable retrieval of health-related social media data for research

[117]. However, Kim et al. also noted that developing keywords for data filtering is a tedious

process, with the need to carefully monitor the precision and recall of each keyword and use

human coding to assess their retrieval performance. Cummins suggested that keywords for

searching relevant health-related social media discussions could be greatly enhanced by using

word embedding techniques to capture relevant terms that may otherwise not identified by

human coders [57]. For example, using the Word2Vec technique [138], Cummins identified

additional keywords such as "vaxxed" and "jab" that are relevant to vaccination but due to

their highly colloquial nature, they were not used as keywords in a previous study, which

could result in a significant loss of relevant data for further analysis [128]. Similarly, Tong

et al. also proposed using word embedding methods as well as network analysis to identify

additional keywords based on human coders’ initial keyword lists to broaden the inclusion

of relevant health-related social media data [192].

Difficulties in filtering health-related social media data

Besides difficulties in reliably retrieving relevant health-related social media data, there re-

main several challenges in preprocessing the retrieved data for computational analysis. For
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example, automated programs such as social bots can generate a huge number of social me-

dia posts in a short period of time to attract users and sometimes even manipulate public

discussions [75, 24]. Social bots can "contaminate" health-related social media discussions,

and including content contributed by social bots in further analysis may lead to incorrect and

biased conclusions of public opinions. It is estimated that more than 70% of tweets related

to e-cigarettes are potentially posted by social bots [54]. In addition, the content posted

by social bots also differs from those posted by individual users. Allem et al. found that

social bots are more likely to post content that support the use of e-cigarettes on Twitter

[22]. To cope, Allem and Ferrara called for "debiasing" social media data when using them

for health-related research to ensure the validity of study results [23].

Social bots are not the only actors that may contaminate social media-based health re-

search. For studies that are interested in individuals’ opinions and experiences related to

health and healthcare, the presence of organizational accounts in collected data may also lead

to biased results. For example, Zhang et al. found that organizational accounts post more

chemotherapy-related content on Twitter than individual accounts, and these two types of

accounts also show distinct characteristics such as their profile languages and interaction pat-

terns [221]. Therefore, for researchers who plan to use tweets to study patients’ and public’s

opinions toward chemotherapy, they should carefully filter out content from organizational

accounts.

Difficulties in choosing and developing appropriate computational text analysis

tools for health and social media contexts

The high heterogeneity of health-related social media data poses challenges for researchers

to choose appropriate computational text analysis tools that can produce accurate and

replicable results. Social media data collected from different platforms, related to different

health-related issues, or even at different times can exhibit different linguistic characteristics

because user populations and behaviors and platform designs differ and constantly evolve
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[88, 165, 210]. For example, Roccetti et al. found that patients with Crohn’s disease tend

to discuss health-related issues more often on Facebook rather than on Twitter, which is

potentially due to the sensitive nature of the health condition [165]. The selection of com-

putational text analysis tools should therefore be driven by the characteristics of study data

that is shaped by platform design, user behaviors, and the specific health topic studied. How-

ever, our systematic review on the use computational sentiment analysis on health-related

social media data revealed that the selection of the tools are rather arbitrary in the health

informatics community, often with little to no justification and pre-study evaluation [93].

This is problematic for the research community because the study results may be biased

and incorrect, which could lead to inaccurate understanding of patients’ and public percep-

tions toward health-related issues, and even incompatible health policies and mismatched

health-related resource allocations.

Difficulties in validating social media-based research for health and healthcare

While many empirical studies that applied computational analysis on health-related social

media data stated that social media data can complement or even replace traditional research

data such as surveys, recent research has called for more caution and presented conflicting

results derived from social media-based studies and surveys. For instance, Joseph et al.

found discrepancies between self-reported stances collected through surveys toward issues

such as masks and vaccines versus stances expressed in social media data by the same

individuals [111]. The authors noted that measures based on labels from human annotators

who coded the stances from the participants’ social media data tended to underestimate

the percentages of neutral stances. In addition, surveys and social media data collected

at different time points may also measure different aspects of participants’ stances toward

health-related measures. These results call for more work to study whether and when are

social media data reliable for measuring patients’ and public’s opinions toward health-related

issues, and to what extent can we trust the results.
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1.1.2 Rich but dense: clinical texts

Unstructured clinical notes such as admission notes, discharge notes, and radiology re-

ports contain valuable information that serves many purposes such as documenting patient-

provider interactions during clinical encounters, recording clinicians’ judgements and ratio-

nales, providing evidence for billing purposes, and facilitating clinical research [166]. With

the increased adoption of Electronic Health Records (EHR) systems in the United States and

across the globe, clinical notes occupy a central role in clinicians’ everyday work. Clinical

notes have also been the main data source of research in the field of health informatics, in

part due to the rich and multifaceted information captured in unstructured format.

While there are countless health informatics studies on clinical notes, a comprehensive review

is out of the scope of this dissertation. In the following sections, I provide a focused overview

on the use of Natural Language Processing (NLP) techniques to analyze clinical notes and

identify gaps in the current practices.

Clinical Natural Language Processing: a brief overview

Information extraction from clinical notes

Information extraction (IE) refers to automatically extracting and encoding concepts, enti-

ties, and relations from text data [206, 56]. Common IE tasks include named entity extraction

(NER) such as identifying mentions of locations, names, and time from texts [142] and re-

lationship extraction that associates multiple entities (e.g., person and actions, medication

and frequencies) [144]. These tasks are of great value for the clinical domain, because clinical

entities such as diagnosis, medical history, and medication embedded in unstructured clinical

notes can greatly assist clinicians’ work and clinical research but are often tedious to extract

manually. Therefore, clinical IE remains a popular field in health informatics that has seen

continued methodological innovations, applications, and real-world implementations. Wang
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et al. conducted a systematic review and identified 263 studies that applied IE on clinical

notes from 2008 to 2016 [206]. They summarized the uses of clinical IE, including assisting

patient care in many specialties such as chronic diseases and cancers, optimizing clinical

workflow, and identifying drug-related information such as adverse drug events. They also

noted that while machine learning-based IE systems achieve satisfying performances, the

generalizability and portability of these systems remain limited.

More recently, many IE tasks are enhanced with the emerging pre-trained language models

such as Bidirectional Encoder Representations from Transformers (BERT) [66]. Language

models trained on large corpora can effectively capture semantic information and with fine

tuning on study data, they can achieve even higher performances. For example, Si et al.

evaluated traditional word embeddings and language models on various clinical IE tasks and

found that using language models such as BERT that were pre-trained on domain specific

corpora such as the Medical Information Mart for Intensive Care (MIMIC) dataset achieved

the best performance on all IE tasks [174]. Further, Mulyar et al. developed the Multi-

Clinical BERT model that can simultaneously perform multiple NLP tasks including NER

and Relation Extraction at the same time [141]. The model achieved comparable though

slightly degraded performances when compared to task-specific models. Multi-Clinical BERT

even achieved slightly higher performance than the task-specific Clinical BERT model on

extracting problems, treatments and tests.

Clinical entities and relations extracted from clinical notes using IE techniques can be fur-

ther used in downstream tasks such as identifying patient cohorts and predicting patient

outcomes. For example, traditional practices that only use structured data such as the In-

ternational Classification of Diseases (ICD), lab tests, and medication history to identify

patient cohorts often miss patients whose clinical information is not comprehensively cap-

tured by the structured codes. Applying IE to extract more comprehensive information from

clinical notes can greatly improve the retrieval of patient cohorts [173]. Other downstream
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applications using information extracted from IE tasks include patient outcome prediction,

such as predicting patients’ survival and length of stay [197]. For instance, Sterckx et al.

developed an IE system to automatically extract information such as medication, tests, and

blood loss conditions from clinical notes of pregnant patients [182]. The extracted informa-

tion was then used to develop multiple machine learning models to predict preterm birth

risks and found that the model using variables extracted through the IE system not only

achieved high accuracy but also higher interpretability.

Challenges of developing and implementing clinical NLP systems

Despite the increased interests and successes in developing and applying clinical NLP and

IE systems in the health and healthcare domain, several challenges remain.

First, acquiring high-quality annotations to train, fine-tune, and evaluate clinical NLP and

IE systems is challenging, both due to the complexities and heterogeneity of how clinical

information is documented in unstructured notes and the difficulties in recruiting clinician

annotators. Various strategies have been proposed and tested to cope with this challenge.

For example, active learning has been applied in various clinical NLP and IE tasks to auto-

matically calculate and select notes that can maximally enhance the utility of model training

and therefore decrease the number of notes clinicians need to annotate [126, 127, 50]. Data

augmentation methods such as generating weak labels to reduce clinician annotators’ bur-

den have also been tested and achieved satisfying performance [205]. More recently, with

the advances of Large Language Models (LLMs) such as ChatGPT and GPT3, researchers

started to explore opportunities of using little to no annotated data to develop NLP and IE

systems by providing curated prompts to LLMs such as ChatGPT [218, 208]. However, such

explorations are still rather sparse in the health informatics field, which may be in part due

to the restrictions of using commercial LLMs on clinical data that contain Protected Health

Information (PHI) [155].
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Second, even for clinical NLP and IE systems that achieve high performance on local data, it

has been shown that they may have limited generalizability on out of distribution (OOD) data

and low portability to other study sites. Sohn et al. found that semantic similarities in notes

across institutions can lead to higher portability of clinical NLP systems in identifying asthma

patients using clinical notes [177]. Mehrabi found that with customization to local study

data, clinical NLP systems can further improve their performances in identifying patients

with family history of pancreatic cancer [136].

Third, the integration of clinical NLP and IE systems into clinical decision support systems

(CDSSs) and clinical workflows to assist clicians’ work in real-world settings still faces sig-

nificant challenges [63, 20]. While there is an increasing number of studies that developed

state-of-the-art clinical NLP and IE systems on benchmark datasets, studies that reported

experiences from implementing clinical NLP and IE systems in clinical settings are still rel-

atively sparse, indicating a lack of real-world implementations and successful experiences.

Lederman et al. proposed the paradigm of "task as needed", which states that the develop-

ment of clinical NLP and IE systems should be closely connected with clinicians’ needs and

CDSSs, instaed of solely focuses on the technical performances of NLP models [120].

Fourth, while the development and application of clinical NLP and IE systems are well estab-

lished and still see continued improvement for more prevalent diseases and health conditions,

they are still underdeveloped for rare diseases [200]. This, again, may be due to the fact

that rare disease clinicians are relatively difficult to recruit and the amount of clinical data

available for patients with rare diseases is smaller and thus limits the ability to train and

develop reliable models.
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1.2 Contributions

My dissertation research makes multiple contributions to Health Informatics.

First, I systematically reviewed and synthesized the current practices of using computational

methods on health-related social media data. I developed a checklist to assist researchers

to conduct more standardized and rigorous computational analysis of health-related social

media data. I evaluated commonly used computational tools and provided insights into how

to tailor them for health-related contexts.

Second, I developed computer-assisted qualitative analysis methods to effeciently analyze

patient and public-generated narratives on social media. I derived empirical insights from

these large-scale health texts to understand patient and public concerns regarding healthcare

service quality and public health crises.

Third, I developed an NLP pipeline that automatically extracts clinical information and

social determinants of health from clinical notes of patients with lymphoid malignancies, a

rare cancer. The results are further used to assist clinical decision making, facilitate clinical

research, and understand documentation patterns and potential biases in the Veterans Affairs

(VA) Health System.

1.3 Dissertation overview

This dissertation includes three main studies in six chapters.

Chapter 1 provides a brief overview of health text data including social media data and

clinical texts and applications and challenges of using computational analysis on health text.

The chapter also describes the contributions made by my dissertation research.
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Chapter 2 presents the first study, in which I systematically reviewed studies that used

computational sentiment analysis on health-related social media data. The study further

evaluated commonly used computational tools and provided insights into how to tailor them

for health-related social media data.

Chapter 3 describes the second study, in which I developed and applied computer-assisted

qualitative analysis pipeline to analyze patient and public-generated social media data per-

taining to their opinions toward health service quality and public health events.

Chapter 4 describes the third study, in which I developed and applied an NLP pipeline to

extract clinical information and social determinants of health from clinical notes of patients

with lymphoid malignancies.

Chapter 5 summarizes the empirical and methodological contributions made by my disser-

tation research. This chapter discusses the implications for computational analysis of health

text in the era of Large Language Models (LLMs) and my plans for future research including

incorporating LLMs and multimodal health data.

Chapter 6 concludes the dissertation.
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Chapter 2

Study 1: Evaluating and improving the

use of computational analysis of

health-related social media data

2.1 Study 1A: Developing a standardized protocol for

computational sentiment analysis research using health-

related social media data

2.1.1 Study summary

Sentiment analysis has been widely used in the health informatics community to assess

patients’ and the public’s opinions toward health-related issues such as vaccination and

healthcare policy reforms. However, the selection and use of sentiment analysis tools is often

arbitrary and inconsistent. In this study, I conducted a systematic literature review that
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summarized and synthesized the research design and reporting practices of studies that used

computational sentiment analysis on health-related social media data. The study revealed a

high level of inconsistency of how social media platforms were selected for study, how data

were collected and processed, and how computational sentiment analysis tools were selected,

validated, and applied. I developed the Protocol of Analysis of senTiment in Health (PATH)

based on the review, which encompasses comprehensive study design and reporting items for

researchers to conduct more rigorous computational analysis of health-related social media

data.

2.1.2 Introduction

Social media platforms such as Twitter and Facebook provide a public forum for anyone to

create and disseminate content related to health, healthcare, or public health. For example,

patients commonly share their disease journeys and exchange informational and emotional

support with others who have similar conditions [156, 37]. Social media is also commonly

used by the general public to voice their opinions on issues such as important health policies

(e.g., the Affordable Care Act [60] and the lockdown orders due to the COVID-19 pandemic

[190]) and controversial medical interventions and treatments (e.g., human papillomavirus

vaccination [HPV] [69, 68] and the use of hydroxychloroquine for treating COVID-19 [172]).

Because social media data are generally publicly available, relatively easy to obtain (e.g.,

through platform-provided application programming interface [API]), and are contributed

by geographically and demographically diverse user populations [154], they have become

an increasingly important source of information used by researchers to investigate a wide

range of health-related topics. In fact, prior studies have demonstrated that public opinions

expressed on social media platforms are highly correlated with poll results based on conven-

tional surveys, confirming the feasibility of using such data for rigorous scientific research

[60].
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The sheer amount of user-generated social media data makes them difficult to manually

analyze. Qualitative studies on small, selective samples preclude generalization to larger

datasets. With the recent advances in natural language processing (NLP) and the increasing

computing capability to process big data, researchers have now been able to use cutting-

edge NLP techniques to efficiently analyze large volumes of free-text data with minimal

manual effort. Sentiment analysis, in particular, has received increasing attention. Senti-

ment analysis, also referred to as opinion mining [151], is “the field of study that analyzes

people’s opinions, sentiments, evaluations, appraisals, attitudes, and emotions toward enti-

ties such as products, services, organizations, individuals, issues, events, topics, and their

attributes.”[122] A simple keyword search using “sentiment analysis” or “opinion mining” in

PubMed yielded 348 papers; most were published in the recent ten years and the majority

were based on computational methods. For instance, Davis et al. used NLP to study the

general public’s sentiments toward the Affordable Care Act; [60] and Huppertz and Otto

developed a machine-learning model to analyze Facebook posts to assess patient opinions

regarding their healthcare providers [105].

To date, numerous computational sentiment analysis methods (hereafter referred to as “sen-

timent analyzers”) have been developed, ranging from lexicon-based dictionary lookups to

machine-learning algorithms [188, 27, 133]. These methods have demonstrated satisfactory

performance across many research domains; even though studies have commonly acknowl-

edged the challenges to analyzing sentiments embedded in social media data due to their

unique characteristics such as frequent use of short text, informal expressions and layper-

son terms for medical concepts, and special communication gimmicks such as hashtags and

emojis [64, 183].

While computational sentiment analysis is an invaluable tool for understanding health-

related opinions expressed on social media platforms, in our prior work, we noticed mul-

tiple issues in how existing studies were conducted and how their results were reported
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[95]. For example, the keywords used to retrieve social media content often do not take

into account the unique characteristics of consumer language used in social media posts;

and some studies made rather arbitrary research design choices such as whether to filter

out content contributed by non-laypersons (e.g., advocate groups and pharmaceutical com-

panies), or whether to retain special types of data (e.g., images/videos, hashtags, emojis,

and hyperlinks). Many also appeared to simply borrow existing sentiment analyzers devel-

oped in non-health domains (e.g., movie review) without validating their appropriateness

for the particular study context, even though it has been repeatedly reported that the poor

cross-domain transferability of sentiment analyzers could lead to inaccurate interpretations

of data, or completely wrong conclusions [151, 31]. These issues may diminish the validity

of the research. Indeed, in the literature, several studies have pointed out that they may

have a significant impact on research results and conclusions. For example, a recent study

found that organizational accounts posted more tweets expressing a positive attitude toward

E-Cigarettes than individual users [134]. Similarly, another study found that organizational

tweets, which comprise more than 70% of the tweets related to the side effects chemothera-

pies, tend to be more neutral, compared to tweets posted by individual users [221]. Social

bots (i.e., computer programs that generate tweets automatically) exhibit similar behavior.

For example, Allem et al. showed that social bots were more likely to post pro-cannabis

tweets than non-bot users [22]. These findings suggest that the study design decision on

whether to, or whether not to, differentiate social media content based on content contrib-

utors could lead to different findings and conclusions when conducting sentiment analysis

research. Further, in our previous work [95], we evaluated three commonly used sentiment

analyzers by applying them to two manually annotated social media health datasets. We

found that all of these tools demonstrated poor performance, incorrectly classifying the neu-

trality of the posts in over 50% of the cases, compared to the sentiment labels assigned by

human annotators. Further, inconsistencies in how different methods and tools were chosen

and applied make it difficult to compare and synthesize results across studies, hindering our
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ability to accumulate knowledge as a community. These observations motivated this work,

through which we characterized common methodological and results reporting issues found

in this body of literature, in order to develop a standardized protocol, which we refer to as the

Protocol of Analysis of senTiment in Health (PATH), that may contribute to improving the

quality and results comparability of future sentiment analysis research using health-related

social media data, and other social media data analyses more broadly.

2.1.3 Objective

The objectives of this study were two-fold:

(1) to conduct a systematic review of the literature to identify common issues in research

design and results reporting among studies that applied computational sentiment analysis

to social media data on topics related to health, health care, or public health; and

(2) to develop the PATH based on the analysis of the relevant literature.

2.1.4 Material and methods

Systematic literature review

We conducted the search in January 2020 using 3 literature databases: PubMed, IEEE

Xplore, and the ACM Digital Library. We included articles published in English and in

peer-reviewed journals or conferences over a 10-year period between January 1, 2010, and

December 31, 2019. Development of the search query (Table 2.1) was informed by previous

literature reviews on the use of computational methods for analyzing health-related social

media text [84, 48, 229, 217, 140]. We also supplemented our literature search results with

articles referenced in these existing reviews.
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((social media) OR (social network*) OR (social web*) OR (online social network*)
OR (support group*) OR (Web 2.0) OR (Facebook) OR (Twitter)
OR (MySpace) OR (Instagram) OR (YouTube) OR (Tumblr)
OR (MedHelp) OR (WebMD) OR (online health communit*)
OR (online forum*) OR (message board*) OR (discussion group*))
AND ((sentiment analysis) OR (opinion mining)) AND health*

Table 2.1: Search query

Following the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses)

guideline [139], we first screened titles and abstracts of the retrieved articles by applying the

following exclusion criteria (1) studies conducted in topic areas not relevant to health, health

care, or public health; (2) studies that analyzed non-English social media content; (3) stud-

ies that only performed manual review (eg, qualitative content analysis) of the data, as this

study concerns sentiment analysis research that uses computational methods; and (4) stud-

ies that focused on development of new sentiment analyzers (eg, to report the algorithmic

or mathematical under-pinning of a new sentiment analysis algorithm), or development of

new software architectures (eg, to provide real-time sentiment analysis through cloud-based

services), instead of analyzing social media data to generate empirical insights. Two au-

thors (L.H. and Z.H.) independently screened the titles and abstracts of a random set of

50 articles. The screening results were discussed, and disagreements were resolved through

consensus development research meetings. The remaining titles and abstracts were evenly

split into 2 sets and separately reviewed. Then, full texts of the articles meeting the inclusion

and exclusion criteria were retrieved and independently screened for eligibility by 2 authors

(L.H. and T.Y.), who also independently extracted data from the final set of articles included

in the review. Interrater reliability was assessed whenever applicable.
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Development of the PATH protocol

We developed the PATH protocol through the following 3 steps. First, using the qualitative

deductive coding and constant comparison approach [55], we identified and categorized dis-

tinctive research design choices that needed to be commonly made in relevant studies (eg,

how to retrieve social media data and what sentiment analyzer to use). Then, we analyzed

inconsistencies among the existing studies on these design choices and, when applicable,

whether the rationale for a made choice was reported in the article. Finally, we synthesized

the results from the analyses above to produce the PATH, the objective of which is to mini-

mize such inconsistencies in order to improve the validity and results comparability of future

sentiment analysis research in health.

2.1.5 Results

The PRISMA flow diagram exhibiting the screening process is reported in Figure 2.1. The

literature search returned 417 results; 409 remained after duplicated entries were removed.

The first round of screening based on titles and abstracts yielded 158 potentially relevant

articles. The interrater agreement ratio was 0.88. Of these, 75 were deemed relevant upon

a review of their full texts. The interrater agreement ratio was 0.94. We then conducted a

citation analysis to identify additional relevant articles, which resulted in 14 more articles

added. The final set selected for qualitative synthesis thus consisted of a total of 89 articles.
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Papers excluded: 

1. Not full paper (55) 
2. Not an empirical study (e.g., reviews, commentaries) (20) 
3. Not health related (61) 
4. Social media data analyzed are in a non-English language (22) 
5. Method development or system demonstration (64) 
6. Analyzed non-text data, e.g., images, videos (35) 
7. Did not involve computational sentiment analysis (77)

Figure 2.1: Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA)
Flow Diagram.

Summary statistics of included papers

Of the 89 articles included in the review, most (n = 58) were published between 2017 and

2019. More than half (n = 51) analyzed Twitter data. The second and third most popularly

studied platforms were Facebook (n = 5) and YouTube (n = 4), respectively. Besides these
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general-purpose social media sites, some studies (n = 17) also examined health-specific online

communities such as MedHelp (n = 3), CancerSurvivorNetwork (n = 3), JuiceDB (n = 2),

Breast- Cancer.org (n = 2), WebMD (n = 1), QuitNet (n = 1), TalkLife (n = 1), LiveJournal

(n = 1), Drug.com (n = 1), GLOBALink (n = 1), and BecomeAnEX.org (n = 1).

Research design choices

Based on the articles reviewed, we first identified a list of distinctive research design choices

that needed to be commonly made in conducting health-related computational sentiment

analysis research using social media data. We then organized these design choices, reported in

Table 2.2, according to the following 3 dimensions: (1) platform selection, (2) data curation;

and (3) sentiment analysis method. The first dimension concerns how studies choose the

appropriate social media platform that would be most informative for the research questions

at hand; the second dimension concerns how to retrieve and curate relevant data that do

not introduce unwanted biases (eg, whether to retain or remove advertisements posted by

pharmaceutical companies), or loss of critical information (eg, whether to retain, remove, or

substitute hashtags and emojis). The third dimension concerns how to select the appropriate

analytical tool best suited for the particular study context, and whether and how to validate

the tool before applying it to the study data.

As shown in Table 2.2, a number of studies (n = 24 of 63 applicable) did not use, or did

not report, any method for determining the relevance of the research data retrieved. Most

(n = 45 of 58 applicable) did not differentiate the data based on content creator. While

about one-third of the studies (n = 32 of 89) reported how special types of data such as

hashtags and emojis were handled (ie, retain, remove, or substitute), less than half (n = 12)

provided a rationale for the choice made. For the last dimension, sentiment analysis method,

the majority of the studies (n = 49 of 89) did not provide any justification as to why the

particular sentiment analyzer or the machine learning model was chosen. Additionally, 53
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studies of 89 did not validate the sentiment analyzer for their particular study context.

Among those that did use manually annotated data for sentiment analyzer validation, many

(n = 11 of 26 applicable) did not involve multiple coders. Last, among the studies that used

machine learning (n = 29), 10 did not describe the features selected. Among those that did,

several (n = 7 of 19) did not justify the feature selection process.
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Dimension Design Choices Description Example

Platform selection

Which social media platform

provides data that are most

informative to answer the

research questions of the

study?

As different social media platforms

attract different types of users and foster

different forms of communication, studies

may want to evaluate available options and

decide which one(s) would provide

the best information for studying

the research topic of interest.

“WebMD.com hosts one of the few online

communities that offer moderators in patient forums. Their diabetes community

shows the most active participation of both patients and moderators among other

WebMD communities [104].”

Data curation
What is the strategy used to

retrieve relevant data?

Procedures for identifying potentially

relevant social media posts based on

keywords, user characteristics, or

other means of information retrieval;

and procedures for determining the

relevance and comprehensiveness

of the data rerieved.

“We started with a set of relevant seed keywords (eg, ‘lynch syndrome’). Then, we

searched on Twitter with these keywords to retrieve a sample of tweets, evaluated

whether the retrieved tweets were indeed relevant to Lynch syndrome, and identified

additional keywords to be used for the next rounds of searches [30].”

Whether to differentiate data

based on content creator?

Social media data can be contributed

by different entities such as laypersons,

healthcare providers, health

systems, government agencies, advocacy

groups, and pharmaceutical

companies. Depending on the research

objective, studies may want

to treat data differently based on

the creator of the content.

“In order to gain insights into the opinion and experience of cancer patients about

chemo-therapy, these cancer-related user accounts were classified into two groups:

individual accounts and organization accounts. The individual accounts

belonged to cancer patients as well as their families, whereas the

organization accounts include organizations,

oncologists, news sources, and personnel who are neither

patients nor family members [221].”
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Table 2.2 continued from previous page

Dimension Design Choices Description Example

How to handle special types of

data.

As social media data frequently con-

tain elements such as images or vid-

eos, hashtags, emojis, and

hyperlinks, studies should determine

whether to retain, remove, or substi-

tute such data at the preprocessing

stage, and explain the rationale for

the approach chosen and its impli-

cations for study results.

“We cleaned out contents such as emoji icons, urls, from each tweet.

By observing the data, we noticed that hashtags tended to store

very important content. For instance, a lot of the

anti-vaccine tweets contained ‘#CDCwhistleblower’. Therefore,

instead of deleting the content of hashtags, we only deleted

the ‘#’ symbols and used the hashtag content as part of

the content of tweets to train the models [219].”

Sentiment analysis

method

Which sentiment analyzer is

most suited for the study

context, particularly the

characteristics of the social

media data to be analyzed?

Among many options available, which

sentiment analyzer to choose that

would maximize the quality of the

study analysis.

In this study, we use SentiStrength as (i) it has been used to measure

the emotional content in online ED communities

and shown good inter-rater reliability; (ii) it is designed for short

informal texts with abbreviations and slang, and thus

suitable to process tweets [201].”

Whether to validate the selected

sentiment analyzer on

the study data.

Even if the selected sentiment analyzer

has been applied by others to similar

datasets in the past, it may still be

worthwhile to conduct prestudy validation

to ensure it performs satisfactorily

on the data collected for

the particular study.

“In addition to the already mentioned evaluation of the accuracy

and performance of EMOTIVE, a brief qualitative manual

review of a sample of EMOTIVE’s output showed a consistent and

correctly categorized set of emotions among the seven

basic emotions [86].”

If prestudy validation is to be

performed, whether to obtain a

manually annotated dataset for

training or evaluation purposes.

To validate the performance of the

selected sentiment analyzer, studies

may want to obtain manual annotations

of a subset of the study data, ideally with

multiple coders so that interrater

reliability can be assessed.

“To identify and calibrate the classification model, 298 randomly

selected posts were manually labeled by two independent

annotators as belonging to either the positive or negative

sentiment class. Cohen’s k statistics (k=0.82) suggested high inter-

annotator agreement. Then the two annotators discussed posts whose

sentiment they initially disagreed on until they

reached a consensus on sentiment labels [224].”
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Table 2.2 continued from previous page

Dimension Design Choices Description Example

If prestudy validation is performed,

whether the validation results are

computed and reported using

established quantitative metrics.

Studies should report the validation

results based on commonly used

quantitative evaluation metrics such

as F score, or receiver-operating

characteristic curve.

“For this dataset, classifiers performed reasonably well,

with F1 scores ranging from 0.48 to 0.68. However,

the logistic regression classifier used with the

n-gram model performed the best with an F1 score of 0.68.

This performance is comparable with that in similar studies [131].”

Design choices specifically related to

developing or training machine

learning–based models.

In developing or training machine

learning–based sentiment analyzers,

studies should evaluate different

competing models (eg, support vector

machine, decision trees), as well as different

features that may be selected to train the

model (eg, bag of words, word vectors).

“The n-gram model performed slightly

better than the word-embedding

model. For this dataset, classifiers performed

reasonably well, with F1 scores ranging from 0.48 to

0.68 [131].”

Table 2.2: Distinctive research design choices26



Methodological and reporting inconsistencies among the existing studies

Next, we assessed inconsistencies in how the existing studies reviewed made the aforemen-

tioned research design choices, and how they reported the rationale of making such choices,

or the lack thereof. The results are shown in Table 2.3.

Dimension Item Reported Not Reported Not applicable

Platform Selection (PS)
PS1. Description of the social media platform studied 89 0 0

PS1-A. Justifications for selecting the social media

platform
79 10 0

Data Curation (DC)

DC1. Methods for retrieving study data 85 4 0

DC2. Methods for determining the relevance and

comprehensiveness of the data retrieved
39 24 26

DC3. Differentiated treatment based on content creator 13 45 31

DC4. Handling of special types of data (e.g.,

images/videos, hashtags, emojis, hyperlinks)
32 57 0

DC4-A. Justifications for how special types of data

are handled (N=32)
12 20 0

Sentiment Analysis (SAM)

SAM1. Description of the sentiment analyzer used 83 6 0

SAM1-A. Justifications for selecting the sentiment

analyzer
40 49 0

SAM2. (If machine learning) Description of the features

selected (N=29)
19 10 0

SAM2-A. (If machine learning) Justifications for

selecting the features (N=19)
12 7 0

SAM3. Validation of the sentiment analyzer before

applying it to study data
36 53 0

SAM3-A. Annotated data used for validation or

training (N=36)
30 6 0

SAM3-B. Whether multiple coders were involved

in independently annotating the data (N=30)
15 11 4

SAM3-B-1. If multiple coders were

involved, whether inter-rater reliability was

quantitatively assessed and reported (N=15)

13 2 0
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SMA3-C. Use of quantitative evaluation metrics

for reporting the validation results (N=36)
32 4 0

Table 2.3: Methodological and reporting inconsistencies among the existing studies (N =
89)
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PROTOCOL OF ANALYSIS OF SENTIMENT IN HEALTH (PATH) 
 

 Design or Reporting Considerations Description 

Pl
at

fo
rm

 
Se

le
ct

io
n  

¨ PS1. Description of the social media platform 
studied 

Characteristics of the social media platform studied 
such as intended audience and interaction modality. 

¨ PS1-A. Justifications for selecting the social 
media platform 

Why is the chosen social media platform provide data 
that are most informative to answer the research 
questions of the study? 

D
at

a 
C

ur
at

io
n  

¨ DC1. Methods for retrieving study data 
What is the strategy used to retrieve study data, e.g., 
by keywords search or by targeting particular users 
with certain characteristics? 

¨ DC2. Methods for determining the relevance, 
and comprehensiveness (if applicable), of the 
data retrieved 

What are the methods used to ensure that the data 
retrieved are pertinent to the research topic(s) of 
interest, and are reasonably compete? 

¨ DC3. Differentiated treatment based on 
content creator  

Are data contributed by different entities such as 
laypersons, healthcare providers, and pharmaceutical 
companies treated differently? 

¨ DC4. Handling of special types of data (e.g., 
images/videos, hashtags, emojis, hyperlinks) 

Are special types of data retained, removed, or 
substituted in the analysis?  

¨ DC4-A. Justifications for how special 
types of data are handled 

Why are special types of data handled in the 
particular way, and what are the implications? 

Se
nt

im
en

t A
na

ly
si

s 
M

et
ho

d s
 

¨ SAM1. Description of the sentiment analyzer What is the sentiment analysis tool or machine-
learning model used in the study? 

¨ SAM1-A. Justifications for selecting the 
sentiment analyzer  

Why is the chosen sentiment analyzer most suited for 
the study context? 

¨ SAM2. (If machine learning) Description of the 
features selected  

What are the features used in the machine-learning 
model, and how are they selected? 

¨ SAM2-A. (If machine learning) 
Justifications for selecting the features  

Why are the chosen features most suited for the 
study context? 

¨ SAM3. Validation of the sentiment analyzer 
before applying it to study data 

How is the performance of the chosen sentiment 
analyzer assessed against the study data? 

¨ SAM3-A. Annotated data used for 
validation or training 

What are the training or evaluation data used, and 
how are these data obtained? 

¨ SAM3-B. Whether multiple coders were 
involved in independently annotating the 
data  

If applicable, are multiple coders involved in 
independently annotating the training or evaluation 
data? 

¨ SAM3-B-1. If multiple coders were 
involved, whether inter-rater reliability 
was quantitively assessed and reported  

What is the quantitative inter-rater reliability between 
the multiple coders? 

¨ SMA3-C. Use of quantitative evaluation 
metrics for reporting validation results 

What are the quantitative metrics (e.g., F-score, 
ROC) used to assess the analyzer performance? 

Figure 2.2: PATH
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2.1.6 Discussion

Social media has become an important resource of information for researchers to better un-

derstand patient journeys, their interactions with health systems and healthcare providers,

as well as patients’ and the general public’s opinion toward important health policies and

controversial medical interventions and treatments. A large number of such studies have been

published in recent years, most of which used computational methods to analyze the senti-

ments expressed in the data. However, based on our systematic analysis of the literature, we

found that there is a substantial degree of inconsistency in how such studies were conducted

and how their results were reported, which may diminish the quality of research in addition

to making it difficult to conduct meta-analyses to accumulate generalizable knowledge as

a field. Subsequently, we discuss some of these methodological or reporting inconsistencies

identified through this work and how they may affect research validity and comparability of

results across studies.

First, some studies did not at all describe the process of sifting through available social media

platforms to choose the ones that were most informative, in comparison with other competing

social media outlets, to best answer the research questions at hand. Many simply stated that

the chosen platform was a popularly used one, or commonly studied in prior research, or

provided the easiest access to data. We believe such justifications, while may be reasonable

due to practical reasons (eg, difficulties in accessing patient conversations in private Facebook

groups), could potentially threaten the validity of the study, and researchers should use

all means necessary to minimize possible data biases and improve the generalizability of

their research results and conclusions. Indeed, previous studies that compared multiple

social media platforms did find that different venues afforded different health content [165,

210], appealed to different user populations with distinctive characteristics [88], or featured

different interaction modality (eg, moderated vs not moderated) that may affect the nature

of the discourses [210]. All of these factors could have significant implications on the results

30



and conclusions of sentiment analysis research using health-related social media data.

Second, many existing studies did not conduct, or did not report, the data curation process

for determining the relevance and comprehensiveness, if applicable, of the study data. This

is particularly concerning in the analysis of health-related social media content because of

the frequent use of ambiguous acronyms and abbreviations (eg, SOB for shortness of breath),

similar medical concepts that may not be generally differentiated by laypersons (eg, dementia

and Alzheimer’s disease), and mixed usage of consumer language vs professional terms (eg,

heart attack vs myocardial infarction). Further, very few studies treated their study data

differently based on content creator, being laypersons, healthcare providers, health systems,

government agencies, advocacy groups, or pharmaceutical companies. Depending on the

objective of the study, this could result in “contaminated” data that did not truly reflect

the sentiments of the target study population, and could consequently lead to imprecise or

incorrect conclusions [221, 22, 23, 34]. Future studies may consider adopting the methods

proposed by Kim et al. [117] and Adams et al. [18] on how to develop and iteratively refine

search keywords (eg, through word embeddings) for retrieving the content of interest from

social media platforms, and how to thoroughly evaluate the relevance, and comprehensiveness

(if applicable), of the information retrieved using manually annotated data. Furthermore,

few studies described how they handled special types of data such as images or videos, hash-

tags, emojis, and hyperlinks, which are commonly used in social media discourses and can in

fact convey important information about the sentiments being expressed [95, 100]. However,

this process was omitted from most existing studies, or was only causally mentioned (eg,

all special types of data were removed) without providing any justification as to how the

particular handling method used might affect the study results.

Third, most studies did not provide a rationale for choosing among many different senti-

ment analyzers available. Only a small number of the studies validated the selected tool to

assess its performance (ie, precision and recall) against the study data. This can be prob-
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lematic, as prior research has repeatedly demonstrated that different sentiment analyzers,

especially those general-purpose ones developed or trained on datasets from non-health do-

mains (eg, movie reviews), could produce substantially different results due to their poor

domain transferability and the idiosyncrasies of health-related social media conversations

[95, 124]. Among the studies that did perform validation, only half involved multiple coders

to annotate the training or evaluation data. This could also raise questions into research

validity because previous studies have shown that annotating social media sentiments in

general, and of health-related content in particular, is a challenging task even among ex-

perienced domain experts [58, 25]. Therefore, having a single pair of eyes would not be

considered sufficient for assuring the quality of annotations of such data.

The research design and reporting recommendation that we developed through this study,

PATH, represents an initial step to ad- dress each of these issues. Applying a standardized

protocol such as PATH in future health-related social media sentiment analysis re- search

may also produce a higher level of consistencies in research design, conduct, and reporting,

leading toward better comparability of results across studies. We believe that some elements

of PATH, such as platform selection, data curation, and tool validation, also apply broadly

for other studies that use computational methods to analyze health-related social media

content, beyond just sentiment analysis. Therefore, we hope that this work will stimulate

more critical reflection and development of standardized research protocols in a broader

scope of computational analysis of social media data.

This study has several limitations. While sentiment analysis is an important tool for an-

alyzing social media data, other methods such as topic modeling, spatiotemporal analysis,

and social network analysis are also popularly used, which are not addressed in this study.

Further, while we hope all elements proposed in the PATH protocol should be adhered to

in future relevant studies, we understand that some desired research design choices may not

be attainable due to resource constraints (eg, cost-prohibitive to involve multiple coders to
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annotate training or evaluation data) or practical reasons (eg, impossible to get data from

the social media platform that provides the ideal user mix and the ideal content). The

PATH protocol should therefore be interpreted as a set of recommended steps rather than

mandatory requirements.

2.1.7 Conclusion

In this study, we systematically analyzed the body of literature that applied computational

sentiment analysis to studying health-related social media content. The results highlighted

a substantial degree of inconsistencies in how existing studies were conducted or how their

results were reported. These findings led to the development of a recommended research

design and reporting guideline, PATH. We believe that application of PATH in future sen-

timent analysis studies could lead to better research validity and comparability of results.

The elements in the PATH protocol may also provide insights more broadly into other genres

of research studies that use computational methods to analyze health-related social media

data.
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2.2 Study 1B: Empirical evaluation of computational sen-

timent analysis tools on health-related social media

data

2.2.1 Study summary

While sentiment analysis is widely used to assess public and patients’ opinions toward health-

related matters, whether existing tools can produce reliable results on health-related social

media data remains unknown. In this study, I conducted a comprehensive evaluation of

eleven commonly used sentiment analysis tools on five health-related social media datasets,

including Human Papillomavirus Vaccine, Health Care Reform, COVID-19 Masking, Vi-

tals.com Physician Reviews, and the Breast Cancer Forum from MedHelp.org. I also con-

ducted a qualitative error analysis to identify common sources of errors made by these tools.

The results show that all tools performed poorly with an average weighted F1 score below

0.6. Further, the tools do not agree with each, with an average Fleiss Kappa score of 0.066.

By comparing the sentiment classifications produced by the tools to the labels annotated

by human coders, I found that applying sentiment anlaysis tools with low performance on

health-related social media data may lead to significant overestimation or underestimation

of certain sentiment categories, which could bias the interpretation of public perceptions. To

provide insights for future sentiment analysis tool development, I identified two major causes

for misclassification: (1) correct sentiment but on wrong subject(s) and (2) failure to prop-

erly interpret inexplicit/indirect sentiment expressions. This study warned that researchers

should not blindly trust sentiment analysis tools even if they have been validated on other

study data. The current tools are not adequate in accurately identifying the sentiments

in health-related social media data and need significant customization and improvement to

adapt them to the health and social media contexts.
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2.2.2 Introduction

In recent years, there has been a proliferation of research involving analysis of user-generated

data on social media platforms such as Facebook, Twitter, Instagram, and YouTube. As of

October 2021, more than 20,000 PubMed-indexed papers reported studies that used social

media data to understand a variety of research topics from patient journeys to how the public

reacted to health policies and public health crises. Collectively, these studies have generated

a wealth of knowledge on how individuals exchange information, opinions, or social and

emotional support on the internet. These studies have also produced many novel natural

language processing (NLP)-based analytical approaches for deriving valuable insights from

large quantities of user-generated online text.

Sentiment analysis, “the field of study that analyzes people’s opinions, sentiments, evalu-

ations, appraisals, attitudes, and emotions toward entities such as products, services, or-

ganizations, individuals, issues, events, topics, and their attitudes” [122], is a commonly

used NLP method for analyzing social media data. According to a recent systematic review

[93], between 2010 and 2020, 89 papers applied this method in studies related to medical

treatments (e.g., human papillomavirus [HPV] vaccination) [68], health policies (e.g., the

Affordable Care Act) [60], and consumer satisfaction of healthcare services (e.g., using data

from physician rating websites) [92]. Even though deep learning-based sentiment analysis

methods, with models trained on the specific study data, have achieved remarkable perfor-

mance, they require abundant manually annotated training data, extensive computational

resources, and adequate technical expertise [222]. On the contrary, off-the-shelf sentiment

analysis tools (both rule-based and pre-trained machine learning models) are easier to use

and require little to no manually annotated training data and technical expertise. Indeed, a

majority of the studies in the systematic literature review used off-the-shelf tools originally

developed in non-health domains, such as Stanford NLP Sentiment pre-trained on movie

reviews from IMDB [133] and the Hu & Liu Sentiment Lexicon extracted from product re-
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views from Amazon.com [102]. While these tools demonstrated satisfactory performance in

their original validation studies [102, 133], in most cases, they were used as a “black box”

to analyze health-related social media data without proper evaluation and adaptation (e.g.,

model re-training) for the specific study context [93]. Thus, it remains unclear if the per-

formance of these tools is sufficient enough to produce accurate sentiment classifications on

health-related social media data, such as the general public’s attitude toward mask or vac-

cination mandates during the COVID-19 pandemic, to inform important policy and public

health decision making.

While this issue has been previously noted in discrete studies [58, 124, 95], to the best

of our knowledge, no research to date has attempted to systematically evaluate the existing

sentiment analysis tools in the context of analyzing health-related social media data. Further,

no research has explored how suboptimal sentiment classification performance may impact

the analysis and results interpretation of relevant empirical studies. As a matter of fact, many

recently published studies continued to use off-the-shelf sentiment analysis tools without

assessing their validity in the particular research context in which they were applied [79, 137,

73, 220, 118]. This paper aims to fill this gap. We comparatively assessed the performance of

11 commonly used sentiment analysis tools on seven social media datasets (five health-related

and two non-health related) to investigate their validity and reliability. We then conducted a

qualitative error analysis to examine the instances for which all sentiment analysis tools failed

to produce accurate sentiment classification. The results may help to raise awareness among

the research community regarding the limitation of the off-the-shelf sentiment analysis tools

when they are applied to analyze social media data outside the domain in which they were

originally developed. The results may also offer insights into future improvements of such

tools.
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2.2.3 Materials and methods

Sentiment analysis tools evaluated

Most of the existing off-the-shelf sentiment analysis tools can be classified as either sentiment

lexicons or sentiment analyzers. A sentiment lexicon is a dictionary of words associated with

sentiment labels (e. g., “brilliant” → positive vs. “terrible” → negative). Examples include

Linguistic Inquiry and Word Count (LIWC) [188] and SentiWordNet [72]. Some sentiment

lexicons are polarity-based, which only provide categorical labels (i.e., positive vs. negative

vs. neutral); some compute a numeric score to indicate both polarity and intensity (e.g., 5

is more positive than 1). On the other hand, a sentiment analyzer is a packaged software

that uses manually curated rules (e.g., VADER [107] such as incorporating punctuations

(e.g., exclamation marks) in calculating sentiment intensity or machine-learning models (e.g.,

Stanford NLP [133]) trained on datasets annotated by human annotators.

In this study, we evaluated a total of 11 sentiment analysis tools listed in Tables 2.4 and 2.5.

Seven of them are sentiment lexicons and four are sentiment analyzers. The selection of these

tools was based on a prior systematic literature review in which we identified 19 relevant

sentiment analysis tools [93]. For this study, we applied two additional selection criteria: (1)

the tool must have been used in at least two different studies conducted by different research

teams, and (2) the tool must be readily accessible, either for free or for a license fee. With

these additional criteria, five tools were excluded because they were developed and validated

in a single study and were not subsequently adopted by other researchers; and three were

excluded because they were no longer available.

To compute sentiment polarity or scores using a sentiment lexicon, we followed the instruc-

tions provided in the manual. If no instructions are provided (i.e., ANEW and General

Inquirer), we used the common practice in the literature, i.e., determining polarity based
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Name Size Method of Development Output Sample Studies

Affective Norms for English
Words (ANEW) [33] (free) 3,188 Manually curated from

generic tweets
Polarity and
intensity (-5 to 5)

Nguyen et al., [147]
Ricard et al. [163]

AFINN-111 [108] (free) 2,477
Manually curated from
generic tweets and the
Urban Dictionary [16]

Polarity and
intensity (-5 to 5)

Yang and Kuo, [213]
Tighe et al. [191]

General Inquirer [3] (free) 3,626
Aggregated from multiple
dictionaries, such as the Lasswell
Value Dictionary [11]

Polarity (positive vs.
negative)

Carrillo-de-Albornoz
et al., [40]
Oh et al [148]

Hu & Liu [102] (free) 6,789 Opinion words extracted from
Amazon.com product reviews

Polarity (positive vs.
negative)

Card et al.,[39]
Li et al. [121]

LabMT [67] (free) 10,222
Manually curated from generic
tweets, Google Books, music lyrics
, and New York Times articles

Intensity (1 to 9) Davis et al., [60]
Chopan et al. [52]

LIWC-2015 [188] (one-time
license fee of $89.5) 907

Manually curated from personal
diaries and journals with
expressions of emotions

Polarity (positive vs.
negative)

Shen et al., [171]
Oscar et al. [150]

SentiWordNet [72] 117,660
Opinion words generated from
WordNet, an English lexical
database [17]

Polarity and
intensity (-5 to 5)

Rastegar-Moiarad
et al.,[158]
Wiley et al. [210]

Table 2.4: The seven sentiment lexicons evaluated.

Name Type Method of Development Output Sample Studies

VADER [107]
(free) Rule-based Manually curated rules from

analyzing a Twitter dataset
Polarity and intensity
(-1 to 1)

Pawsey et al., [153]
Pérez-Pérez et al.[157]

SentiStrength [189]
(free for academic
use)

Machine learning

Machine learning-based models
trained using the vocabularies
from LIWC and General
Inquirer

Polarity and intensity
(-5 to 5)

Gabarron et al., [80]
Wang et al.[201]

Stanford NLP [133]
(free) Machine learning Recurrent network trained on

movie reviews
Polarity (positive,
negative, neutral)

Haghighi et al.,[62]
Talpada et al.[186]

TextBlob [13]
(free) Unspecified Unspecified Polarity and intensity

(-1 to 1)
Luo et al.,[125]
Zhang et al.[221]

Table 2.5: The four sentiment analyzers evaluated.

on counting the frequency of positive and negative words [102]. Similarly, for sentiment

analyzers, we followed the instructions provided with the tools scores to discrete sentiment

categories. If no instructions are provided (i.e., TextBlob), we used the common practice;

for example, if a social media post’s sentiment score was lower than the median, we classified

it as negative.
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Validation social media datasets

The validation social media datasets were identified through a systematic review of the

literature that we previously conducted [93]. In addition, we added several new datasets

that became available after the systematic review was published [92, 91]. Using this method,

we arrived at a total of 17 candidate datasets. Of them, four are publicly available. For the

other 13, we approached the authors to inquire if they were willing to share the annotated

data for this study. Only one team agreed to provide us the data; the rest were either

nonresponsive or declined due to IRB restrictions or other logistical reasons. Thus, the

final number of health-related social media datasets included in this study is five. Three of

them are Twitter-based: Health Care Reform (“HCR”) [181], Human Papillomavirus (“HPV”)

Vaccine [68], and COVID-19 Masking (“Mask”) [91]. The other two are based on the Breast

Cancer Forum from MedHelp.org (“MedHelp”) [203, 202] and Vitals.com Physician Reviews

(“Vitals”) [92].

For comparison, we also included two generic social media datasets that are not related

to health, healthcare, or public health. These include (1) the IMDB Dataset (“IMDB”)

curated by Maas et al. from movie reviews [130], and (2) Sem-Eval-2016 Twitter Data (“Sem-

Eval”), which has been used in a recurring NLP competition organized by the International

Workshop on Semantic Evaluation [12]. These two datasets were commonly used by the

machine-learning community to train and/ or evaluate machine learning-based sentiment

analysis algorithms [29, 143]. Table 2.6 presents more details about these five health-related

datasets and two generic datasets.
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Dataset Type
Original development

and validation study
Size Sentiment Classification

HCR Health-related Speriosu et al. [181] 2,315 words

Positive (701)

Negative (1,034)

Neutral (580)

HPV Health-related Du et al. [68] 3,093 tweets

Positive (964)

Negative (1,044)

Neutral (1,085)

Mask Health-related He et al. [91] 609 tweets
Positive (530)

Negative (79)

MedHelp Health-related Wang et al. [202] 500 posts

Positive (63)

Negative (239)

Neutral (198)

Vitals Health-related He et al. [92] 50,000 reviews
Positive (25,000)

Negative (25,000)

IMDB Generic Maas et al. [130] 50,000 reviews
Positive (25,000)

Negative (25,000)

Sem-Eval Generic Nakov et al. [143] 28,466 tweets

Positive (10,905)

Negative (4,472)

Neutral (13,089)

Table 2.6: Description of the validation social media datasets.
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Evaluation metrics

We used weighted F1 score to evaluate the overall performance of the sentiment analysis tools,

calculated as: of social media posts classified into each of the three sentiment cate- gories

by human annotators. We used weighted F1 score in this study because the distribution of

sentiment polarity is often imbalanced in a dataset. To assess the reliability among the tools

(i.e., consistency of the classification results produced by different tools), we used Fleiss’

Kappa agreement ratio [76].

Qualitative error analysis

Next, we conducted a qualitative error analysis of the data that were consistently misclassified

by all 11 tools. Two authors (LH and TY) conducted independent qualitative coding of a

random sample of these instances using the constant comparison method [70] to identify

com- mon reasons for misclassification. The analysis stopped when saturation was achieved

[55]. Differences between the two reviewers were discussed and resolved in weekly research

meetings.

2.2.4 Results

Overall performance of sentiment classification

Figure 2.3 presents the results of sentiment classification performance evaluation. From

left to right, the 11 tools are ordered by the average weighed F1 scores that they achieved

across the seven datasets. Overall, none of the tools produced satisfactory results. The

average weighted F1 scores of all tools, on all datasets, are below 0.6. Three tools in partic-

ular—General Inquirer, SentiWordNet, and LabMT—produced an average weighted F1 score
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ranging from 0.14 to 0.2. In other words, the accuracy of sentiment classification generated

by these tools is much worse than by tossing a coin. Further, across the 11 tools, there is

a great degree of variation in performance. For example, on the Vitals dataset, VADER

achieved a weighted F1 score of 0.8, yet LabMT only achieved 0.1.

0

0.25

0.5

0.75

1

Vitals IMDB Sem-Eval Mask
HPV MedHelp HCR

VADER* Hu & Liu
 AFINN
 SentiStrength*
 LIWC
 TextBlob*
 Stanford*
 ANEW
 General

Inquirer


LabMT
 SentiWordNet


Figure 2.3: Weighted F1 scores.

The nature of a dataset appears to have a substantial impact on sentiment classification

results. Among the tools that performed relatively better (average weighted F1 scores >

0.5), their performance on the Vitals dataset is consistently the best, followed by the two

generic datasets (IMDB and Sem-Eval), and then the Mask dataset. The only exception
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is ANEW, which performed best on the Mask dataset (weighted F1 score: 0.78), followed

by Vitals (weighted F1 score: 0.52). All tools performed poorly on the other three health

datasets (HCR, HPV, and MedHelp), with most of them achieving a weighted F1 score lower

than 0.4. Again, this performance is worse than that of tossing a coin.

Further, we did a drill-down analysis by grouping datasets with similar natures. First, most

tools, except for ANEW, performed worse on tweets than on other texts. This pattern is

however not observed for MedHelp, which contains longer texts. Furthermore, as shown

in Fig. 1, the sentiment analyzers (denoted with an asterisk on the x-axis) do not appear

to outperform the lexicon-based tools. In fact, the rule-based sentiment analyzer VADER

produced better results than the machine learning-based analyzers (i.e., Stanford and Sen-

tiStrength). Next, we calculated the average weighted-F1 scores grouped by tool and data

types, reported in Table 2.7. The results show that sentiment analyzers performed better

than sentiment lexicons both on tweets and non-Twitter data. Both sentiment analyzers and

lexicons performed better on non-tweets.

Overestimation and underestimation

Figure 2.4 presents a heatmap visualization exhibiting the degree to which the tools over-

estimated or underestimated positive (top left subgraph), negative (top right), or neutral

(bottom left) sentiments. The color spectrum represents overestimation (red) or under-

estimation (blue). The numeric values in the cells are overestimation or underestimation

ratios, calculated as the number of social media posts classified by machine divided by the

number classified by human annotators, with underestimation denoted as negative values.

For example, 6.6 in the top left subgraph means that ANEW, when applied to MedHelp,

overestimated the positivity of the data by 6.6 folds; and -176.7 means that SentiWordNet

underestimated the positivity of the Mask dataset by 176.7 folds.
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The most salient pattern from Figure 2.4 is that all tools have a general tendency to over-

estimate the neutral category. Three tools–SentiWordNet, LabMT, and General Inquire–

consistently underestimated both positive and negative categories, while consistently over-

estimating neutral. ANEW is again an outlier, which consistently overestimated positivity

and underestimated negativity and neutrality. Across the datasets, the positivity of Med-

Help was overestimated by most tools, while its negativity was underestimated. Similarly,

the negativity of the Mask dataset was consistently overestimated, and the negativity of

HCR and Vitals was consistently underestimated.

Figure 2.4 also shows a drastic level of variation across the tools. For example, for the

MedHelp dataset, the positivity ranged from underestimation by over 60 folds (LabMT and

SentiWordNet) to overestimation by more than 5 folds (TextBlob and ANEW). Similarly,

for the Mask dataset, the negativity ranged from 40-fold underestimation to 2.8-fold over-

estimation. This finding suggests that the same sentiment analysis study could arrive at

completely opposite conclusions simply based on the analytical tool used, rather than based

on the data.
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Figure 2.4: Overestimation and underestimation of the tools on the datasets.

Inter-rater reliability

Figure 2.5 reports Fleiss’ Kappa scores measuring the inter-rater reliability among the 11

sentiment analysis tools. As shown in Figure 2.5, across the board, the agreements among

these tools are very poor, with an average Fleiss’ Kappa score of 0.066. The worst scores are

observed for the Mask, MedHelp, and HCR datasets, all with a Fleiss’ Kappa score lower

than 0.04.
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Tweets Non-tweets

Sentiment analyzers 0.4373 0.6137

Sentiment lexicons 0.3485 0.3734

Table 2.7: Average weighted-F1 score by tool types and data types.

0.00

0.25

0.50

0.75

1.00

Vitals Sem-Eval IMDB HPV HCR MedHelp Mask

Figure 2.5: Fleiss’ Kappa scores on the seven datasets.
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Sentiment lexicon coverage

Figure 2.6 shows the characteristics of the six sentiment lexicons (SentiWordNet is not in-

cluded because it only provides numeric values for positive, negative, and neutral categories,

and assumes that a word can simultaneously express different sentiments). Among them,

LabMT has the largest vocabulary size (10,222), which is 10 times larger than that of LIWC.

General Inquirer and LIWC have roughly equal percentages of positive (45) vs. negative (55)

words. On the other hand, AFINN contains fewer positive words than negative words (35.5

vs. 64.5); and Hu & Liu has substantially more negative words (4,782) than postive words

(2,006). Only ANEW and LabMT contain a neutral category. ANEW has a very small

proportion of neutral words (0.53), though; in contrast, more than 50 of LabMT’s lexicon

are neutral; only 10 are negative.

Next, we conducted a drill-down analysis to assess the extent to which these sentiment

lexicons overlap with one another. Figure 2.7 shows the results. Overall, most lexicons have

less than 50% overlapping. For example, only 16 of the words included in Hu & Liu can

be found in ANEW, and only 40 of the words included in LabMT can be found in LIWC.

While the overlapping rates are low, when a word appears in more than one lexicon, its

positivity/negativity/neutrality classification is highly consistent. We only found 32 words

that are classified differently. For example, “envy,” “poised,” “envy,” “defeated,” and “stunned”

are classified as positive words in Hu & Liu while negative in AFINN; and “haunting” and

“obsessed” are positive in AFINN while negative in LabMT.
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Qualitative error analysis

Among the health-related social media posts, 1,447 were consistently misclassified by all 11

sentiment analysis tools. Through a qualitative error analysis of these misclassified data, we

identified two major causes of misclassification: (1) correct sentiment but on wrong subject(s)

and (2) inexplicit/indirect sentiment expressions. For the first type, sentimental words (e.g.,

“excellent,” “terrible”) appeared in the data but the subject which they were used for was

not directly relevant to the topic of the research study. For example, in the tweet, “Please

share this fantastic blog on the facts and myths around the #HPV vaccine. Thanks”, the

word “fantastic” was used to describe a relevant blog, which did not provide direct informa-

tion on the person’s opinion regarding HPV. However, most sentiment analysis tools would

classify this tweet as positive because of the appearance of the positive word “fantastic.” A

related issue is the unit of analysis. In the published studies in the literature, sentiment

analysis was almost always applied at the post level, e.g., a tweet, a forum message, or a

physician review [92]. However, the user may switch between subjects within a single post

and express different opinions toward different subjects. For example, “[Physician name] is

Excellent as my ratings above fully described. The only issue I have is the awful receptionist

that works at night.” In this physician review from Vitals.com, the patient expressed opposite

opinions toward the physician versus the receptionist. All the 11 sentiment tools that we

evaluated, however, do not distinguish such topic turns and thus may not produce accurate

sentiment classifications for the specific subject studied. The second type of misclassification

originates from inexplicit or indirect sentiment expressions, which are extremely common in

social media exchanges. First, sentiments or opinions are often expressed using sarcasm

(e.g., “26 year olds are considered ‘children’ in Obama’s America #tcot #hcr #gopcodered;”

analogy”, “Why would you make 2 years of car payments before actually getting the car?
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THAT is what Obama’s #HCR does”), or inexplicit statements that require inference (e.g.,

"The HPV vaccine isn’t just for girls. Here’s why: http://t.co/ktOIh ljNMW"). Such subtle

sentiment expressions are very difficult to properly interpret for computational algorithms.

Second, neutral words, when used in a particular way, may convey sentiments or opinions.

For example, “Big Pharma” often has negative connotations in discussions related to con-

troversial drugs, marketing tactics, and the pharmaceutical industry’s influence on health

policies. The word “big” is however neutral in most contexts and thus is not picked up by the

sentiment tools as an expression of opinion. Third, certain social media posts were composed

in an obscure fashion, the sentiment of which cannot be readily ascertained without relevant

domain knowledge or supple- mental background information. For example, the sentiment

expressed in the following tweet, “Breaking: No deem and pass. Separate vote on Senate bill.

Good move. #hcr #healthreform,” cannot be determined without knowing what the Senate

bill was and what the implications of separate voting were, yet all sentiment analysis tools

would classify it as positive because of the appearance of the positive word “Good.” Fourth, a

hashtag is a popular means for expressing sentiments on social media, e.g., “Why wait for the

House? Cast your vote on Obama’s healthcare bill now; See the trend http://bit.ly/8YtetO

#tcot #sgp #dc @#hcr #p2 #politicsm.” In this tweet, while the sentiment was not explic-

itly expressed, the hashtag #tcot (“top conservatives on Twitter”) gives out that the user

was against the Affordable Care Act.

2.2.5 Discussion

Sentiment analysis is a popular method used in informatics research to understand emotions

and opinions expressed in social media exchanges. However, most prior sentiment analysis

studies used off-the-shelf tools without proper validation for the specific study context [93].

It remains elusive whether these tools can generate accurate sentiment classifications and

whether the idiosyncrasies of the tool selected may have a strong influence on study findings
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and conclusions. In this paper, we report a comprehensive evaluation of 11 sentiment analysis

tools applied to seven datasets. To the best of our knowledge, this is the first study to

systematically assess the performance of commonly used sentiment analysis tools in the

context of analyzing health-related social media data.

The results show that the existing sentiment analysis tools all performed poorly, with an

average weighted F1 score below 0.6. The sentiment classifications generated by more than

half of the tools are even worse than what could have been achieved by simply tossing a

coin (e.g., SentiWordNet, which has an average weighted F1 score of 0.14). Further, each

off-the-shelf tool tends to favor a particular sentiment polarity (polarity bias). For exam-

ple, SentiWordNet underestimated the positive rates of all datasets evaluated, and General

Inquirer consistently overestimated the neutral rates. It is highly questionable whether this

level of performance can help researchers accurately classify sentiments in their data to derive

useful insights to inform practice (e.g., public health programs, policy making). Further, the

machine learning-based analyzers (i.e., Stanford NLP and SentiStrength) did not perform

any better than the tools using conventional methods. In fact, the top three performers

among the tools that we evaluated are either rule-based (VADER) or lexicon-based (Hu &

Liu, AFINN). Furthermore, all tools performed equally poorly when applied to health-related

datasets in comparison to generic datasets.

The magnitude of the disagreement between the sentiment analysis tools, as quantified by the

extremely low Fleiss’ Kappa scores, is also concerning. For example, LabMT underestimated

the positivity of the MedHelp dataset by over 60 folds, while TextBlob overestimated it by

more than five folds. This means that the very same study, on topics such as whether

the public possesses a positive attitude toward mask or vaccination mandates during the

COVID-19 pandemic, can reach entirely opposite conclusions simply due to the polarity bias

of the sentiment analysis tool used.

Further, the performance of the sentiment analysis tools evaluated is highly variable depend-
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ing on the dataset analyzed. Most tools performed better on the Vitals dataset, decently

on the Mask dataset, but poorly on the other three health datasets (HPV, HCR, and Med-

Help). For example, VADER achieved a weighted F1 score of 0.8 on Vitals, while only 0.41

on HCR. This poor domain transferability suggests that a sentiment analysis tool developed

and validated in a particular study context may not be able to achieve the same level of

performance when applied in other contexts. Thus, researchers should not blindly trust the

validity of a tool simply because it has been used in the past.

The findings of our qualitative error analysis provide useful insights into common causes of

sentiment misclassification and how to improve the performance of computational sentiment

analysis tools in the future. First, the existing tools use all sentimental words appearing in

the text to produce an overall sentiment assessment; none take into account topic turns to

determine the specific topic to which a particular sentimental word is applied. This can be

very problematic with long texts (e.g., physician reviews from Vitals.com) that commonly

contain multiple topics (e.g., quality of treatment, cost, manners of the physician, amenities)

with distinct sentiments. Therefore, future sentiment analysis tools need to incorporate topic

detection algorithms to ensure that the sentiments classified are truly pertinent to the topic(s)

being studied. Second, implicit or indirect expressions such as sarcasm, analogies, and

rhetorical questions are, to some degree, a defining characteristic of social media exchanges.

To properly interpret such expressions (e.g., the “Big Pharma” example previously discussed),

it would require relevant domain knowledge and/or contextual information to be built into

the lexicons, rules, or machine-learning models. Lastly, the existing sentiment analysis tools

are often inadequate to decode the sentiments expressed through hashtags (e.g., #killthebill),

and very few studies to date have included emojis and other popular internet ideograms such

as :-) in their analyses [93]. Future sentiment analysis tools may want to incorporate special

methods for extracting such information from the data.

Based on our findings, we provide several suggestions for health informatics researchers who
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wish to apply off-the-shelf sentiment analysis tools to health-related social media data. First,

we suggest that they conduct pre-study evaluation of several tools and choose the one(s)

with satisfying performance on their study data. Second, careful error analysis is needed

and should be reported in papers in case of systematic errors and bias in results brought by

the sentiment analysis tools. Third, we suggest researchers follow a more standardized study

design and reporting procedure (e.g., Protocol of Analysis of senTiment in Health [93]).

Fourth, we note that even with careful validation, the tools may all produce unsatisfying

results as demonstrated in our evaluation. Lastly, we recommend that whenever possible,

researchers should prioritize developing customized rules or machine-learning models based

on their specific study data, instead of solely relying on off-the-shelf sentiment analysis

tools. It is also imperative to develop sentiment analysis tools tailored for health-related

social media data.

Our study has several limitations. First, we were only able to include a small number of social

media datasets in the analysis that is either publicly available or were provided to us by their

developers, which may limit the generalizability of our findings. Most previously published

sentiment analysis studies unfortunately do not make their datasets easily accessible, and

our attempt to directly request the data from the authors also turned out to be unfruitful.

Second, our study only included the most popular sentiment analysis tools that can be

readily obtained (either free or for a fee). Their performance thus may not reflect that of all

sentiment analysis tools ever developed or under development.

2.2.6 Conclusion

While the suboptimal performance of the off-the-shelf sentiment analysis tools has been

previously noted, no research to date has comprehensively investigated their sentiment clas-

sification accuracy and common reasons for misclassification. In this paper, we report a
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study that comparatively evaluated the performance of 11 widely used sentiment analysis

tools on seven social media datasets. The results suggest that none of the tools produced

satisfactory results, and their performance varied to a great extent depending on the nature

of the dataset. Further, the agreement between these tools is extremely poor, suggesting

that the findings of a study can be entirely determined based on the tool selected, rather

than based on the data analyzed. Future sentiment analysis research should therefore con-

duct careful validation of different competing tools for the study context and be aware of

the potentially high misclassification rates while drawing their study conclusions. Future

methodological development work is also critically needed to improve the performance of

computational sentiment analysis tools.
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Chapter 3

Study 2: Developing computer-assisted

qualitative analysis to understand public

and patient concerns toward

health-related issues

3.1 Study 2A: What do patients care about? Mining

fine-grained patient concerns from online physician

reviews through computer-assisted multi-level quali-

tative analysis
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3.1.1 Study summary

Choosing a healthcare provider is a challenging task for patients and caregivers as part of

the work they need to take on when managing their health conditions. They often need

to consult multiple sources such as other patients, online information, and social circles

before making a decision. Online physician review (OPR) websites have been increasingly

used by healthcare consumers to make informed decisions in selecting healthcare providers.

However, consumer-generated online reviews are often unstructured and contain plural top-

ics with varying degrees of granularity, making it challenging to analyze using conventional

topic modeling techniques. In this paper, we designed a novel natural language processing

pipeline incorporating qualitative coding and supervised and unsupervised machine learning.

Using this method, we were able to identify not only coarse-grained topics (e.g., relationship,

clinic management), but also fine-grained details such as diagnosis, timing and access, and

financial concerns. We discuss how healthcare providers could improve their ratings based on

consumer feedback. We also reflect on the inherent challenges of analyzing user-generated on-

line data, and how our novel pipeline may inform future work on mining consumer-generated

online data.

3.1.2 Introduction

Choosing the right healthcare provider has been a challenge to many patients due to inherent

information asymmetry between the two parties. As a result, patients often seek advice

from friends and family who had similar conditions and experiences [89, 99]. This pressing

information need has given rise to online physician rating (OPR) websites, where millions of

patients can share experiences by reviewing and evaluating their physicians. It is estimated

that popular OPR websites, such as Vitals.com and RateMDs.com, are consulted by at least

30 Internet users in the U.S. and have significance influence on people’s choices of healthcare
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providers [47].

Data from OPR websites (henceforth called OPR data) cover a variety of inforamtion. This

includes physician profiles (specialty, experience, accepted insurance, etc.), overall satis-

faction ratings (1-5 stars), break-down ratings (along multiple dimensions such as compe-

tence, wait time, bedside manner, etc.), and open-ended reviews written by patients. This

data provides a unique lens through which many stakeholders can obtain insights. For ex-

ample, healthcare providers can better understand patient concerns to improve quality of

care; health informatics researchers can gain better understanding of consumers’ informa-

tion needs; healthcare consumers such as patients and caregivers can be empowered through

better information access; government agencies can design more comprehensive healthcare

quality assessment surveys [1].

OPR has been increasingly studied in the research community. Early studies focused on ana-

lyzing consumer ratings as these structured data can be easily processed at scale. One type of

work cross-checked consumer ratings against professional surveys and clinical performance,

and they discovered inconsistent results. Gao et al. found that ratings on RateMDs and

measurements from the official state medical board had significant positive correlation with

an increasing support from 2005 to 2010 [82]. However, Daskivich et al. found that online

ratings failed to correlate with experience than objective treatment outcomes, and therefore

consumer ratings may reflect different aspects of concerns than those in official surveys. Such

inconsistency is likely due to the fact that OPRs are based more on consumers’ subjective

experience than objective treatment outcomes, and therefore consumer ratings may reflect

different aspects of concerns than those in official surveys [59].

Compared to ratings, free-text reviews in OPR websites are more nuanced and carry richer

information about patient concerns. However, the sheer amount of unstructured reviews

makes it infeasible to conduct exhaustive analysis. As a compromise, previous researchers

take one of two approaches. The first approach samples a relatively small set of reviews from
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the big OPR data for a focused qualitative analysis. For example, Lopez et al. analyzed 712

reviews from Yelp and RateMD and identified three major themes: technical competence,

interpersonal manner, and system issues [129]. Kilaru et al. used a grounded theory approach

to analyze 1,736 reviews of emergency department (ED) care on Yelp and found that similar

topics are shared between Yelp reviews and those in official surveys [116]. These studies,

while providing deep insights into patient concerns, only covered a small sample of all reviews.

To scale up the analysis, the second approach employs machine learning techniques such as

statistical topic modeling to extract topics (each topic consisting of a list of keywords) from

large-scale consumer reviews. For example, Wallace et al. adopted the three themes identified

in Lopez et al. and applied topic modeling on nearly 60,000 reviews from RateMD [199]. A

recent analysis discovered three general topics (hospital-level services, communication skills,

and professional skills) from a Chinese OPR website [152]. While these studies demonstrate

the potential of computer-assisted qualitative analysis [53], the extracted topics were often

coarse-grained and provided only the high-level categories of topics without identifying any

detailed aspects under each top topic. Indeed, interpreting topics extracted from consumer-

generated reviews can be challenging [49], especially when review texts have short lengths,

correlated topics, and nested subtopics [187].

3.1.3 Material and methods

Data description

Vitals is one of the largest OPR websites for healthcare consumers to provide or access

evaluations of physicians in the U.S [113]. The site has 127,300 unique daily visits according

to Google Trends. The site provides basic information on physicians, such as their locations,

gender, and year of experience, etc. Patients are able to score a doctor on a Likert scale of 1

(poor) to 5 (excellent), write a review and selectively make a detailed quality rating across

eight dimensions: Wait Time, Easy Appointments, Promptness, Friendly Staff, Accurate
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Diagnosis, Bedside Manner, Spends Time with Patients, Appropriate Follow-up. In this

study, we collected and analyzed 1,065,631 OPRs posted from January 1, 2008 to November

4, 2018 for 102,540 family physicians in the U.S. on Vitals.

Method pipeline

We employed a multi-level qualitative analysis method pipeline. The basic idea is to take a

top-down approach to mining a large-scale review corpus. We first identified coarse-grained,

high-level topics, and then identified fine-grained, low-level subtopics (or detailed patient

concerns) under each topic. To scale up the analysis to a large corpus, we combined manual

coding with machine learning in both stages. For our text analysis, we only included the

1-star and 5-star reviews that have more than 20 words. We chose this subset because they

represent the majority of the reviews and are long enough to be informative. In addition,

1-star and 5-star reviews convey direct negative and positive emotions, while the moderate

reviews (2, 3 and 4-star) often convey mixed feelings, which is challenging to disentangle.

Mining coarse-grained topics

To identify coarse-grained topics, we conducted qualitative coding on a sample of reviews,

and then used supervised machine learning to generalize the codes to all reviews. We did

not use topic modeling to automatically discover coarse-grained topics, because algorithms

like latent Dirichlet allocation extracted uninterpretable topics with mixed content in pi-

lot experiments. Indeed, these algorithms work well when topics are well separated [187].

However, themes in OPR reviews are often mingled. For example, dissatisfied consumers

often simultaneously complain about lack of clinical competence and bad interpersonal man-

ners. (Semi-)supervised topic modeling is not pragmatic either as it assumes that qualitative

analysis has been done in the first place [199].

To ensure that each review contains enough information for qualitative coding, we only

considered reviews with at least 20 words. This resulted in a corpus with 207,029 free-text

reviews.
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1. Qualitative coding of reviews: We used concepts from a validated patient complaint

taxonomy initially proposed by Reader et al to guide our coding [161]. We chose this

taxonomy because it was built through a systematic synthesis of patient complaint

literature and has been validated and used in many patient satisfaction studies17.

200 reviews were randomly selected and coded by two annotators separately. The

two annotators discussed to resolve disagreements and reached an agreement ratio

above 80%. In this annotation stage, the annotators found that the three concepts in

the taxonomy (management, clinical, and relationship) captured all the topics in the

reviews and no new topics emerged. The two annotators separately coded another 400

reviews, resulting in a set of 600 annotated reviews. In this training set, 59.3% were

labeled as including clinical topics, 34.2% management, and 75.5% relationship.

2. Supervised review classification: We used the 600 annotated reviews as training data

to train text classifiers that assign topics to unannotated reviews. A review was rep-

resented as a feature vector by taking the average of its word vectors, known as a con-

tinuous bag-of-words representation [138]. Words were represented as 100-dimensional

vectors trained by the word2vec algorithm on the review corpus. We trained one clas-

sifier for each topic, so that each classifier decided whether a review belongs to a topic.

This allows a review to have multiple topics. We chose gradient boosted decision trees

as the underlying classification model, as it showed higher accuracy than support vec-

tor machine or random forest. Two hyperparameters, maximum depth of trees and

minimum sum of instance weights in a leaf, were optimized for each classifier. Under

10-fold cross validation, the classifier achieved 84% F1-score on management, 86.7% on

clinical, and 92.5% on relationship. These machine predictions are remarkably accurate

since they are about the same as human agreement rate.

3. Estimating word-topic relatedness. We measured the relatedness between a word and

a topic as the probability of a word being classified into a topic, according to the
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corresponding topic classifier.

Mining fine-grained concerns

To identify fine-grained concerns (or aspects) under each topic, we ran a clustering algorithm

on topic-related words, and then examined and annotated these word clusters. Here we

adopted word clustering instead of manual coding as we found empirically that such an

algorithm could already discover interpretable aspects. This is likely because latent aspects

are almost uncorrelated under the same topic (i.e., conditionally independent [61]) and give

rise to distinct word clusters.For each topic, we clustered 3,000 words ( 10% vocabulary size)

with the highest word-topic relatedness computed in (3).

1. Unsupervised word clustering: Given topic-related words under each topic, we ap-

plied k-means algorithm over the word vectors (learned in Step 1). Euclidean distance

between two vectors is used as the distance measure. These clusters represented can-

didate aspects under each topic that expressed fine-grained patient concerns. To avoid

omitting aspects, we set k = 20 clusters for each topic, which is more than twice the

number of aspects in previous work [161].

2. Qualitative coding of word clusters: Two annotators independently examined 10 words

closest to each cluster centroid to determine its meaning. Inspired by the divide-

and-merge methodology for clustering [51], we manually merged clusters with similar

meaning. If two clusters exhibited opposite attitudes towards the same subject matter,

they were also merged. Our manual coding was also guided by Reader et al.’s taxonomy

[161].

3. Estimating review-aspect relatedness: We measured the review-aspect relatedness as

the reciprocal of cosine distance between the review document vector to the cluster

centroid of aspect. Since a review may talk about more than one aspect, we calculated

the review-aspect distance for all aspects under that topic and assigned the normalized
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relatedness to a review instead of assigning the closest aspect to it.

The overall method pipeline is depicted in Figure 3.1.

Figure 3.1: Method pipeline.

3.1.4 Results

This section will first provide an overview of the dataset through consumer rating analysis,

and then report the coarse-grained topics and fine-grained aspects identified through our

novel computer assisted qualitative coding process.

Consumer ratings

The rating distribution at the review-level is J-shaped, with 66% being 5-star, 16% 1-star

and the rest 18% in the middle, and is consistent with previous findings [113]. At the

physician level, the average rating is 4.039 and the standard deviation is 0.926, indicating

that physicians tend to receive favorable ratings overall. The average number of reviews a

62



physician received is 10.44 and the standard deviation is 13.2. 24.5% of the physicians only

received one or two reviews, suggesting a highly skewed distribution of the number of reviews

at the physician level.

While the website allows users to rate physicians on 8 sub-categories listed above, more than

half of the reviews did not have any of the 8 categories rated. Among them, wait time and

follow-up have higher unfilled proportions. Moderate reviews (2, 3&4) tend to have more

unrated subcategories compared to extreme reviews (1&5). Specifically, 41% of the 1-star

reviews have all of the 8 categories unrated, 45% for 5-star reviews, while 72% of the 3-star

reviews have all of the 8 categories unrated and 65% for the 4-star reviews.

Coarse-grained topic analysis

The reviews were classified using the machine learning model to decide whether they include

the three topics: relationship, clinical, and management. Relationship refers to interaction

between patients and physicians. This could include their communication and physicians’

empathy toward patients. Clinical refers to patients’ perceived quality of care. Manage-

ment refers to institutional managerial issues. For example, patients complained about long

waiting time and difficulty scheduling appointments.

Among 207,029 1-star and 5-star reviews with at least 20 words, 193,360 (93.4%) were

predicted relevant to relationship, 146,358 (70.7%) to clinical, while only 78,391 (37.9%) were

predicted relevant to management. This suggests that overall health consumers wrote more

about physician-patient relationships and clinical issues than management when evaluating

physicians online. Nearly one fifth of the reviews (43,331, 20.9%) were classified to include all

the three topics. 126,103 (60.9%) reviews talked about 2 topics, 35,909 (17.3%) mentioned 1

topic, and 1,686 (0.8%) did not belong to any topic. Those reviews that do not include any

of the three topics mostly provide general evaluations such as "He is over all a very good dr.

I have been going to him for over 20 years. I have no complaint."
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Topic Words Example Proportion

Relationship

listening, attentive, respectful,
receptive, interrupt, hurry,
rush, belittling, empathetic,
unconcerned

Dr. X is one of the nicest Dr’s I’ve met here. He
took the time to listen completely without
interruption and he explained in a way and
could understand.

93.4%

Clinical

anemia, dangerously, remedy,
beneficial, diagnoses, anti-
inflammatory, insightful, gallbladder,
evaluation, recommendations

I was initially upset because he wanted to do a lot
of workup on my heartburn, but I am glad he did. It
turns out it was my heart and not acid reflux.
Thank you!

70.7%

Management

rescheduled, 8am, appointments,
follow-ups, billing, insurance,
understaffed, chaotic,
expired, wednesday

Once a patient it’s becomes increasingly hard
to get an appointment or seen in between
the "follow-up" visits. It’s all about the dollar.

37.9%

Table 3.1: Coarse-grained topics.

Table 3.1 presents the three topics, words highly related to the topics, selected examples and

the proportions. The words have high correlation with the corresponding topics are selected

based on word-topic relatedness in Method (3). We replaced real physician names with X

to preserve privacy. We kept the misspellings, grammatical errors and capitalization as they

appeared in the original dataset. To find the trigger of leaving positive/negative reviews, we

made a comparison on the topic distribution of 5-star and 1-star reviews as shown in 3.2.

Both clinical and relationship related issues appeared slightly more in 5-star reviews than in

1-star reviews. However, management was discussed much less in 5-star reviews as compared

to in 1-star reviews. Only around 20% of the 5-star reviews discussed management, while

more than 60% of the 1-star reviews discussed management. The proportion of management

related reviews in 1-star reviews and 5-star reviews is significantly different (p < 0.05).
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Figure 3.2: Topic distribution in different ratings.

Fine-grained aspect analysis

To extract the fine-grained aspects under each topic, we combined unsupervised word vector

clustering and qualitative coding. We summarized our findings in Table 3.2–3.4. Since a

review can include multiple topics and aspects, the review examples we put under one aspect

can also be under several other aspects. Note that the sum of aspect proportion under a

topic equals 1 because we assigned the normalized relatedness of each aspect to a review.

There are four aspects identified under relationship: Patience, Communication, Respect and

Compassion as shown in Table 3.2. Patience refers to whether physicians spend time with
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Aspect Keywords Examples Proportion

Patience

hurry, rush, examines,forgets,
interrupting, cuts,
interrupts, intently,
dismisses, patiently

I have the up most respect for Dr. X. She iskind,
patient & her appointments are prompt.
She answers all your questions & is not
hurried. I believe she schedules patients 30
minutes apart. 1 visit with her is like multiple
visits with an Urgent care doctor.

30.3%

Communication
listening, addressing,dismiss,
evaluate, brushed, voiced, hears,
brush, receptive, express

I really felt he had an excellent presence and
extremely helpful. He took time to listen to my concerns
and cared about my issues. I would highly recommend
him to family/friends.

25.0%

Respect

belittling, patronizing,sarcastic,
smug, abrasive, unconcerned,
unsympathetic, hostile, combative,
argumentative

Very arrogant and patronizing, also quite
inappropriate and rude at times. Did not care
to look for a resolution to my ailment. After
two years of this my last interaction with him
made me switch physicians.

23.1%

Compassion

empathetic, thoughtful,
respectful, approachable,
considerate, insightful,
informative, personable,
conscientious,
sympathetic

Dr X truly makes you feel you are his only
patient..He is empathetic sympathetic and very
kind...Many days we have cried together...God
could not created a better human being to be a
Dr to administer care for the sick...I am so
grateful to be a patient

21.9%

Table 3.2: Aspects under Relationship.

patients in person. Some patients felt being rushed during clinical encounters and were often

ignored or interrupted. Communication refers to the quality of patient-provider conversa-

tion. Patients commented on whether physicians listened to and addressed their questions.

Respect refers to whether patients were treated in a respectful manner. For instance, some

patients reported that their physicians were arrogant and abrasive. Compassion refers

to the tenderness, compassion and sympathy toward patients. For example, some patients

described their physicians as empathetic and sympathetic.

Our cluster analysis shows that when patients talk about relationship-related aspects, they

tend to write using more emotional terms and strong adjectives to express their dissatisfaction

or compliment, such as "He is empathetic, sympathetic and very kind" in the example for

Compassion and "Very arrogant and patronizing, also quite inappropriate and rude at times"

in the example for Respect. In addition, though we manually merged the clusters, some of

the relationship-related aspects are not exclusive from each other. For instance, in the

example for Communication, "He took time to listen to my concerns and cared about my

issues" also reflects the patience and compassion of the doctor. Besides, we also found when
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talking about communication issues, patients are more likely to mention whether physicians

listen to their concerns instead of whether the doctors express precisely, which echoes the

importance of listening in doctor-patient communication as previous work suggested [109].

For the topic clinical, five aspects were identified: Treatment, Diagnose, Medication, Personal

Conditions and Professional skills, as shown in Table 3.3. Treatment refers to how physi-

cians treat patients’ diseases. For instance, patients described the kinds of treatment plans

and whether they turned out to be effective. Diagnose refers to the assessment and judge-

ments of clinical symptoms. For example, patients described how the physicians diagnosed

them and whether they have been misdiagnosed. Medication refers to the prescription and

administration of medications. Patients listed the names or types of medications that they

were prescribed such as anti-depressant and anti- inflammatory. Personal conditions refer

to patients’ personal health conditions, medical history and symptoms. Professional skills

refer to physicians’ overall clinical competence. Patients generally used adjectives to describe

their perceptions of the clinical competence of physicians. For example, they may describe a

physician as "meticulous", "well-informed" or "astute". We observed that in clinical-related

OPRs, the five aspects tend to be discussed collectively. For example, the following review,

"39 year old male here. I have been dealing with occasional hip pain on and off for years.

Dr. X did a physical exam and X-rays. I was diagnosed with bursitis and tendinitis. Some

anti inflammatory meds were prescribed which worked. This was good news since I really

didn’t want to pay for an mri or have surgery. I realize that not everyone may not be so

lucky with their diagnosis. He spent a lot of time with me and yet I still feel like I was in

and out. His staff was kind and courteous. I rarely write reviews but my experience was

just too good to not mention", first describes the whole procedure from providing personal

medical history (occasional hip pain), being diagnosed (bursitis and tendinitis), and to being

prescribed medications (anti-inflammatory). At the end, the review makes an evaluation of

the doctor’s overall professional skills based on the previous procedures.
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Aspect Keywords Examples Proportion

Treatment

possibilities, protocol, appropriately,
prognosis, method, symptoms,
remedy, pharmaceuticals,
determining, effectively

Dr. X diagnosed and effectively treated a very
burdensome problem that many previous
physicians could not help me with

23.8%

Diagnose

diagnoses, conclusions,
direction, prognosis,
recommendations, findings,
possibilities, assessments,
evaluation, judgements

Dr X did not listen to our needs. She was very
full of herself. misdiagnosed sinus infection as
a virus. Had to go to another doctor to get
treated.

22.2%

Medication

anti-inflammatory, prednisone,
inflammatory, anti-depressant,
zoloft, depressants, toxic,
temporary, topical, statins

I went to her throughout my pregnancy. She
recommended antidepressants such as Zoloft
which cause birth defects. She had no idea of
what she was doing. Even the nurses that
worked with her told me that I should switch
doctors.

19.2%

Personal
conditions

pulmonary, ovarian,
gallbladder, colon, cancerous,
artery, lymph, cervical, fluid,
blockage

Definetely i do not recommend this dr. to nobody, I
had my gallbladder removed last year and
this surgery went bad. I had unexpected life
threatening complications. She never took the time
to figure out what she did wrong in the surgery.
Result of this procedure i was admitted to hospital 5
and a half months . weeks of being intubated.
i also have permanently health impairments.

17.6%

Professional
skills

diligent, insightful, intuitive,
keen, astute, meticulous,
forthright, realistic, well-
informed, precise

Dr. X is thorough, insightful, kind and
accurate. He quickly diagnosed my case and
proposed a plan and solutions. I wish he were
available as a primary care doctor–he is a top
flight emergency physician!

17.2%

Table 3.3: Aspects under Clinical.

We identified five aspects that fall under management: Timing and access, Bureaucracy, Fi-

nance and billing, Service issues and Staff and resources, as shown in Table 3.4. Timing and

access refer to timely and easy access to healthcare services. For example, patients com-

mented on their waiting time to be seen by doctors, and ease of scheduling and rescheduling

appointments. Bureaucracy refers to the administrative rules with the healthcare organi-

zation. For instance, it may involve having a prescription verified and getting a signature

or authorization from the office. Finance and billing refer to the financial components of

healthcare services such as insurance, billing and payment. For example, users shared their

experience of being overcharged or having difficulty in their billing processes. Service issues

refer to hospital services provided for patients in their encounters. These include follow-ups

and resolving issues. For example, a patient wrote that the billing code was entered incor-

rectly, and no one has followed up and resolved this problem. Staff and resources refer

to whether the healthcare organization has adequate and well-trained staff and appropriate
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Aspect Keywords Examples Proportion

Timing and
access

noon, wednesday, tuesday,
thursday, rescheduled, 8am,
app, 10:30, notified,
reminder

Once a patient it’s becomes increasingly hard
to get an appointment or seen in between the
"follow-up" visits

22.1%

Bureaucracy

verified, expired, insist,
declined, processed,
application, signature,
issued, authorizations,
approve

can’t get anyone to ever call me back for
follow up and for help with getting prescriptions
sent out or verified.

21.9%

Finance and
billing

charging, co-pays, cards,owed,
250, fees, payments,
refund, agency, deductible

HE IS EXCELLECT, JUST VERY UNAWARE THAT
HIS STAFF IS CHARGING FULL ENGORGED
OFFICE PRICES FOR CASH PAYMENTS,
DESPITE INSURE COMPANIES ONLY PAY
ABOUT A THIRD AND ITS ACCEPTABLE FOR
THE INSURED!!!!

21.2%

Service issues

processes, informs, speed,
follow-ups, monitors,
consultations, adjusts,
receptive, conflicting,
resolution

Dr. X is a caring and problem solving doc. she
always support and provides her best consultations
at par. she and her nurse practitioner provides
support even if we had left them a message and they
phoned us back providing the refer and
consultations.

17.5%

Staff and
resources

inefficient, unwelcoming,
sloppy, untrained,
understaffed,
uncooperative, inattentive,
clerical, chaotic, staff’

Dr. X is professional, engaging and pleasant. The
receptionists and other low-level staff are, however,
quite unprofessional. They all need training on how
they handle people and how to conduct themselves
in an office or she will lose patients based purely on
her staff’s behavior

17.3%

Table 3.4: Aspects under Management.

resources. Among the five aspects, timing and access, bureaucracy and finance and billing

are mentioned most. We also noticed that management-related OPRs are significantly longer

than relationship-related OPRs and clinical-related OPRs, which could be attributed to a

more detailed description when talking about aspects under management.

Figure 3.3 showed the distribution of different aspects mentioned in 1-star and 5-star re-

views. Each topic-relevant review was assigned one aspect. Overall, a physician’s patience,

compassion, professional skills, accurate diagnosis, effective treatment and good services are

appreciated by patients in positive (5-star) reviews. In negative (1-star) reviews, patients

often refer to their personal conditions and medication to contextualize their complaints,

especially on lack of respect and bureaucratic processes.
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Figure 3.3: Aspect distribution in different topics and ratings.

3.1.5 Discussion

In this paper, we developed a novel computer-assisted qualitative coding methodology to

mine coarse-grained topics and fine-grained aspects from consumer-generated OPR data.

Through manual coding and supervised machine learning, we extracted three major topics

from OPRs: management, clinical, and relationship. Through unsupervised word vector

clustering and qualitative coding, we further identified fine-grained aspects such as timing

and access, diagnosis, and communication.

A general methodology for fine-grained analysis of consumer-generated texts.

Free-text patient reviews are often mixtures of factual topics intertwined with personal feel-

ings across multiple dimensions and granularities. To fully uncover the fine-grained semantics

from texts, it is unrealistic to solely rely on unsupervised algorithms such as topic modeling

70



or their semi-supervised variants that only take one round of human input. Instead, an inter-

leaving of human coding and machine learning is essential to achieve nuanced understanding

of these texts. This work introduces a novel analysis methodology that takes a divide-and-

conquer approach: it first divides the content into coarse-grained topics, and then zooms in

on each topic to locate fine-grained concerns. Human coding is amplified through supervised

learning in the first stage and aided by unsupervised learning in the second stage. Together,

the methodology effectively interleaves a small but essential amount of human effort with

the large-scale processing capability of machine learning in a qualitative analysis task. This

general methodology can be useful in a variety of scenarios where fine-grained analysis of

consumer-generated texts is needed.

Implications for healthcare service quality improvement.

At the coarse-grained topic level, we found that relationship was discussed in 93.4% of the

reviews, suggesting that patient-provider relationship is of high-priority for patients. In

addition, we found that users discussed management-related topics much more often in 1-

star reviews than in 5-star reviews. A hypothesis to explain this phenomenon is that poor

management would greatly affect patients’ experience with healthcare service, while good

management is less noticeable and thus not frequently mentioned in favorable reviews. This

finding echoes with previous work which suggests that “[...] 80-94 percent of the damage

done by poor service quality is traceable to managerial actions or the system set up by man-

agement.” [77] Therefore, though management is not directly related to clinical performance,

it could be the triggers for healthcare consumers to leave unfavorable reviews online. These

findings also suggest that the inconsistency between online physician ratings and objective

clinical performance could be in part due to the fact that they are evaluating very differ-

ent aspects. Healthcare providers and government agencies should consider better ways of

measuring healthcare consumers’ satisfaction with their services by gaining insights from

consumer-generated online data and including more non-clinical related aspects. Through

unsupervised word vector clustering and manual coding, we were able to identify fine-grained
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aspects that greatly complement OPR literature by providing a granular and richer descrip-

tion of healthcare consumers’ narratives on OPR websites, which shed light on more sub-

stantial solutions to improve healthcare service quality. We found that consumer-generated

OPR data encompass a wide range of healthcare service aspects, including timing and ac-

cess, finance and billing, diagnoses, medication, and communication, etc. In management

related reviews, timing and access, bureaucracy and finance and billing were mentioned more

often than staff and resources and service issues. This indicates that healthcare consumers

discussed more about whether they had timely and easy access to healthcare services and

whether their interaction with the healthcare organization was smooth.

Limitations and future work

First, we only studied one OPR website and the findings may not generalize to other OPR

websites with different designs or target users. Second, we only included family physicians

in this study. Patients may value different aspects of family physicians compared to other

specialists such as surgeons and dentists. We plan to conduct cross-platform and cross-

specialty comparisons in our future work.

3.1.6 Conclusion

We developed a novel computer-assisted qualitative coding method to mine multi-level pa-

tient concerns from a large-scale heterogeneous OPR corpus. We identified coarse-grained

topics (management, clinical, relationship) as well as fine-grained aspects (e.g., bureaucracy,

diagnosis, communication) which provide more granular and richer information of patients’

evaluation of healthcare quality online. Our results compliment previous OPR research by

contributing the multi-level patient concerns and the novel method for mining large-scale

heterogeneous consumer-generated texts.
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3.2 Study 2B: Why do people oppose mask wearing?

A comprehensive analysis of U.S. tweets during the

COVID-19 pandemic

3.2.1 Study summary

During the COVID-19 pandemic, facial masks were debated heatedly as a personal protective

equipment in the United States. As a result, the mask adoption rate in the United States

was also lower than in other countries. The rationales for opposing mask wearing and how

public perceptions evolve over time are not well studied to inform more effective public

health communication. In this study, we analyzed a total of 771,268 U.S.-based tweets

between January to October 2020. We developed machine learning classifiers to identify

and categorize relevant tweets, followed by a qualitative content analysis of a subset of the

tweets to understand the rationale of those opposed mask wearing. We found that while the

majority of the tweets supported mask wearing, the proportion of anti-mask tweets stayed

constant at about a 10% level throughout the study period. Common reasons for opposition

included physical discomfort and negative effects, lack of effectiveness, and being unnecessary

or inappropriate for certain people or under certain circumstances. The opposing tweets were

significantly less likely to cite external sources of information such as public health agencies’

websites to support the arguments. The results may inform better communication strategies

to improve the public perception of wearing masks and, in particular, to specifically address

common anti-mask beliefs.
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3.2.2 Introduction

The coronavirus disease 2019 (COVID-19) pandemic has caused significant morbidity and

mortality across the globe. On December 28, 2020, there were 441 861 new confirmed cases

worldwide, with 145,959 of these being in the United States [209, 43]. While scientific

research has advanced our knowledge of the disease, new therapeutic treatments have been

developed and vaccines are now approved and available, widespread adoption of individual

protective behaviors, such as wearing personal protective equipment and practicing social

distancing, remains crucial to reducing the spread of COVID-19 [43]. Despite a handful of

studies questioning the effectiveness of community mask wearing [36, 145], it has been shown

that facial masks, even if homemade, can lead to a decrease in mortality by more than 20%

if worn by more than 80% of community members [71].

The benefits of facial masks can only be realized when most people wear them, which is

known as universal mask use [185]. While several countries (eg, Singapore, South Korea,

China) have achieved this goal [114], promoting widespread mask wearing in the United

States has encountered substantial obstacles. Besides cultural norms dictating that only

the sick wear masks, the anti-mask opinion held by some government officials, and shifting

positions by U.S. and international public health authorities, have added confusion to the

debate. In particular, the U.S. Centers for Disease Control and Prevention (CDC) initially

recommended against public mask wearing on February 27, 2020 [44]. However, on April

3, the CDC reversed its position to instead recommend universal mask use [41]. Then,

on April 6, the World Health Organization (WHO) issued an advisory stating that healthy

individuals do not need to wear masks, directly contradicting the CDC’s recommendation.10

Further, there has been significant variation across state and county health departments on

mask-wearing policies, and the debate on whether or not there should be a national mask

mandate in the United States remains unsettled [211].
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While surveys by The New York Times, the Pew Research Center, and the CDC reported

a relatively high self-reported mask use rate in the United States (59%, 65%, and 74.1%,

respectively), the actual adoption rate is questionable. For example, in the same survey

conducted by the Pew Research Center, only 44% of the participants reported that members

in their communities were actually wearing masks all or most of the time when in public,

suggesting that social desirability bias may be affecting self-reported rates [41]. Further, all

currently available surveys used simple yes/no questions on mask wearing without soliciting

the rationales behind the opposing opinions [114, 41, 46]; only a handful of news outlets and

advocacy groups have provided excerpts from the public or conjectured on why some people

refused to wear masks [32, 110, 96, 175]. Finally, most of the existing surveys were carried

out at sporadic times for cross-sectional analysis in limited geographic areas. Continuous

monitoring of public perception across the country is rare, leaving a knowledge vacuum of

understanding how the public attitudes toward mask wearing have evolved over time since

the beginning of the pandemic [114, 41, 46].

To address these gaps, we analyzed a large Twitter dataset collected in the United States

from January to October 2020 to answer the following research questions (RQs):

1. (a) What is the general public’s attitude toward mask wearing in the United States?

(b) How has the general public’s attitude changed over time as the pandemic pro-

gressed?

2. Among those expressing an anti-mask opinion, what are their concerns or justifications?

3. What is the external source of information shared to support the pro- or anti-mask

arguments?

Based on the results of available conventional surveys, we hypothesize that the general

public’s attitude toward facial masking expressed through tweets would be generally positive,
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even though unfavorable viewpoints would not be uncommon. Further, this attitude would

have shifted over time as a result of changing CDC guidelines and local mask-wearing policies

and how such policies are enforced. We also hypothesize that anti-mask tweets would be less

likely to cite external sources of information especially from public health authorities.

3.2.3 Material and methods

We used a computer-aided qualitative analysis approach that combines machine learning

and qualitative content analysis. To answer RQ1 (changing attitude), we trained a machine

learning classifier to label personal opinions regarding mask wearing and to examine its

evolution over time. To answer RQ2 (concerns or justifications for opposition), we conducted

an in-depth qualitative content analysis of a random set of anti-mask tweets to examine the

common beliefs held by those who opposed mask wearing, as well as the reasoning behind

such beliefs. To answer RQ3 (sharing of external information), we quantitatively analyzed

the external evidence cited in the tweets, eg, by calculating the proportion from public health

authorities such as WHO and the CDC. The overall analytical flow is exhibited in Figure 3.4.

To protect the privacy of individuals, we paraphrased all tweets presented in the following

sections, instead of directly quoting the original tweets.

Data collection and preprocessing

Retrieving tweets

As this study concerns the public attitudes toward mask wearing in the United States, only

those geo-coded tweets falling into the coordinates of {-173.847656, 17.644022, -65.390625,

70.377854}, which approximately represents the continental United States, were included.

Geocodes are the main source of information that researchers could use to determine user

locations. While user profiles are available through the Twitter API, we did not opt to use
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“mask” OR “face cover” OR “cloth cover” OR “face cloth” OR
“mouth cover” OR “nose cover” OR “facial cover” OR “nose cloth”
OR “eye cloth” OR “mouth cloth”

Table 3.5: Search keywords

them for inferring geolocations because users’ locations specified at the point of registration

may not match their locations when relevant tweets were posted. Therefore, only the geolo-

cations attached to tweets meeting our criteria were used. Based on the estimate provided by

Twitter, approximately 1% to 2% of Twitter users opt to allow their geolocation information

to be tracked [14].

The data collection of this study covered a 10-month period between January 1 and Novem-

ber 1, 2020. It was conducted by leveraging the official Twitter API version 1.1, which

continuously retrieves all tweets meeting the search criteria from a stream of general tweets

that are located in the United States provided by Twitter [195]. The keywords used are

detailed in Table 3.5, which were developed based on a manual review of sample tweets in

addition to examining the search terms employed in prior research [167].

Further filtering

Social media data retrieved through keywords search may contain a substantial amount

of irrelevant content, eg, “face cloth” may refer to facial washcloth for makeup removal

[117]. To remove such noise, we manually analyzed a random set of tweets to examine

the characteristics of irrelevant posts (a total of 200 tweets were reviewed; saturation was

achieved after coding about 70 tweets). The results show that the majority of such tweets

fall into the following 2 categories: (1) those related to mask manufacturing or product

advertisements or that referred to other meanings of the word mask (eg, “The government

has been masking the fact that the it is a failure”); and (2) those pertinent to mask wearing

but did not express any personal attitude (eg, tweets that merely shared a URL with no

personal opinions explicitly stated), or the attitude is difficult to discern from the content of
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the tweet (eg, “Should you wear a mask?? COVID facemask comfortmask. Read this blog:

URL”).

To remove such tweets from further analyses, we developed 2 models using supervised ma-

chine learning. Model 1 (mask wearing classifier) is a text classifier for determining whether

a tweet is related to mask wearing in the COVID-19 context; and Model 2 (opinion ex-

pression classifier) determines whether a tweet contained personal opinions. To train these

models, we annotated a total of 1000 tweets through the following 2 steps. First, 2 authors

(L.H. and C.H.) separately coded a random sample of 200 tweets to calibrate the annotation.

The interrater agreement ratio was 0.93; differences were resolved in consensus development

meetings. Then, the same 2 authors independently coded an additional random set of 800

tweets. To prepare for text classification, all tweets were pre-processed by, eg, lowercasing,

removal of punctuations and hashtags, and stemming. Next, for each model, words were rep-

resented as 100-dimensional vectors trained by the word2vec algorithm [138]. To address the

issue of imbalance between relevant and irrelevant tweets in the training data, we used the

oversampling strategy as specified by Hilario et al [98]. Then, we tested several commonly

used machine learning models including support vector machine, XGBoost, and long short-

term memory (LSTM) network. The best-performing one, LSTM, was selected for further

analyses, which achieved the highest F1-score under 10-fold cross validation. LSTM, due

to its ability to account for sequential information and order dependencies, is particularly

suited for handling data such as time series and natural language. Extant literature has

demonstrated the predictive power of LSTM on natural language processing (NLP) tasks

such as document classification and sentiment analysis [204]. We added a dropout layer

(rate = 0.3) to avoid overfitting, a common technique used in the literature that randomly

removes units of neutral networks [81].

To identify tweets posted by social bots (ie, programmed Twitter accounts that generate posts

automatically) [74], we first applied Botometer [4, 214], a well-established social bot detection
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tool that has been widely used by researchers and organizations such as the Pew Research

Center [45]. Following Rauchfleisch and Kaiser’s recommendation, we used a random sample

of 500 distinct users from our dataset to validate the tool’s performance [160]. Two authors

(L.H. and C.H.) manually reviewed these users’ profiles (eg, profile picture, description,

account creation time, number of followers), tweeting history (eg, number of tweets, retweets,

and likes), and interactions with other users (eg, commenting on others’ tweets), in order

to determine if a user was a social bot or not. The interrater reliability is 100% when

calibrating based on 100 users’ data; none of these users were determined as social bots.

We then annotated the remaining 400 users; none of them were determined as social bots

either. On the contrary, Botometer labeled 29 (5.8%) users as social bots. However, based on

manual review, many of these users were simply hyperactive tweeters. Their online activities

did exhibit the normal behavior of human users, eg, the content that they posted did not

appear to be automatically authored and they participated in active interactions with other

Twitter users. Removing these users could thus result in systematic biases in our analysis of

the data.
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Figure 3.4: Method flowchart. RQ: research question.

Data analyses

RQ1a: Attitude

To classify public opinions toward mask wearing, we first applied the sentiment analysis

approach which has been commonly used in the literature to study attitudes expressed in

social media data [93]. We tested 4 off-the-shelf sentiment analysis tools that have been

most commonly used: VADER (Valence Aware Dictionary for sEntiment Reasoning) [107],

TextBlob [13], Stanford NLP [133], and Linguistic Inquiry and Word Count (LIWC) [188].

We manually annotated the sentiment of 500 random tweets and compared the results to the

outputs of these tools. We found that none of these off-the-shelf tools was able to produce

80



accurate attitude classifications, at least not in our study context. The results produced

by VADER, TextBlob, Stanford NLP, and LIWC achieved low F1 scores of 59%, 57.4%,

58.6%, and 51.9%, respectively. This is likely because of domain transfer- ability issues, ie,

such tools are often trained with text corpora from non-healthcare domains such as movie

reviews. Also, in our study, positivity of the sentiment is often not consistent with the mask

wearing attitude expressed. For example, users tend to use strong negative tones such as

“Fuck. Mask On! ” to encourage others to wear masks, the sentiment of which was labeled

by the off-the-shelf sentiment analysis as negative, even though the tweet was in fact in favor

of mask wearing.

Thus, we developed a specialized machine learning model (model 3 [attitude classifier]) in-

stead, using the same approach adopted in model 1 and model 2. This produced an LSTM

text classifier for attitudes, trained based on 500 annotated tweets.

RQ1b: Evolution of attitude

Further, to investigate the temporal trend of public attitudes toward mask wearing, we

grouped tweets by week and calculated the per- centage of tweets expressing support for,

or opposition to, mask wearing on a week-to-week basis. We also analyzed word frequen-

cies based on term frequency-inverse document frequency to assess changes in commonly

discussed topics related to mask wearing over time.

RQ2: Concerns or justification for opposition

We conducted a manual qualitative content analysis on a random set of tweets posted by

distinct users in order to answer RQ2 (“among those expressing an anti-mask opinion, what

are their concerns or justifications”). We did not opt to use a computational approach for

this RQ because the concerns expressed in tweets were heterogeneous and subtle that were

challenging for the machine to classify. For example, the following tweet, “Where I live in

Los Angeles—You can’t get groceries without a mask... In reality, very few are sick in CA.

250 out of 40 million have died, most with preexisting health issues,” implies that coronavirus
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does not cause many casualties and masks are not necessary; hence, the attitude expressed

in this tweet was opposing mask wearing. This level of natural language understanding is

difficult for currently available lexicon- based tools or machine learning models to disentangle,

especially on short texts such as tweets [187]. We therefore decided to qualitatively analyze

such concerns and justifications for opposing mask wearing. We used grounded theory to

code the data [55]. Using this method, we first randomly selected 100 tweets for open coding

to generate a set of initial codes (eg, perceived physical harm and discomfort). Differences

were resolved through consensus development research meetings, which produced a final set

of codes for coding the rest of the data. During the open coding, saturation was achieved

after coding approximately 70 tweets.

Based on the finalized codebook (provided in Appendix A), 2 authors (L.H. and C.H.) inde-

pendently coded 100 randomly selected tweets to calibrate coding. The interrater reliability

was 0.87. Then, each of them separately coded an additional set of 200 randomly selected

tweets. Thus, in total, 500 tweets were coded and analyzed to answer this RQ.

RQ3: Sharing of external information

In this analysis, we extracted all external URLs embedded in the tweets (eg, websites, images,

or videos). We then calculated and compared the proportion of pro- and anti-mask tweets

that cited external sources of information. Then, we analyzed the nature of such external

information, for example, whether the information originating from public health authorities

such as the WHO, the CDC, and state- or county-level health departments (based on the

URLs [eg, “cdc,” “who,” “.gov”, “.int”]) was cited differently between the pro- and anti-mask

groups.

We further did a drill-down analysis through manually reviewing a random set of 100 anti-

mask tweets that contained external links. The objective was to specifically investigate what

types of external information was used to support the anti-mask attitude. To do this, we

read each of these tweets and followed the external links to review and analyze the source
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information cited (eg, news articles, journal papers, and videos and images).

3.2.4 Results

A total of 771,268 tweets met our inclusion criteria. Model 1 (personal mask wearing clas-

sifier) achieved an F1 score of 84.48% under 10-fold cross validation. After applying this

model, 463,369 tweets that were not relevant to mask wearing were removed. The remaining

307,899 tweets were then analyzed using model 2 (opinion expression classifier), the purpose

of which was to exclude tweets that did not express a personal opinion, or the opinion was

difficult to discern. Model 2 achieved an F1 score of 86.38% under 10-fold cross validation.

This model further removed 40,747 irrelevant tweets, leaving a total of 267 152 tweets used

in the subsequent model 3 (attitude classifier) analysis. Model 3 achieved an F1 score of

90.16% under 10-fold cross validation.

Descriptive analysis

Figure 3.5 exhibits the temporal trend of relevant tweets from January 1 to November 1,

2020. Several distinct phases can be observed. Phase I started on February 27, around the

time when a statement was issued that the CDC “does not currently recommend the use of

face masks,” [41] and ended around March 30, representing a gradual increase in the volume

of relevant Twitter discussions. Phase II lasted until around June 1, representing continued

public interests in the subject with some fluctuations in tweet volume. A sharp increase of

the number of relevant tweets followed, starting around June 2 and lasting approximately

1 month until July 6 (phase III), which may be associated with public reactions toward

facial mask mandates by large states such as California. This phase was followed by another

dramatic increase of relevant tweet volume (phase IV), leading toward a second peak around

July 13, before returning to the phase II level, around July 20. The last phase, phase V,

showed a downward trend of relevant tweet volume until the end of October, when the data
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collection for this study stopped.

Table 3.6 reports the results of a word frequency analysis for examining the evolution of

commonly discussed topics across these 5 distinct phases. Initially, in phase I (2/27-3/30),

the discussions focused on symptoms of COVID-19 and its mechanisms of transmission. In

phase II (3/31-6/1), frequently appearing topics included daily experience coping with the

pandemic and the reactions to the recommendation of wearing facial masks by the CDC.

Frustration and distress can be observed in phase III (6/2-7/6), expressing strong sentiments

toward mask wearing. This could be associated with many circumstantial factors such as

isolation, mask mandates, and a series of protests that broke out across the United States.

The facial mask discussions continued in phase IV (7/7-7/20), and in phase V (7/21-10/31),

moved on to focus on school reopening and the U.S. general election.

1/7: 2019-nCoV 
identified

2/27: CDC “does 
not currently 

recommend the 
use of face masks”

6/18: California 
mandates state-

wide mask wearing

4/3: CDC 
recommended 

“cloth face 
covering”

4/17: New York 
mandates state-

wide mask wearing

4/8: New Jersey is 
the first state to 
mandate mask 

wearing

Volume Percentage of Opposing Tweets

Phase I Phase II Phase III Phase
IV

Phase V

Denotes State Mask Wearing Mandate

Volume Percentage

Figure 3.5: Temporal change of tweet volume and attitude. CDC: Centers for Disease Control
and Prevention.
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Phase Frequently observed words Topic

Phase I (2/27–3/30)
symptoms, coughing, sneeze Symptom

droplets, mouth, touch, skin,
airborne, respiratory, spreading

Mechanism of
transmission

protection, sanitizer, hand, washing,
soap, water, sleep, eye, face, wash,
clean, mask, scarf

Best practices for
personal protection

Phase II (3/31–6/1)

walking, breath, grocery, outside, seeing,
wear, people, place, public, stores,
shopping, car, talking, shop

Daily experience during
the pandemic

CDC, cloth, mask, bandana, mask, wearing,
apart, home, covering, homemade, protect,
quarantine

CDC recommendation on
facial mask wearing

Phase III (6/2–7/6) fucking, dumb, stupid, wrong, bad, fuck, hate,
damn, hard, selfish, lives, risk Distress with strong emotions

Phase IV (7/7–7/20)
people, asthma, mask, mandate, science, enough,
children, folks, mandatory, life, rights,
never, shut, refuse

Continued discussion on a variety
of topics

Phase V (7/21–10/31) kids, family, wear, school, safe, first, day School reopening

vote, trump, tested, distancing US general election

Table 3.6: Evolution of frequently discussed topics over time

RQ1a: Attitude

Overall, during the 10-month period, 87.56% of the relevant tweets (233,931) expressed a

supportive attitude toward mask wearing, whereas 12.44% (33,221) opposed it; the latter is

shown as the orange line in Figure 3.5. This finding confirms our hypothesis that pro- mask

tweets would outnumber anti-mask tweets; although the latter were not uncommon. Note

that in Figure 3.5, we only plotted data from February 27 onward, as the number of relevant

tweets at the initial stage of the pandemic was very small.

RQ1b: Evolution of attitude

As Figure 3.5 shows, initially, when the CDC recommended against the use of facial masks,

the proportion of opposing tweets was around 20%. This was followed by a gradual decrease,

and around the time when the CDC began to recommend mask wearing (April 3), the

proportion of opposing tweets had dropped to about 10% level. Between February and

October, there were a number of bursts in the volume of opposing tweets, all of which appear

to be associated with state-level mask mandates. The overall opposing rate nonetheless

remained around 10% to 15% throughout the study period.
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RQ2: Concerns and justifications for opposition

About one-fifth of the relevant tweets (17.69%) included external information (eg, websites,

images, or videos) to support the pro- or anti-mask arguments. Commonly used sources of

external information included other tweets (31,619), Instagram images (10,742), YouTube

videos (705), the CDC website (189), The New York Times (134), and CNN.com (134).

Table 4 shows a comparison between the pro- and the anti-mask groups. Those opposed

mask wearing appear to be much less likely to include external information in their tweets,

compared with those supporting. This difference is statistically significant (p < .05). Further,

the opposing group was statistically less likely to use external information from public health

authorities such as the CDC, WHO, and other state- or county-level health departments (p

< .05). These findings confirm our hypothesis that anti-mask tweets would be less likely to

cite external sources of information especially from public health authorities.

Based on the qualitative content analysis of a sample of opposing tweets revealed 6 major

categories of concerns or justifications for opposing facial masks: (1) physical discomfort or

negative effects (30.6%), (2) lack of effectiveness (27.4%), (3) unnecessary or inap- propriate

for certain people or under certain circumstances (17%), (4) political beliefs (12.2%), (5)

lack of mask-wearing culture (9.6%), and (6) coronavirus not a serious threat (3.2%). Table

3.7 provides more details on each of these categories.

As shown in Table 3.7, the most common concerns expressed in anti-mask tweets are related

to “physical discomfort and negative effects” (30.6%). These included difficulties in breathing

and causing sweaty face and foggy glasses or skin ailments (eg, rash and acne). A substantial

proportion of the opposing tweets also argued that facial masks were not effective in pre-

venting the spread of coronavirus (27.4%), because the particles carrying the virus were too

small and ordinary cloth coverings would not be able to stop them from penetrating through.

The next notable category is beliefs that facial masks were “unnecessary or inappropriate

for certain people or in certain situations” (17%), believing that only those infected with
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the virus needed to wear masks, or that masks were only useful in settings in which social

distancing was not possible. Additional reasons for the anti-mask attitude included “political

beliefs” (12.2%), postulating that mask mandates were unconstitutional that infringed upon

one’s personal liberty, and were primarily politicians or the government’s attempt to control

the thinking and behavior of the people; “ lack of mask-wearing culture” (9.6%), eg, wearing

a mask is associated with panic and fear; and “coronavirus not a serious threat” (3.2%),

which involved beliefs that the threat of coronavirus had been intentionally overstated.

Category Description Example
Proportion

(N=500)

Physical discomfort

or negative effects

Perception or experience of discomfort

or negative effects as a result of mask

wearing such as rash, acne, shortness of breath,

or fainting; or beliefs that wearing a mask

would cause damage to the immune system.

“It is mandatory to wear a mask at work

at my very physical job will cause

restrictions to airflow, making it tough

to breathe. Is CDC correct or city?!!!!

WTF”

30.6%

Lack of effectiveness

Beliefs that mask wearing is not effective as

it claims to be, or is not always effective

(e.g., if not properly worn), or there

are other better alternatives.

“Non-medical face mask made of clothes

are not useful for COVID-19 – NAFDAC

warns URL”

27.4%

Unnecessary or inappropriate

for certain people or

under certain circumstances

Beliefs that healthy individuals, children,

and/or those with certain health conditions

should not wear masks, or that masks are

not necessary outdoors or when social

distancing is practiced.

“If you are not sick, you don’t need to

wear a mask.... people are so dumb.”
17%

Political beliefs

Beliefs that mandatory mask-wearing policies

infringe upon personal liberty, or that

those mask mandates are politicized and are

manipulation tactics by certain politicians and

special interest groups

“That’s because we don’t want to be

forced to wear a mask!!!”
12.2%

Lack of mask-wearing culture

The negative connotations associated

with mask wearing such as being

odd-looking, “unAmerican,”

criminal resembling, or reflective of

panic and fear.

“I have always been made uncomfortable

by someone wearing a surgical mask.

Masks make me feel uneasy. This alone is

enough to keep me inside. Well done,

CDC.”

9.6%

Coronavirus not a serious

threat

Coronavirus is not a serious threat,

or not as serious as what the government

suggests, and thus widespread mask

wearing is an overreaction.

“During flu season you run into

many people who have been exposed to

the flu without knowing it and in turn

expose you and we are not wearing a

mask all flu season! Coronavirus is not

a new virus, it is just a new strand!”

3.2%

Table 3.7: Major categories of concerns or justifications for opposing mask wearing (examples
paraphrased to protect confidentiality)
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RQ3: Sharing of external information

About one-fifth of the relevant tweets (17.69%) included external information (eg, websites,

images, or videos) to support the pro- or anti-mask arguments. Commonly used sources of

external information included other tweets (31,619), Instagram images (10,742), YouTube

videos (705), the CDC website (189), The New York Times (134), and CNN.com (134).

Table 3.8 shows a comparison between the pro- and the anti-mask groups. Those opposed

mask wearing appear to be much less likely to include external information in their tweets,

compared with those supporting. This difference is statistically significant (p < .05). Further,

the opposing group was statistically less likely to use external information from public health

authorities such as the CDC, WHO, and other state- or county-level health departments (p

< .05). These findings confirm our hypothesis that anti-mask tweets would be less likely to

cite external sources of information especially from public health authorities.

Based on the qualitative content analysis that we conducted on a subset of the relevant

tweets, we performed a drill-down analysis of the external supporting evidence cited in

tweets that opposed mask wearing. The results show that the opposing tweets often cited

user-created YouTube videos arguing against mask wearing (eg, “COVID-19 MASK REFUR-

BISHMENT,” [2]) and news articles from conservative news media (eg, Newsmax). While

opposing tweets were less likely to cite information disseminated by public health authorities,

a few articles published in prestigious medical journals were prominently featured, such as

the perspective article “Universal Masking in Hospitals in the Covid-19 Era” published on

May 21 in The New England Journal of Medicine stating that, “We know that wearing a

mask outside health care facilities offers little, if any, protection from infection.” [15] Further,

the opposing tweets commonly referenced health experts within their social circles to sup-

port the anti-mask arguments, eg, “A family member of mine is a dr of infectious diseases.

Surgical mask is 8-10 microns a n95 mask is 4 microns filter size the covid virius is .6 - 1

micron meaning the mask filter is 4-10x bigger then the virius is Covid can enter the body

through your eyes and ears But we dont cover those why? ”
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Source Pro-Mask Tweets (%) Anti-Mask Tweets (%)

Other tweets 12.96 3.88

Instagram 4.48 0.75

YouTube 0.28 0.16

CDC website 0.073 0.054

The New York Times 0.055 0.039

Websites of local public
health agencies
(e.g., coronavirus.ohio.gov)

0.093 0.03

Information sourced from any
public health authority 0.178 0.093

Total 19.35 5.98

Table 3.8: Comparison of use of external information among pro- vs anti-mask tweets

3.2.5 Discussion

In this study, we analyzed public opinions expressed on Twitter regarding whether to or not

to wear facial masks to help to prevent the spread of coronavirus. We studied a total of

771,268 tweets collected from January 1 to November 1, 2020 using an analytical strategy

that combined qualitative content analysis for understanding opinions expressed in subtle

human language and machine learning for scalability. The results show that while the overall

volume of mask-related tweets fluctuated according to real-world events (eg, WHO/CDC

recommendations and mask mandates), the proportion of anti-mask tweets stayed constant

at approximately 10%. The top 3 reasons for opposing public mask wearing were physical

discomfort and negative effects, lack of effectiveness, and being unnecessary or inappropriate

for certain people or under certain circumstances. The results also show that anti-mask

tweets were significantly less likely to use external sources of information to support the

arguments, particularly information from public health authorities such as WHO and the

CDC.
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While there has been a large body of literature analyzing social media data to understand

public opinions toward controversial health-related issues, many studies simply applied off-

the-shelf sentiment analyzers by equaling the sentiment of an expression to the attitude

expressed in the expression [69, 60], which may lead to incorrect interpretation of the data.

Such studies may also suffer from poor domain transferability of the existing sentiment

analysis tools, as most of them were developed in nonhealth domains (eg, movie reviews)

[93]. In this study, instead of using the off-the-shelf tools, we developed a comprehensive

computational pipeline that included multiple machine learning models trained on human-

annotated data. These models helped us improve the relevance of data retrieved by keywords

search by excluding tweets that were not related to the mask-wearing behavior or did not

contain personal opinions. These models also helped us achieve more accurate classification

of pro- or anti-mask attitude expressed.

To the best of our knowledge, no studies to date have used social media data to investigate the

public’s attitude toward mask wearing, except for 1 medRxiv article that used unsupervised

topic modeling to look at the general discussion trends related to use of facial masks [167].

Conventional surveys available only reported on respond- ents’ pro- vs anti-mask stances [114,

41, 46]. In contrast, our study was able to understand the reasoning of those who were against

mask wearing. Further, our study was able to capture the evolution of attitudes over time

to reveal the public’s reactions to the constantly changing public health recommendations

and local, regional, and national mask mandating policies. Understanding such longitudinal

trends can be cost-prohibitive to achieve using the conventional survey method. Despite the

advantages, use of social media data such as tweets has several limitations. First, the only

way to reliably identify tweets posted by users in the United States is to use geocodes, which

may introduce self-selection bias as not all Twitter users would opt to turn on geotracking.

Further, the dominance of active/vocal users on Twitter, and on any other social media

platforms more generally, may introduce additional self-selection biases in the data.
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The results of this study provide several implications for researchers, public health practi-

tioners, and policymakers. First, methodologically, we noticed that how to properly retrieve

tweets relevant to mask wearing in the context of the pandemic requires careful considera-

tion. Initially, we followed the common practice used in prior research (eg, Sanders et al)

[167] in searching for such tweets by including COVID-19–related keywords in addition to

mask-related keywords. We found that doing this would result in a loss of nearly 50% of the

relevant data, owing to the fact that many tweets relevant to COVID-19 did not explicitly use

any word related to COVID-19 because of its prevalence in public discourse. Further, as men-

tioned earlier, we found that commonly used off-the-shelf sentiment analyzers (eg, VADER,

LIWC, Stanford NLP, TextBlob) failed to produce accurate sentiment classifications, or the

sentiments identified were not in accordance with the attitudes expressed. Therefore, we

suggest that future studies thoroughly compare existing computational tools and, if needed,

train specialized, domain-specific tools to ensure the validity of study results.

Second, our data analysis revealed several distinct phases of mask-related discussions on

Twitter, which closely aligned with real-world events such as shifting recommendations from

public health authorities, mask mandates issued at the state level, and other contemporary

events such as school reopening and the U.S. general election. This finding confirms previous

studies [69, 87] and suggests that social media can be used as a reliable source of informa-

tion for continuously monitoring the changing public attitude in response to major social,

political, and public health events. This may provide implications into designing and im-

plementing a social media–based real-time dashboard to monitor and track public opinions

toward important health-related issues, so that health communication strategies could be

more targeted and thus effective.

Third, our analysis also revealed common reasons underlying the anti-mask opinions, eg,

perceived physical damage and discomfort. While there was information addressing some

concerns on public health authority websites [42] and disseminated through traditional news

91



media [42], it appears that such information had not become highly visible through social

media. Therefore, public health authorities may consider finding more creative and engaging

ways to provide public education and combat with misinformation on social media platforms,

eg, by creating entertaining YouTube or TikTok short videos to show how to make facial

masks and how to properly wear them [101].

Further, some users opposed mask wearing because they believed that it was not an effective

measure for preventing the spread of the virus and it was unnecessary for healthy individuals.

These stances were indeed supported by authoritative bodies such as the CDC and the U.S.

Surgeon General at the early stage of the pandemic. However, many of these tweets were

posted in June and July, yet the CDC had reversed its position on public mask wearing

in April. This finding indicates that certain segments of the U.S. population might not be

aware of, or refuse to believe in, new recommendations from the CDC, and that earlier,

contradicting recommendations might have a long-lasting impact. This means that public

health experts and officials must clearly communicate about scientific uncertainty, reasons for

specific recommendations, and the possibility that recommendations could change as more

evidence emerges. In addition, public health experts should continue to engage the public

so that new scientific findings, conclusions, and recommendations are immediately delivered

to all members of the public.

Last, it is also interesting to note that while political beliefs are thought to be the key reason

for anti-mask opinions [114], based on our analysis, it was not the most often cited reason

in the anti-mask tweets. Instead, such tweets emphasized physical discomfort and negative

effects and lack of effectiveness. However, based on our data, we are unable to determine if

these reasons had ties to political beliefs that might not be made explicit in these tweets.

The findings of this study provide several insights into developing better public health com-

munication strategies to convey the benefits of wearing facial masks, using other protective

measures, as well as combating with misinformation. First, transparency is paramount in
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public heath communication on sensitive and/or controversial issues [78]. This is particularly

true for politically charged debates such as mask wearing. As our data show, misinformation

about the lack of effectiveness of using facial masks was widespread, and many opposing

opinions reflected strong political beliefs that mandatory mask wearing had been used as

a tool by certain political groups to control and manipulate the public. For example, re-

cently, the state officials of California refused to disclose the data and reasoning for the

state’s decision to lift the stay-at-home order, stating that “they rely on a very complex set

of measurements that would confuse and potentially mislead the public if they were made

public.” [146] This lack of transparency, intentionally or unintentionally, will likely lead to

loss of public trust and incubate conspiracy theories. Second, given the complexity, the ef-

ficacy of community mask wearing on preventing the spread of SARS-CoV-2 (severe acute

respiratory syndrome coronavirus 2) is difficult to definitively prove using scientific methods.

As a result, the general public tends to cherry pick the results aligned with their beliefs, or

they use cautionary language commonly used in study limitation sections, eg, “the results

of this study may not be generalizable,” as proof of lack of evidence. As our data show,

some sentences from a handful of studies published in high-impact journals (eg, The New

England Journal of Medicine) were taken out of context and shared widely among those

holding anti-mask beliefs. Therefore, in trying times such as this, public health officials need

to put an extraordinary effort in educating the public how to properly interpret the findings

reported in scientific studies [85], in addition to proactively addressing misinformation that

may result from inconclusive research findings. Third, policy changes are often inevitable

as new scientific evidence emerges. The rationale of such changes must be well articulated

to the public. Public health officials should also not be hesitant to admit the mistakes that

they might have made at the early stage of this unprecedented global pandemic due to the

lack of information and uncertainties in decision making. Last, public health agencies should

develop a means to constantly monitor the public’s opinions, particularly those circulated

through social media, in order to timely adjust their communication strategies in response
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to viral spread of misinformation, misinterpretation, or misbelieves.

Future work should develop more effective machine learning classifiers to facilitate opinion

mining using social media data, tweets in particular, which are often short and informal, so

that automatic and continuous extraction and monitoring of public opinions are possible. In

addition, future work should include more diverse social media platforms representing differ-

ent types of user groups and different interaction modalitities and use qualitative approaches

such as interviews and focus groups to obtain a more in-depth understanding of why certain

segments of the population have a strong attitude against mask wearing, rather than relying

solely on their publicly available social media posts.

3.2.6 Conclusion

Public mask wearing, while believed to be an essential personal protection measure to con-

tain the COVID-19 pandemic, has provoked significant controversies in the United States.

Through an analysis of a large Twitter dataset using a combination of qualitative content

analysis and machine learning approaches, this study classified the public’s attitude toward

mask wearing and the evolution of this attitude over time. The results show that while most

tweets were pro- mask, opposing opinions were not uncommon, and the proportion stayed

rather constant throughout the pandemic to date. Common reasons for the anti-mask at-

titude included physical discomfort and negative effects, lack of effectiveness, and being

unnecessary or inappropriate for certain people or under certain circumstances. Based on

these findings, we recommend public health agencies improve their communication strategies

to better convey to the public the benefits of mask wearing and combat with misinformation.

Such strategies may include increased transparency in data and reasoning, being not afraid

of admitting mistakes that might have been made at the early stage of the pandemic due to

the lack of information, and educating the public on how to properly interpret inconclusive
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or conflicting findings from scientific studies.
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Chapter 4

Study 3: Developing and validating a

Natural Language Processing (NLP)

pipeline for clinical information

extraction from notes of veterans with

lymphoid malignancies

4.1 Study summary

Because electronic health records (EHR) data are often incomplete and inaccurate, they

can be greatly complemented by unstructured clinical notes. Natural language processing

(NLP) techniques are used to extract information from clinical notes to facilitate decision

making and research. However, they are less established for rare diseases such as lymphoid

malignancies due to the lack of annotated data as well as the heterogeneity and complexity
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of how clinical information is documented. In this paper, we report the development and

validation of an NLP pipeline that extracts clinical information such as performance status,

staging, environmental exposures, and diagnosis of different types (primary, secondary, and

differential) from clinical notes of veteran patients with lymphoid malignancies. We further

discuss the challenges encountered in developing and deploying the NLP pipeline on Veterans

Affairs (VA) data.

4.2 Introduction

Lymphoid malignancies (LM) are rare cancers; only around 145,000 patients are diagnosed

in the United States per year [10, 5, 9, 7, 8]. Among veteran patients who were deployed

overseas, exposures to environmental toxins and chemical agents are risk factors associated

with LM. There is a need for capturing past environmental exposures of veterans to better

care for them. For example, the Promise to Address Comprehensive Toxins (PACT) Act has

been passed in 2022 to expand healthcare benefits and assist clinical research for veterans

who have been exposed to environmental toxins [19].

While the need for identifying and caring for veterans with environmental exposures in-

creases, such information is often not well captured in structured Electronic Health Records

(EHR). In fact, most of the clinical information that is vital to clinicians’ decision mak-

ing is embedded in free-text, unstructured clinical notes [164]. As it is often tedious and

time-consuming for clinicians to perform manual chart review to retrieve such information,

clinical Natural Language Processing (cNLP) has produced numerous tools to automate the

process of extracting clinical elements from unstructured notes [206]. While cNLP is an

established field with mature cNLP software such as the clinical Text Analysis and Knowl-

edge Extraction System (cTakes) [169] and the Clinical Language Annotation, Modeling,

and Processing (CLAMP) [179], there is a lack of NLP resources for extracting information
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from clinical notes of patients with rare cancers [200], which may be due to the difficulty of

obtaining high-quality annotation data from rare disease experts. In addition, the available

cNLP pipelines are based off clinical information from patients with more prevalent cancers

have distinct patterns that do not apply to the rare cancer. Therefore, there is a need to

develop cNLP tools that are specifically tailored to and validated on clinical notes for rare

cancers so that they can capture the unique clinical information. In this paper, we devel-

oped a rule-based cNLP pipeline that was validated on clinical notes from veterans with LM

within the Veterans Affairs (VA) Healthcare Systems.

4.3 Material and methods

Data collection

We identified and included veteran patients in the VA Corporate Data Warehouse (CDW)

based on their histology according to the International Classifications of Disease for Oncology

(ICD-O), Third Edition [6]. The Appendix A summarizes the ICD-O codes included. As a

patient’s record may be associated with numerous types of notes at different time points, we

included all notes of the patients regardless of note types and visit time to minimize the bias.

Structured data were extracted to provide patient demographic information and compare

with information extracted using the NLP pipeline. To develop the pipeline, structured data

and clinical notes from 961 unique patients were extracted.

Clinical entities of interest

We extracted the following clinical entities that are known to be prognostic in the care of

patients with LM but are often inconsistently documented in a structured format.

Diagnosis : primary diagnosis, secondary diagnosis, and differential diagnosis

Substance use: alcohol, drug, and tobacco use.
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Environmental exposure: Agent Orange, Vietnam, shipyards, Marine Corps Base Camp Leje-

une

Staging : stage, Rai staging, the Multiple Myeloma International Staging System (ISS), Ann

Arbor Staging, Binet staging

Performance status : Performance Status (PS), Karnofsky Performance Status (KPS), East-

ern Cooperative Oncology Group (ECOG) Performance Status

Figure 4.1 provides an overview of the development and validation of the cNLP pipeline. Two

independent medical experts annotated a random sample of 100 notes. Inter-rater agreement

ratio was calculated, and disagreements were discussed to finalize the annotation protocol.

A final set of 287 notes was annotated, which was used as the development set (dev set) for

developing the cNLP pipeline.

The cNLP was iteratively developed by examining annotated texts in the clinical notes.

For example, “ECOG”, “KPS”, and “Performance Status” were included in the dictionary of

the cNLP pipeline to locate potential mentions of performance status. Similarly, “Stage”,

“Stg”, and “Rai” were used in the dictionary to identify mentions of staging information.

“Tobacco”, “smoke”, “alcohol”, “drug”, and other commonly used terms were included to

extract substance use mentions. All clinical notes were preprocessed by converting words

into lowercases. Punctuations are preserved. We accounted for misspellings or format issues

(e.g., extra or missing spaces) by curating the regular expressions.

Several modules are based on an established cNLP software, CLAMP. We pilot tested the

performance of CLAMP on the clinical entities of interest and decided to use it as the basis

for extracting Diagnosis. For the rest of the clinical entities such as Performance Status,

Staging, Environmental Exposures, CLAMP was not able to provide satisfying performance

and often confused these entities with laboratory tests. For Diagnosis, after using CLAMP

to identify a set of potential diagnosis, we curated a list of keywords that are specific to
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LM to extract Primary Diagnosis, rules to categorize Diagnosis as Differential Diagnosis if

the sentence includes phrases and words implying uncertainty (e.g., “differential”). Based on

feedback from the preliminary error analysis, we added special modules to account for the

false positives of Staging information that is associated with diseases other than LM, for

example, chronic kidney disease.

The cNLP pipeline was then refined on the dev set (287 notes) . The final cNLP pipeline was

then externally evaluated on a separate test set of 131 clinical notes, which were annotated

by the two medical experts. The test set of 131 clinical notes was compiled in two parts

to ensure the representativeness of the data as well as include enough occurrences of the

clinical entities of interest. First, a random set of 100 clinical notes were selected. After

being annotated by a medical expert, only 31 out of the 100 notes contain at least one

clinical entity of interest, which were included in the final test set. Since solely relying on

random sampling of the notes for annotation resulted in low retrieval of notes that contain

clinical entities of interest, we included another set of 100 notes that had been filtered based

on common keywords including “ECOG”, “Performance Status”, “Agent Orange”. With these

two sets together, a total of 131 notes with clinical entities of interest were annotated by two

medical experts. The extracted tokens were evaluated based on the lenient matching criteria

used in previous work [196, 97], that is, two tokens are deemed as a match if they overlap,

to account for potential annotation issues and format irregularities. For each clinical entity,

the precision, recall, and F1-score were calculated and presented in Table 4.1. Precision is

calculated as True Positives/(True Positives + False Positives); recall is calculated as True

Positives/(True Positives + False Negatives). F1-score is (2 * precision * recall)/(precision

+ recall).
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Development set

287 annotated notes

Rule-based 

NLP pipeline

EvaluateRefine

Validation set

131 annotated notes

Figure 4.1: Method flowchart.

Misclassified entities in the test set were extracted and analyzed manually by the medical

experts to identify potential sources of errors, in order to improve the performance of the

cNLP pipeline.

This study was approved by the institutional review board (IRB) at both the VA Long

Beach Healthcare System and the University of California, Irvine. Research was conducted

in accordance with the Declaration of Helsinki.
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Variable Frequency in
annotation Precision Recall F1-score

Performance status 71 0.86 0.89 0.88

Staging 97 0.7647 0.89 0.82

Diagnosis: combined 556 0.93 0.53 0.675

Differential diagnosis 16 1 0.58 0.735

Substance use 149 0.905 1 0.95

Environmental exposures 38 0.935 0.732 0.821

Table 4.1: NLP performance on the test set with 131 notes.

4.4 Results

4.4.1 Descriptive summary

Among the 963 patients in the cohort, each patient had an average of 974 notes (standard

deviation 1,071). Out of the 100 randomly selected notes, the average number of words

for notes with at least one clinical entity of interest compared to notes without any clinical

entities of interest was 583 and 224, respectively.

4.4.2 NLP performance

The performance of the pipeline for extracting the clinical entities on the 131 notes (test set)

is reported in Table 4.1. Overall, the pipeline achieved satisfying performance, with the F1

score for all clinical entities higher than 0.6. The highest F1 score reaches 0.95 for substance

use.
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4.4.3 Error analysis

Lexical and linguistic variations: Some errors are attributed to lexical variations in the

clinical documentation. For example, when documenting performance status, the abbrevia-

tion “PS” is commonly used in clinical notes. However, the same abbreviation is also used

to indicate additional information in notes, such as postscript, and other medical diagnoses,

such as pulmonary stenosis.

Lack of documentation standards: Many of the false negatives (FNs) were caused by

inconsistent documentation, especially for environmental exposures. For example, while the

NLP pipeline can capture common mentions such as “Agent Orange”, “service in Vietnam”,

“chemical toxins”, exposure-related information is often documented in various ways that

make it difficult for the cNLP pipeline to capture comprehensively. Clinicians may use

locations such as “shipyard” to imply potential exposures to toxins, while some may explicitly

list the chemical toxins.

Extracted entities that are related to other diseases: Our error analysis revealed that,

while some entities were identified correctly, such as staging information, they were associated

with other diseases such as chronic kidney disease. Therefore, these staging-related mentions

were not annotated by medical experts. These mentions comprise the majority of the false

positives (FP), especially for staging information that was commonly documented for patient

comorbidities. While we added an additional module to associate the disease with staging, it

is not ideal to eliminate all FPs and introduce additional FNs. For example, it is common for

clinicians to document the staging information for all comorbidities together (e.g., lymphoid

malignancies and stage II chronic kidney disease).

Imprecise documentation: Some notes include imprecise descriptions of patients’ con-

ditions, such as “Rai staging II bordering onto III”, “at least stage III”. These pieces are

generally not annotated by clinicians but are extracted by the cNLP pipeline as it is unable
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to distinguish if the documentation is precise or vague. This type of error mainly contributes

to the FPs of the pipeline.

4.5 Discussion

We developed a rule-based cNLP pipeline to identify mentions of clinical information in-

cluding diagnosis, performance status, staging, substance use, and environmental exposures

from clinical notes of veterans with LM. The pipeline achieved satisfying performance with

F1 scores of 0.88 for Performance Status, 0.82 for Staging, 0.60 for Diagnosis, 0.735 for

Differential Diagnosis, 0.95 for Substance Use, and 0.821 for Environmental Exposures. We

compared the performance of the cNLP system with other systems that extracted similar

clinical entities from notes of cancer patients. While we acknowledge that there are several

reported cNLP systems that have higher performance (F1 of 0.955) in extracting staging

and substance use information, the notes in our study sample include all types of notes

for patients, while the majority of cancer-focused cNLP systems only utilize radiology and

pathology notes, which are presumably more structured and exclude other clinical informa-

tion unrelated to cancer [200]. The wider range of notes included in our study may bring

additional challenges for the cNLP system to accurately identify clinical entities of interest

due to the heterogeneity of information and documentation styles of these notes. In addition,

none of the cNLP systems was designed for LM but are instead for more prevalent cancers

such as breast cancer and lung cancer. Some clinical entities and their documentation are

therefore inherently different from those for LM. For example, breast cancer documentation

uses TNM to record staging, which is standard for most solid tumors, while LM use Ann

Arbor and Rai staging [65].

Through this study, we observed several challenges that may prohibit the development of

high-performing cNLP systems for LM and other rare cancers. Future efforts in developing
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cNLP systems for rare cancers should consider addressing these challenges to improve the

performance, alleviate medical experts’ burden in annotation, and facilitate the use of cNLP

systems in real-world clinical settings.

First, clinical information scatters across many different note types, which creates challenges

for cNLP systems to consistently identify all of them. Previous work often focused on specific

note types such as radiology reports to simplify system development, with the assumption

that certain clinical information often appears in a narrow set of notes [200, 21].

Second, the characteristics of certain clinical entities make it challenging for the develop-

ment of high-performing cNLP systems. For example, environmental exposure information

is rarely documented in clinical notes. The sparse documentation makes it challenging to

identify notes that potentially include the clinical information for medical experts to an-

notate. In addition, the documentation of environmental exposure information was highly

inconsistent, with many mentions alluding to potential exposures through locations (e.g.,

shipyards, combat sites). As environmental exposure is not yet a routine component in

clinical documentation, there lacks standards of consistently documenting such information.

Future directions include improving the performance of the cNLP system. To do this, we

plan to leverage pre-trained large language models such as ClinicalBERT [103, 215] and

CanerBERT [226] and fine-tune them on our dataset to extract the clinical entities. We will

also construct a more comprehensive terminology dictionary for identifying environmental

exposures for patients with LM. In addition, many clinical entities should be extracted in

fine-grained forms, e.g., substance use with frequency and status, and in relation with other

information, e.g., temporal information [198].

Another next step is to use the cNLP system to identify and analyze the current documen-

tation practices and potential biases. For example, we will conduct a qualitative analysis

based on the environmental exposures extracted using the cNLP system to understand the
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current practices of documenting environmental exposure information for patients with LM.

We will also apply the cNLP system to all veterans with LM in the VA CDW to assess the

documentation patterns of the clinical information among different patient groups (by race,

gender, branch, socioeconomic status), provider types, and note types to identify potential

biases.

As a preliminary effort for developing a cNLP system for LM, our study has several limita-

tions. By using a national VA HER, there is variability in data quality and completeness.

As mentioned previously, elements such as environmental exposures do not have a documen-

tation standard. The use of medical jargon and other nuances of language may also pose

challenges for accurate NLP interpretation. Our development and test sets are relatively

small and developed in one type of healthcare system so may not be generalizable.

4.6 Conclusion

Our cNLP study demonstrates the feasibility in leveraging advanced data analysis tech-

niques in healthcare research, especially in extracting important clinical elements that are

not complete in structured data.
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Chapter 5

Discussion and future work

5.1 Discussion

5.1.1 Summary of dissertation research

In this section, I summarize both empirical and methodological contributions of my dis-

sertation studies. I also discuss the implications from my dissertation research for future

computational analysis of health text in the LLM era. Lastly, I identify several future direc-

tions that I plan to pursue as next steps.

Summary of empirical contributions

My dissertation studies provide rich empirical contributions to the health informatics commu-

nity by analyzing health text data generated by patients, the general public, and clinicians.

The substantive health topics that my dissertation research studied spanned across consumer

health informatics, public health, and clinical informatics.
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Contributions to understanding patient experiences of healthcare services

Study 2A presented in Chapter 3 provides a comprehensive patient experience taxonomy

that was automatically extracted from a large-scale online physician review dataset across

a ten-year period [92]. The taxonomy includes both coarse-grained topics (e.g., clinical,

relationship, and management) and fine-grained aspects (e.g., treatments, communication,

billing and finance). Using the taxonomy, we found that lower-rated reviews tended to

mention management-related issues significantly more often than higher-rated reviews, which

suggested that how healthcare providers manage their services such as processing bills and

referrals and staff preparedness may have a huge impact on patients’ experiences. The

patient experience taxonomy can also be a valuable resource for future studies that aim to

assess patient experiences with healthcare services.

Contributions to understanding public perceptions of personal protective equip-

ment during public health crises

Study 2B described in Chapter 3 combined machine learning and qualitative analysis to

analyze a large-scale twitter dataset that contained tweets related to mask wearing during

the COVID-19 pandemic in the United States [91]. The study revealed the temporal trend

of how the public perceived the use of masks to prevent COVID-19, which was not depicted

in previous cross-sectional surveys. In addition, the study identified several public concerns

toward mask wearing, including perceived lack of effectiveness and physical comfort or nega-

tive effects. These concerns, however, are not well addressed by public health authorities and

even caused confusion among the public. Further, this study found that anti-mask tweets

tended to share less external information compared to pro-mask tweets. Based on the study

results, we provided implications for public health agencies to provide more transparent

reasoning when recommending personal protective equipment such as masks during public

health crises.

Contributions to understanding the limiting factors of developing NLP systems
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for extracting environmental exposure information

While Study 3 reported in Chapter 4 mostly focuses on the development of an NLP system,

several observations made in the study contributed to our understanding of how environ-

mental exposure information, an underexplored social determinant of health, is documented

in clinical notes of patients with lymphoid malignancies. As an initial exploration, this study

found that environmental exposure information such as exposure to chemical toxins that may

lead to more aggressive cancer progression is only sparsely and inconsistently documented

in clinical notes. This motivates future research to more closely examine the documentation

of environmental exposure information and how clinical NLP systems should be designed to

more effectively extract this sparsely documented information.

Summary of methodological contributions

Best tools may still fail on your data: call for standardized pre-study evaluation

of computational analysis tools on health text

The two studies presented in Chapter 2 mostly provide methodological contributions to

computational analysis of health text. The most important take-away is that computational

tools, even those that have been validated and achieved high performances, may still fail

on health-related social media data. These tools include both rule-based software such as

VADER [107] that contain carefully curated lexicons and patterns and machine learning-

based software such as the Stanford NLP [133] that was trained on large-scale datasets [94,

95]. In Study 1B, I conducted a comprehensive evaluation of eleven commonly used sentiment

analysis tools on five health-related social media datasets; they all performed poorly in terms

of sentiment classification accuracy [94]. Further, I showed that choosing a sentiment analysis

tool with poor performance can lead to biased and incorrect interpretation of the sentiment

compositions of a dataset, with extreme cases where the percentage of neutral posts can be

underestimated by over 200 folds when compared to ground truth labels annotated by human
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coders. The tools also showed low agreement with each other when classifying sentiments in

the health-related social media datasets, indicating that if researchers apply different tools

on the same dataset, they may arrive at very different conclusions, which could prohibit

efficient knowledge accumulation in the research community.

Study 1A revealed that the selection and use of computational sentiment analysis on health-

related social media data lack consistency and rigor in the current research practices [93].

Through a systematic literature review and synthesis of the studies, I developed PATH,

a protocol that encompasses comprehensive study design and reporting items for conduct-

ing computational analysis of health-related social media data and aims to improve study

consistency and rigor in the health informatics community. I also provided practical recom-

mendations for researchers such as always conducting pre-study evaluation of the tools on

study data and involving multiple annotators for creating evaluation data.

Collectively, Study 1A and Study 1B warned that the health informatics community still

needs caution and standardization when applying computational tools on health text and

proposed PATH as a potential solution to this dire need.

No one-size-fits-all solutions: computational methods should adapt to the char-

acteristics of health text data

Another methodological contribution of my dissertation research is a demonstration of how

computational analysis can be designed and adapted to suit the characteristics of different

types of health text. This is exemplified through Study 2A and 2B reported in Chapter 3.

While both studies analyzed health-related social media data, the data were collected from

different platforms; Study 2A collected data from Vitals.com, an online physician review

website, while Study 2B retrieved Twitter data. These two datasets exhibit distinct charac-

teristics and also unique challenges that require special computational methods for each. For

example, patients and caregivers tend to mention multiple aspects of their experiences with

healthcare services at the same time in a review, and these aspects are often at different
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granularity. A review may only briefly compliment the clinician but criticize many parts

of the clinic’s management including referrals and making appointments. Therefore, the

main challenge of analyzing patient-authored online physician review data is disentangling

topics and aspects. To address this challenge, I designed a pipeline that first identified the

coarse-grained topics through a supervised machine learning classifier and then automati-

cally divided each topic into multiple clusters through unsupervised learning. Each cluster

was reviewed by human coders to assign an aspect label such as communication, medication,

and finance and billing. This pipeline efficiently used human input and produced topics and

aspects at different granularity.

For Study 2B that analyzed tweets, the challenge I faced was different from Study 2A. First,

I noticed that even with keyword filtering, many tweets retrieved still did not express any

personal opinions toward mask wearing. Including these tweets could significantly bias our

study results. Therefore, two machine learning classifiers were developed to identify tweets

that did not express personal opinions (e.g., simply sharing news) and tweets that were

not related to mask wearing (e.g., selling masks). Second, Twitter is known to be used by

automated programs such as social bots, and particularly on heated health-related issues

such as e-cigarettes, cannabis, and vaccination [22, 23]. Therefore, I also added a component

in the method pipeline where Botometer, a widely used social bot detection software, was

used to identify social bot accounts and eliminate their content in our study data [214].

5.1.2 Implications for computational analysis of health text in the

LLM era

At the time of writing this dissertation, the advances in language technologies such as Large

Language Models (LLMs) including ChatGPT brought a huge wave in both industry and

academia that may reshape many fields including health informatics. Reflecting on the
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research conducted before these advances, I believe many of the methods, even though

deemed to be novel and promising at that time, can now be easily replaced by the emerging

LLMs. This is substantiated by much recent research on the capabilities of LLMs on various

tasks and datasets [228, 123, 115, 159]. Do I think the past research is meaningless? No. I

believe they still hold much value now, in fact maybe even more, now that we have LLMs

as powerful tools.

One of the values provided by the research in the pre-LLM era is that the methods were

carefully designed and crafted based on a deep understanding of how patients, caregivers, and

health providers generated different types of health texts in various scenarios. For example,

the two studies presented in Chapter 4 of this dissertation employed different methods: for

analyzing OPRs, the method is focused on how to effectively disentangle multiple aspects

from a review; for analyzing tweets, the method devotes a large portion to pre-process the

data to ensure the "purity" of the data. These study decisions were made based on manual

review of sample data to understand the nature of the particular types of health text and

were purposely designed to address the unique challenges (e.g., tweets often contain lots of

noises and patient-generated OPRs often describe multiple aspects of their experiences at

the same time).

Another key message from my research is that we should never blindly trust any computa-

tional tools, no matter how powerful they may seem. This is demonstrated through studies

presented in Chapter 2. The two studies illustrated that, even computational tools specifi-

cally developed for social media data (e.g., VADER) and tools trained on large-scale datasets

using advanced machine learning models (e.g., Stanford NLP) can still produce inaccurate

labels on the sentiments of health-related social media data. This alerts us that any tool

should be carefully validated on study data before taking the results generated by the tool

as ground truths. In addition, how researchers actually use the tools is also paramount to

the research community. For example, the systematic literature review reveals the highly
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inconsistent practices of the use of computational sentiment analysis tools when analyzing

health-related social media data. Further, researchers often don’t report the details and

rationals of their methods. These alerts are still applicable to the use of LLMs, as their com-

plexities increase and how researchers use them (e.g., data pre-processing, hyperparameter

selection, prompt design) can influence the validity and replicability of their research.

5.2 Future work

I see my dissertation work as a starting point rather than the end. Sitting at the intersection

of many fields that are witnessing exciting advances everyday, my future research will make

use of the emerging LLMs and adapt them to the healthcare context, embrace the increasingly

diversified health data modality, examine potential biases in computational analysis of health

data, and eventually implement data-driven systems in real-world settings to alleviate the

burdens of clinicians, patients, and caregivers.

5.2.1 Integrating large language models into health text analysis

My immediate next step is to apply and evaluate various LLMs on different types of health

texts including patient-generated data and clinical notes to assess their performance. For

example, I plan to apply CancerBERT [226], ClinicalBERT [103], and GatorTron [215] on

clinical notes from patients with lymphoid malignancies and assess whether they can perform

well to extract clinical entities for rare diseases with fine-tuning. The results may provide

opportunities for re-training the models and tune them to adapt to the documentation and

information for rare diseases. In addition, I plan to assess the generalizability and portability

of the pre-trained clinical LLMs to multiple study sites and identify factors such as how EHR

system design, documentation patterns, and patient populations may affect the portability
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of clinical NLP systems on downstream tasks cross different sites. The results will provide

important implications for health informatics researchers and practitioners on how to adapt

and customize pre-trained LLMs for their specific study sites and clinical NLP tasks.

I also plan to utilize publicly available LLMs on health-related social media data to identify

patient and public attitudes and concerns toward emerging health issues. If LLMs can

reliably classify patient and public attitudes with little to no annotated data (e.g., through

carefully designed prompts [228] or few-shot learning), computational analysis of health-

related social media data may be even more convenient in the future without requiring much

annotated data from domain experts.

5.2.2 Addressing biases and disparities in computational analysis

of health text

While computational analysis and LLMs afford great opportunities to unleash the potential

of health text, they may also embed biases that can results in differentiated performances

when applied on data from different patient populations. Extensive recent research has

called our attention to the risks and consequences of biases and ethical concerns in NLP and

medicine [184, 112, 106]. The biases may come from multiple sources, such as how patient

information is documented in clinical notes, patient-provider interactions, etc, which are still

not well understood in the field.

My immediate next step is to apply the NLP pipeline presented in Chapter 4 on all patient

data and assess if the performance varies significantly across different patient groups, and if

so, what factors (e.g., race, gender, provider type, etc) are associated with lower performance

of the pipeline. I also plan to review practices of identifying and preventing biases introduced

by computational analysis of health text and develop a checklist similar to PATH presented

in Chapter 3 that can assist researchers to design and report computational analysis that
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can minimize biases among different patient populations. I believe such a guideline is much

needed in the health informatics community to prevent exacerbating health disparities.

Analysis of patient-generated health text may also see biases introduced by computational

methods. One of my pilot studies on applying unsupervised learning on patient narratives

regarding their telehealth experiences suggested that blindly applying a topic modeling algo-

rithm may obscure patient concerns from minority groups such as Black and Latino patients.

This may be due to the fact that the patient respondents were dominantly white, and top-

ics extracted from their narratives have higher probability scores assigned by the algorithm

compared to those provided by minority patient groups. This exploratory study emphasized

the need to take patients’ demographic information into account when conducting compu-

tational analysis of their narrative data, as well as the importance of performing subgroup

analysis when the study participants are not balanced and contain minority groups whose

voices may be easily obscured when merged together. I plan to continue this line of work

by further exploring whether and how computational analysis may introduce biases when

analyzing patient-generated narratives and identify opportunities to overcome these issues.

5.2.3 Embracing multimodal health data

While my dissertation research focuses on text data, integrating multimodal data including

texts, images, videos, and audio is an emerging trend both in patient and public-generated

data [216, 207] and clinical data [119]. The advances in vision-language models also enable

the computational analysis of multimodal data with little to no annotated data [227, 225]. I

plan to utilize multimodal health-related social media data to better understand patient and

public concerns toward major health events, and how patients and the public strategically

leverage multimodal data to exchange informational and emotional support. The insights

from such studies may also inform public health authorities to more effectively engage the
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public through interactive medias beyond text [90].

5.2.4 Implementing data-driven systems in real-world settings

Well designed systems can easily fail in real-world settings [176, 38, 26]. The failures may be

attributed to policies and regulations (or the lack of),organizational issues, human factors,

and technical difficulties. In the healthcare domain, such failures lead to worsened patient

outcomes and even increased mortality, physician burnout, and increased healthcare expen-

ditures. I will extend my research to incorporate implementation science and seek ways to

better implement and integrate data-driven systems such as computational analysis of social

media data and cNLP systems into real-world healthcare settings. This would require close

collaboration with different stakeholders such as patients, caregivers, healthcare providers,

and public health agencies. I have conducted a systematic review that identified the barri-

ers and facilitators of implementing telehealth systems in low-resource settings during the

COVID-19 pandemic. I will continue this line of work to explore the human, organizational,

and technical factors that may affect successful implementation of data-driven systems in

real-world settings.
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Chapter 6

Concluding Remarks

Patients, caregivers, clinicians, and the public write and document health-related informa-

tion in various forms of health text. My dissertation research, while spanned across different

health-related topics, is primarily motivated by the need to develop and apply efficient

computational methods to transform large-scale health text into actionable insights to im-

prove patient and population health, assist clinicians’ decision making, and facilitate clinical

research. The major take-away from my dissertation research is that health text are so-

ciotechnical products that are generated by patients, caregivers, clinicians, and the public

under various restrictions (e.g., avoiding censorship of controversial health discussions by

social media platforms), for different purposes (e.g., communicating personal opinions vs

documenting clinical information), and shaped by technical, social, and policy factors (e.g.,

platform and EHR system design, culture, and healthcare policy regulations). The design

and application of computational analysis methods should therefore consider and adapt to

the contexts in which health text are produced.
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Appendix A

A.1 Histology used to retrieve the patient cohorts

COMPOSITE HODGKIN AND NON-HODGKIN LYMPHOMA,

HODGKIN LYMPHOMA, LYMPHOCYTE DEPLETION, NOS,

HODGKIN SARCOMA,

HODGKIN LYMPHOMA, LYMPHOCYTE-RICH,

HODGKIN LYMPHOMA, NOS,

HODGKIN GRANULOMA,

HODGKIN LYMPHOMA, LYMPHOCYTE DEPL, RETICULAR,

HODGKIN LYMPHOMA, NODULAR SCLEROSIS, GRADE 1,

HODGKIN LYMPHOMA, MIXED CELLULARITY, NOS,

HODGKIN LYMPHOMA, NODULAR SCLEROSIS, GRADE 2,

HODGKIN LYMPHOMA, NODULAR SCLEROSIS, NOS,

HODGKIN LYMPHOMA, NODULAR LYMPHOCYTE PREDOMIN,

HODGKIN LYMPHOMA, LYMPHOCYTE DEPL, DIFF FIBRO,

HODGKIN LYMPHOMA, NODUL SCLEROSIS, CELL PHASE,

MALIGNANT LYMPHOMA, LRGE B-CELL, DIFFUSE, NOS,

MALIG LYMPHOMA, LRG B-CELL, DIFF, IMMUNO, NOS,
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ALK POSITIVE LARGE B-CELL LYMPHOMA,

MEDIASTINAL LARGE B-CELL LYMPHOMA,

PRIMARY EFFUSION LYMPHOMA,

INTRAVASCULAR LARGE B-CELL LYMPHOMA,

T-CELL/HISTIOCYTE RICH LARGE B-CELL LYMPHOMA,

LARGE B-CELL LYMPHOMA ARISING IN HHV8-ASSOCIATED MULTICENTRIC CASTLE-

MAN DISEASE,

B-CELL CHRON LYMPHOCYTIC LEUK/SMALL LYMPHOMA,

PROLYMPHOCYTIC LEUKEMIA, B-CELL TYPE,

PROLYMPHOCYTIC LEUKEMIA, T-CELL TYPE,

PROLYMPHOCYTIC LEUKEMIA, NOS,

MALIGNANT LYMPHOMA, SMALL B LYMPHOCYTIC, NOS,

PRIMARY CUTANEOUS FOLLICLE CENTRE LYMPHOMA,

FOLLICULAR LYMPHOMA, GRADE 1,

FOLLICULAR LYMPHOMA, GRADE 2,

FOLLICULAR LYMPHOMA, GRADE 3,

FOLLICULAR LYMPHOMA, NOS,

MALIGNANT LYMPHOMA, LYMPHOPLASMACYTIC,

WALDENSTROM MACROGLOBULINEMIA,

SPLENIC MARGINAL ZONE B-CELL LYMPHOMA,

MANTLE CELL LYMPHOMA,

MARGINAL ZONE B-CELL LYMPHOMA, NOS,

HAIRY CELL LEUKEMIA,

BURKITT CELL LEUKEMIA,

BURKITT LYMPHOMA, NOS,

PLASMABLASTIC LYMPHOMA,

PLASMACYTOMA, NOS,
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MULTIPLE MYELOMA,

PLASMA CELL LEUKEMIA,

IMMUNOGLOBULIN DEPOSITION DISEASE,

PLASMACYTOMA, EXTRAMEDULLARY,

T-GAMMA LYMPHOPROLIFERATIVE DISEASE,

MYCOSIS FUNGOIDES,

MATURE T-CELL LYMPHOMA, NOS,

SUBCUTANEOUS PANNICULISTIC T-CELL LYMPHOMA,

HEPATOSPLENIC GAMMA-DELTA CELL LYMPHOMA,

ADULT T-CELL LEUKEMIA/LYMPHOMA (HTLV-1 POS),

PRIM CUTANEOUS CD30+ T-CELL LYMPHOPROLIF DIS (PRE-2021 CASES),

ANAPLASTIC LRG CELL LYMPH, T & NULL CELL TYPE,

INTESTINAL T-CELL LYMPHOMA,

SEZARY SYNDROME,

CUTANEOUS T-CELL LYMPHOMA, NOS,

NK/T-CELL LYMPHOMA, NASAL AND NASAL-TYPE,

PRIM CUTANEOUS CD30+ T-CELL LYMPHOPROLIF DIS,

T-CELL LARGE GRANULAR LYMPHOCYTIC LEUKEMIA,

AGGRESSIVE NK-CELL LEUKEMIA,

CHRONIC LYMPHOPROLIFERATIVE DISORDER OF NK-CELLS,

PRIMARY CUTANEOUS GAMMA-DELTA T-CELL LYMPHOMA,

T-CELL LARGE GRANULAR LYMPHOCYTIC LEUKEMIA,

LYMPHOID LEUKEMIA, NOS,

LYMPHOPROLIFERATIVE DISORDER, NOS,

MALIGNANT LYMPHOMA, NOS,

MALIGNANT LYMPHOMA, NON-HODGKIN, NOS
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A.2 Codebook

Code Definition Example

Not relevant to personal mask-wearing

Not relevant to facial masks

The post does not refer to facial

masks, though including

mask-related keywords

“The government has been masking

the fact that the itself is a failure”

Not relevant to mask-wearing

behavior in the COVID-19

context

Though the post is relevant to facial masks,

but refers to aspects other than mask wearing,

e.g., mask manufacturing, mask import and

export, international news about facial

masks, selling masks, etc.

“France somehow increased mask production

within their country by 8 million a day.

They ordered 1 billion (with a ’b’) masks from

China. They ordered 5 million,

15-minute-result tests. ”

“Amazon is deleting some third-party listings

that increased surgical mask prices as the

coronavirus creates a shortage”

No personal opinions

Only sharing information

and no personal opinions

expressed

The post does not contain any personal

opinions toward whether or not people

should wear masks.

“Coronavirus: Should you wear a mask?”

“EverydayHealth: Will Wearing a Face Mask

Protect You From Catching the #Coronavirus?”

Personal opinion was expressed

but whether it was pro- or

anti-masking is not discernable.

The personal opinion expressed is

ambiguous, or hard to discern whether

is pro or against mask-wearing.

“Facial mask is such as heated debate now.

LOL”

Table A.1: Identifying tweets that are not relevant to personal opinions toward mask-wearing.
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