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ABSTRACT OF THE DISSERTATION

Disparity between Maternal and Paternal Contributions to Inherited Risk for Autism

by

Danny Antaki

Doctor of Philosophy in Biomedical Sciences

University of California San Diego, 2018

Professor Jonathan Sebat, Chair

The genetic basis of autism is known to consist of de novo and inherited loss of function
mutations in haploinsufficient genes. It is thought that inherited risk primarily derives from
mothers, believed to be due to an increased tolerance for risk alleles. However, the distinct
contributions of each parent to inherited risk for autism has not been explored in depth. We
investigated paternal and maternal contributions to autism by analyzing the transmission of private
deletions in coding and cis-regulatory (CRE-SVs) regions of functionally constrained genes in
whole genomes of 10,015 individuals (2650 families). We then extended our transmission
distortion analysis to encompass of loss of function single nucleotide variants (SNVs) and

insertion/deletion (INDELSs), as well as private potentially pathogenic missense mutations. Our
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goal is to untangle distinct modes of inheritance for autism risk, hypothesizing that fathers and
mothers carry distinct risk contributions. We report that mothers and fathers over-transmit loss
of function variants within functionally constrained coding regions. However, fathers but not
mothers tended to over-transmit damaging CRE-SV's and missense variants to affected offspring.
When we test the segregation of loss of function variants stratified by sex of the offspring, we find
that most of the genetic risk to sons is derived from the father, which is not consistent with the
previous female protective effect model. Our work demonstrates that inherited damaging variants
comprise a significant component of missing heritability for autism with fathers contributing a

substantial amount of risk.
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Chapter 1

Introduction

Autism is a psychiatric disorder of impaired social interaction and restricted behavior.
Autism is heterogeneous with a wide range of phenotype and intellectual capability. There is
also a strong male bias of 3 to 4[22]. The incidence of autism has been reported to be 1 in 68
individuals[22]. However, the recent change of diagnostic criteria may alter this observation[52].
It has been established that autism has a strong genetic component. Decades of measuring concor-
dance of the disease in monozygotic twins have determined genetic liability to fall within a range
of 30-99%[64, 65, 7], suggesting both environmental and genetic factors at work. Commonly,
patients with autism are diagnosed with other disorders such as epilepsy, cardiac deficiencies,
and gastrointestinal maladies[4]. Taken altogether, the cause for autism is complex in nature, but
the genetic contribution is significant with many loci of varying risk, penetrance, and pleiotropy
contributing to the disorder.

The very first genetic locus attributed to autism was the Fragile-X locus in 1969[47].
Linkage mapping associated regions on 20 chromosomes to autism[64, 71, 77], but these studies
require large pedigrees, effectively excluding sporadic cases. Later, genotyping arrays provided
increased resolution and allowed for more samples to be processed; the first studies attributed

submicroscopic de novo copy number variants in autism[71]. However, genome wide association



studies, which implement common variants, into autism with this technology failed to associate
and replicate more than 3 confident regions[64]. In contrast to genome wide association studies,
numerous risk loci for autism were associated with de novo and inherited structural variants such
as the 16p11.2 deletion[25], 1g21.1 deletion[53]. Likewise, many genes localized to postsynaptic
densities[50] and with functional roles such as neuronal cell adhesion[77] or ubiqutin[26] were
found to be implicated in autism. Microarray and comparative genomic hybridization methods
were fruitful, implicating damaging copy number variants to around 10% of cases[49]. However
these methods are limited in scope; the mutant alleles are not directly sequenced. Therefore,
many researchers turned to sequencing the entire exome to search for missing heritability in
autism. In over 2500 families with one affected child and a sibling control, Iossifov and others
found that coding de novo mutations contribute to about 30% of simplex cases and 45% of female
affected offspring[33]. Since the initial genetic discovery of autism, many regions and genes have
been implicated and characterized, with some studies reporting a range of 400—1000 genes that
predispose risk for autism[24]. However, this success is met with the looming missing heritability
problem where over 40% of cases have unexplained diagnoses with 49% of the remaining missing
heritability thought to exist in common variants with additive effects[64, 23]. Thus creative
approaches in leveraging newer technologies such as whole genome sequencing and associating
risk from rare inherited variants should be considered.

This study largely focuses on structural variants (SV) since SVs are much larger than
single nucleotide variants (SNV) and insertion/deletions (INDEL) they are more likely to elicit a
functional change. Additionally SV are largely responsible as a mechanism for discontinuous
evolution and speciation[32] through the means of large structural changes typically involving
large chromosomal rearrangements that create reproductive barriers and the formation of new
species. However, the potential to elicit a functional change can also be deleterious. This is our
rationale to first search for genetic association of complex traits with structural variants. However,

detection of SV in whole genome sequence data carries a higher rate of false positives than



SNVs and INDELs[11]. This is due to many factors such as repeat context; genomic regions that
are repetitive are different to align sequences from short-reads uniquely. Hence these regions
appear to have diminished coverage and breakpoints, suggesting structural changes. Additionally,
there is not a standard set of guidelines for the analysis of SV, unlike for SNVs and INDELs[51].
With this in mind, we sought to create a genotyping algorithm for SVs detected using short read
paired-end whole genomes. We implement four distinct features of SVs in paired-end libraries:
coverage, discordant paired-end, split-reads, and heterozygous allele ratio. Coverage is simply
the average number of reads that align to a locus; deletions will have depleted coverage while
duplications with have enriched coverage. Discordant paired-ends are sequenced fragments that
span a breakpoint but the breakpoint resides in the unsequenced insert. Thus the paired-ends
will align in a discordant fashion (for deletions, the insert size approximates the length of the
deletion). Split-reads are those with breakpoints sequenced within the read; aligners will split the
read into two alignments on either side of the breakpoint. Heterozygous allele depth is used for
genotyping duplications and is similar to B-allele frequency on microarrays. It’s simply, the ratio
of minor allele reads to major allele reads for heterozygous SN'Vs within the duplication. We have
trained this model using a gold standard dataset from the 1000 Genomes project[76] and tested
our models using two orthogonal platforms: genotyping microarrays and single molecule reads.
We show that our algorithm, SV?, performs better than probabilistic methods[5], and therefore
we implemented SV? for genotyping all subsequent SVs in this work.

With the problem of false positive calls for SVs resolved, we then asked if there was a
class of mutation that previous exome studies neglected. Due to the design of targeted exome
sequencing, cis-regulatory elements such as transcription start sites, UTRs, and promoters were
not assayed in these studies. To this end, we collected whole genome sequence data on a
discovery cohort of 829 families and asked if there was an association of mutated cis-regulatory
elements to autism. Previous studies on inherited risk to autism have implemented scores of

haploinsufficiency[42] with success. Fortuitously, Exome Aggregation Consortium (ExAC)[45]



released probability scores of functional constraint for nearly every gene in the genome. These
scores were calculated from observed and expected counts of loss of function (LoF) mutations in
over 60,000 control exomes. The probability for likely to be intolerant (pLI) provides a simple
way to score genes according to functional constraint; for these studies we used a score >0.9
recommended by ExAC[45]. Given scores of functional constraint, we then asked if deletions
of cis-regulatory elements of haploinsufficient genes are associated with autism. We chose to
limit ourselves to deletions since the functional impact of deletions is easily interpretable, and
that the EXAC pLI scores were derived from loss of function mutations. We find in our discovery
cohort that fathers but not mothers over-transmitted deletions over cis-regulatory regions (hence
dubbed CRE-SVs)[10]. When we tested this finding in a replication cohort, we confirmed our
initial result[10]. Our finding was noteworthy in the fact that fathers also contribute inherited risk
to autism, a finding that goes into the face of accepted theory of inherited risk for autism.

The female protective effect model[86] is widely accepted among researchers. This
model suggests that autism risk can be explained by two distinct genetic modes: highly penetrant
de novo mutations, and maternally transmitted risk. Severely affected cases and females tend
to carry large de novo SVs or LoF mutations in extremely conserved genes[12]. Large de
novo mutations typically act in a dominant fashion with high penetrance, and are unlikely to
be transmitted given the low fecundity of autism[62] (0.25 children for males, 0.48 children
for females, relative to general population). Affected females tend to have increased burden
of de novo LoF mutations compared to affected males[86, 12]. This observation implies that
females have increased tolerance for risk variants and require a greater genetic load of these
mutations to become affected. This implication is clear when considered the extreme male bias
autism exhibits[64], suggesting that males have decreased tolerance for genetic risk. Therefore,
if a moderately penetrant de novo mutation occurred in a female, she may not develop autism.
However, that risk variant can be transmitted to male offspring, severely increasing the risk for

autism. The female protective effect also assumes that inherited risk for autism should solely



derive from the maternal lineage, since the mothers can tolerate the mutations. In fact, studies of
inherited LoF mutations in autism show a clear maternal but not paternal bias[42]. However, our
previous study has found that CRE-SVs from fathers not mothers are associated with autism[10].
Therefore, it is not outside the realm of possibility that autism risk in the form of rare inherited
mutations can derive from the paternal lineage. However, such a hypothesis suggests either one or
a combination of two considerations given the female protective effect: (1) fathers that carry risk
variants are slightly affected and that risk acts in an additive fashion, (2) if fathers are not affected
by any degree, then imprinting might offer a solution as to how these fathers can carry a mutation
without become affected. In all, autism is a very diverse disorder phenotypically and genetically.
Investigations into the burden of de novo mutations have been successful, attributing about 30%
of cases to either LoF or missense de novo mutations[11, 33]. However, inquiry into the inherited
risk of autism is largely unexplored and has the potential to explain a large component of missing

heritability for autism.



Chapter 2

in silico Genotyping of Structural

Variation with Machine Learning

2.1 Abstract

Structural Variation (SV) are more likely to cause functional change compared to Single
Nucleotide Variants (SNV) and Insertion/Deletions (INDEL), making SV an alluring class of
mutation for attributing risk to complex disorders. However, detection of SV in short-read
paired-end Illumina libraries carries a high burden of error. Sensitive SV detection is further
complicated with the need for multiple calling algorithms, making integration of the genotypes
and likelihoods challenging. Machine learning genotyping of SN'Vs has been successful in the
past, achieving false discovery rates (FDR) well below other probabilistic models [55]. Levering
common germline SV from the 1000 Genomes Project (1KGP) [76] and high coverage ( COV
) paired-end whole genomes (27 individuals), we developed a machine learning software tool
dubbed, SV2 (Support Vector Structural Variant genotyper) in order to genotype deletions and
duplications. We test the validity of our models with orthogonal data sets, using both genotyping

arrays (N=57) and single molecule long reads (N=9), resulting in FDRs of 0.85% for deletions and



0% for duplications. We then compare SV? to two other probabilistic models for SV genotyping,
SVTyper[17] and Manta[16], and found that SV?2 outperformed both models with areas under the

receiver operating characteristic curves of 0.92 for deletions and 0.8 for duplications.

2.2 Introduction

Structural Variation (SV) is a change of the structure of a chromosome larger than 50bp.
SV is a major contributor to human genetic variation with 13% of the human genome defined
as structurally variable [76]. SV is also implicated in a variety of human diseases including
cancer, heart disease, and psychiatric disorders [18, 85, 11]. In many congenital and sporadic
disorders such as idiopathic autism and intellectual disability, de novo germline SVs, those that
are novel in offspring (i.e. not found in parents), are known to contribute risk [12]. Due to the
fact SV comprise more genomic real estate than SN'Vs or INDELSs, SV are more likely to elicit a
functional change [76]. Hence, for many complex disorders with substantial missing heritability,
SV has become an attractive class of mutation to attribute risk. However, SV detection for
paired-end Illumina sequencing libraries carries a high burden of false positives [5]. This burden
of false positives complicates pedigree analysis of inherited and de novo variants. False positives
and false negatives distort transmission rates and complicate interpretation of de novo mutations.

Given the diversity of structural variation and their wide range of sizes (50bp to S0Mb)
[76], typically multiple algorithms are required for comprehensive variant calling. SV calling
algorithms each operate as a standalone solution relying on either read depth [54, 1] or discordant
paired-ends and split-reads [44, 16]. Each of these features have distinct properties from each
other in paired-end data. Read depth is associated with copy number, but GC context and
repetitive regions can skew coverage [1]. Discordant paired-ends, sequencing fragments with
insert sizes outside the expected distribution, and split-reads, reads that span breakpoints that

have two non-overlapping alignments on opposite ends of the SV, are also correlated with copy



number but are limited to SVs without repetitive breakpoints. Such SVs lack breakpoint features
(discordant paired-ends and split-reads) because the reads spanning the repeats are too short to
be confidently aligned to a unique locus. Thus, other features like coverage and heterozygous
allele ratio (the ratio of coverage of the reference and derived alleles) would need to be used to
characterize these SVs. Given the wide characteristics of SVs and the singular approach current
methods apply, no solution exists that can integrate different variant calls and features of structural
changes in paired-end reads in one step. Hence, we present SV? (support-vector structural-variant
genotyper), a turn-key solution for unifying SV predictions into an integrated set of genotypes
and likelihoods. SV? (https://www.github.com/dantaki/SV2) is an open source software written
in Python that exploits read depth, discordant paired-ends, and split-reads in a supervised support

vector machine classifier.

2.3 Methods

2.3.1 Software Availability

The most recent version of SVZ source code and documentation is hosted on GitHub

(https://github.com/dantaki/SV2)

2.3.2 SV2 Workflow

SV? is a high-throughput SV genotyper that requires BAM alignments with chimeric
reads labeled with SA tags, a bgzipped and tabix indexed SNV VCF with allele depth, and a BED
or VCF file of deletion and duplication positions to be genotyped (Figure 2.1). SV? first performs
a preprocessing step that records basic statistics of each chromosome such as median coverage,
insert size, and read length. Then SV? operates on each variant extracting informative features

for genotyping with six support vector machine classifiers as described below:
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Figure 2.1: SV? Workflow. SV? requires a VCF file of SNVs, a BAM file, and a set of SVs to
genotype as input. Before genotyping, preprocessing is performed where the median coverage,
insert size, and read length is recorded for feature normalization. Features for genotyping,
which include depth of coverage, discordant paired-ends, split-reads, and heterozygous allele
ratio (HAR), are measured for each SV. SVs are then genotyped with an ensemble of support
vector machine classifiers. SV? produces two output files, a BED file and a VCF, containing
annotations for RefSeq genic elements, RepeatMasker repeats, Segmental Duplications, Short
Tandem Repeats, and common SVs from the 1000 Genomes phase 3 call set.

1. Deletion SV > 1000bp classifier: genotypes putative deletions on autosomes, sex chro-
mosomes in females, and pseudoautosomal regions on sex chromosomes. The features
implemented in this classifier are depth of coverage estimated via read count, discordant
paired-ends, and split-reads. This model classifies with three states: homozygous refer-

ence, heterozygous, and homozygous alternate corresponding to copy numbers 2, 1, and 0

respectively.

2. Deletion SV < 1000bp classifier: genotypes variants on autosomes, sex chromosomes in

females, and pseudoautosomal regions on sex chromosomes. Features for classification



include depth of coverage estimated as the median per-base pair coverage, discordant paired-
ends, and split-reads. Similar to the deletion > 1000bp classifier, this model genotypes

with three genotype states.

3. Deletion Male Sex Chromosomes classifier: genotypes variants on male sex chromosomes
and includes depth of coverage, discordant paired-ends, and split-reads as features. This
model genotypes with two states: reference and alternate representing copy number 1 and

0.

4. Duplication Breakpoint classifier: genotypes variants on autosomes, sex chromosomes
in females, and pseudoautosomal regions on sex chromosomes. Features include depth
of coverage, discordant paired-ends, and split-reads. This model genotypes with three
genotype states: homozygous reference (copy number 2), heterozygous (copy number 3),

and homozygous alternate (copy number 4).

5. Duplication SNV classifier: genotypes variants on autosomes, sex chromosomes in females,
and pseduoautosomal regions on sex chromosomes. Features for this classifier are depth
of coverage and heterozygous allele ratio taken from SNV calls. Like the duplication

breakpoint model, the SNV classifier emits three genotypes states.

6. Duplication: Male Sex Chromosomes classifier: genotypes variants on male sex chro-
mosomes and includes depth of coverage, discordant paired-ends, and split-reads. This
model genotypes with two genotypes states: reference (copy number 1) and alternate (copy

number 2).

The output of SV? includes a BED file and a VCF file. The VCF output file contains
both standard and stringent filters for de novo mutation discovery. Additionally, each vari-
ant is annotated for genes, repeatMasker elements, and 1000 Genomes phase 3 deletions and

duplications.
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2.3.3 Machine Learning Features of SV>

We sought to leverage SV genotyping with four orthogonal features: depth of coverage,
discordant paired-ends, split reads, and heterozygous allele ratio (HAR). Coverage was defined
as either the number of reads spanning a locus or as the median base-pair depth for lengths <
1kbp. Reads were excluded if they aligned within our genome mask comprising of segmental
duplications, short tandem repeats, assembly gaps, telomeres, and centromeres. Raw coverage
values were normalized according the chromosome average, and then adjusted based on GC
content with respect to PCR or PCR-free chemistries, adapted from CNVnator [1]. We defined
discordant paired-ends to have insert sizes greater than the chromosome median plus five times
the median absolute deviation. To reduce noise, we limited the search for discordant paired-ends
and split-reads to +/-500bp of the start and end positions of the SV. Likewise, only discordant
paired-ends and split-reads were included if the mate-pair or the supplementary alignment mapped
to the opposite side of the breakpoint. The resulting number of discordant paired-ends and split-
reads was then normalized to the number of concordant reads within the locus. Akin to B-allele
frequency on SNV microarrays, HAR was defined as the median ratio of coverage of the minor

allele to the major allele for all heterozygous variants encompassing the SV.

2.3.4 SV? Training Set

Features were obtained from 27 PCR-free high coverage whole genomes (48x, 250bp
read length) and 2,494 low coverage whole genomes (7x, 100bp read length) provided by 1KGP
[76]. SV positions were obtained from the 1KGP phase three structural variation call set[76],
retaining alleles with at least one alternate variant in the cohort. Training features are shown in
Figure 2.2 and a tabulated summary of the features and number of examples used in training
is described in Supplementary Table S2 in the publication[5]. Due to the larger number of low

coverage samples used in the breakpoint duplication classifier, we randomly selected 100,000

11



Training Set Features

1000 Genomes Deletions 1000 Genomes Duplications
Copy Number 09
0.15 - — 2
1
- 0.8 H
o<
<
g
v 0.10 - o 074
® o
& 2
o <
= 0.6
&
[=
R N\
0.05 g 0.5 //;__\\
[
T Copy Number ! {(fq
0.4 — 2 \
3
— 4
0.00 . r T T T T
0 1 2 2 3 4
Copy Number Copy Number

Figure 2.2: SV? training set of 1000 Genomes phase 3 SVs.Deletions less than 1000bp

(N=65,808) (left) and duplications with heterozygous allele depth features (N=8,772) (right) in

27 high coverage samples. Contour lines are derived via Gaussian kernel density estimation and

colors are representative of gold standard genotype. Copy number on the X axis is a function of

depth of coverage. The implementation of a radial basis function kernel for classification is able

to distinguish classes among nonlinear distributions.
homozygous reference examples for the final training set. In assembling the sex chromosome
training data, we discovered unresolvable errors in how deletion genotypes were encoded for
males. Therefore, the training set (for classifier 3. above) was replaced with an earlier release
containing unphased genotypes from the 1KGP (T. Rausch personal communication). Features
for every classifier were then excluded if the estimated copy number was greater than 10. Sample
weights were generated to control for noise via an inverse distance weighting scheme (Equation
2.1). The inverse distance weights were calculated with respect to expected coverage of the
phase 3 genotype. We defined the expected normalized coverage for homozygous reference was
1.0. The remaining expected coverages either added or subtracted 0.5 from 1.0 according to
the number of copies gained or lost. Training samples for the SNV duplication classifier were

weighted according to the inverse Euclidian distance of expected coverage and mean HAR value

of each copy number class (Equation 2.2).
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 |x— coverage;| +0.01
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Equation 2.1: Inverse distance weights for deletion classifiers and duplication breakpoint
and male Sex chromosome classifiers. Weights for each training sample (w;) are derived from
the inverse distance of expected coverage (x) to the normalized coverage of the training sample
(coverage;). Expected coverage was defined as 1.0 for homozygous reference (copy number 2 for
autosomes), and 0.5 was added or subtracted for each copy number gain or loss respectively. A
coefficient of 0.01 was added to the absolute difference between expected and sample coverage to
ensure the value was not zero.

1

w; = 2.2)
\/(x — coverage;)? + (y — HAR;)? +0.01

Equation 2.2: Inverse distance weights for duplication SNV classifier. Weights for each
training sample (w;) are derived from the inverse Euclidean distance of expected coverage (x) to
the normalized coverage of the training sample (coverage;) and to the expected heterozygous
allele depth (y) to the normalized heterozygous allele ratio of the sample (HAR;). As explained in
2.1, expected coverage was defined to be 1.0 for homozygous reference genotypes. The expected
normalized heterozygous allele ratio (HAR) ratio for homozygous reference genotypes is 1.0
(equal proportions of the major and minor allele). For three copies, the expected ratio is 0.5, and
four copies can either be 1.0 or depending on the number of copies present on each haplotype. A

coefficient of 0.01 was added to the Euclidean distance to ensure the difference was not zero.

2.3.5 SV?2 Classifier Parameter Selection

SV? genotypes SV with a support vector machine model with a radial basis function
kernel from scikit-learn [59]. Support vector machine classifiers are governed by the parameters

C and gamma, which represent the error of classification and the influence of training samples
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respectively. Parameter sweeps of varying C and gamma values were performed with balanced
class weights, with the exception of the paired-end duplication classifier which used heuristic
class weights. Parameters were chosen by optimizing false discovery rate with SVToolkit in a

previously published cohort [11].
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Figure 2.3: Training Set Cross Validation Performance. Genotyping accuracy was estimated
through cross-validation of the 1000 Genomes training sets plotting the average ROC curve of
7-folds with shaded areas representing the 95% confidence interval. The number of training
examples used in each classifier are tabulated in Supplementary Table S2 in the publication[5].
The average AUC across all classifiers and copy numbers for deletions was 0.98 and for
duplications 0.88.

2.3.6 Genotyping Accuracy with Cross Validation

We assessed genotyping accuracy through seven-fold cross validation of the training sets,
where each fold maintained the proportion of copy number classes in the full training set. Using
the 1KGP phase 3 SV genotypes as truth, the mean ROC and area under the curve was determined

for each genotype class (Figure 2.3).
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2.3.7 SV Genotyping Performance with SNV Arrays

We evaluated false discovery rates at varying genotype likelihood cutoffs using Illumina
2.5M SNV microarrays and SV calls from high coverage, paired-end whole genomes were
obtained from 57 samples described previously[11] LUMPY[44] and Manta[16] were used to
call SV in high coverage alignments of the 57 samples. Genotypes and likelihoods were produced
with SV? and the resulting variants were merged according to 50% reciprocal overlap, removing
any call that overlapped 50% of its length to regions in the genome mask. False discovery rates

were obtained for the resulting call set using the IRS test from SVToolkit.

2.3.8 SV Genotyping Performance with PacBio Single Molecule Real-Time
Sequencing

We chose 9 individuals sequenced using PacBio Single Molecule Real-Time from the
1KGP: Human Genome Structural Variation Consortium (HGSVC) [14]. Raw reads (mean length
= 8,345.2bp) were aligned to GRCh38 with bwa mem with the —x pacbio option. We then
restricted our analysis to chromosome 1 to comply with HGSVC data release policy for these
samples. SV calls from LUMPY and Manta were genotyped with SV? using complementary
Illumina paired-end whole genomes sequenced to deep depths (74.2X,125bp reads). The resulting
SV calls were merged according to 50% reciprocal overlap and filtered if either start or end
positions overlapped to to elements in the genome mask. Then we defined supporting reads
as PacBio split-reads with breakpoints that reciprocally overlap 50% to SVs genotyped in the
paired-end alignments. Additionally, PacBio reads with a CIGAR string insertion or deletion with
positions that reciprocally overlap 50% to the paired-end SV call were considered supporting.
We omitted loci if the coverage of PacBio reads over a 1000bp flanking span of either the start or
end position was less than 3x. False positives were defined as ALT genotypes without supporting

PacBio spilt-reads, while true positives required 1 supporting read.
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2.3.9 SV Genotyping Performance Leveraging Inheritance

We measured transmission bias using whole genome sequencing (42.6X) from 630
children and parents totaling 1884 individuals. 1,551 of the samples were obtained from the
Simons Simplex Collection. SVs were called using ForestSV, LUMPY, and Manta, and then
genotyped by SV2. SVs were merged if the reciprocal overlap was greater than 50% and removed
if the overlap to regions in the genome mask was greater than 50%. We measured rates of SV
transmission with the group-wise transmission disequilibrium test (TDT)[15] at varying levels

of SV2 ALT genotype likelihoods.

2.3.10 Construction of Standard and De Novo Mutation Filters

Genotype likelihood filters were determined using the IRS test from SVToolkit on I[llumina
2.5M SNV arrays for 57 samples. For stringent de novo filters, we leveraged variants previously
validated by PCR and Sanger sequencing[11] as a guide in determining appropriate filters.
Additionally, we created a set of conditions that consider feature availability and the length of the

SV to determine appropriate cutoffs, which can be found in Supplementary Table S1.

2.3.11 Comparison of Genotype Performance

We compared SV? genotyping performance to two other methods: SVTyper and Manta.
SVs >1000bp were called in 57 samples using LUMPY and Manta. Genotypes and corresponding
likelihood scores for LUMPY calls were provided by SVTyper, since both methods are packaged
into SpeedSeq[17]. Manta supplies genotypes and confidence scores for variants it predicts. SV
genotyped and scored the union of the two call sets. Variants were omitted if either breakpoint
intersected elements in the genome mask. Likewise, we limited this analysis to rare variants
defined as those with less than 1% allele frequency in parents. We then generated receiver

operating characteristic (ROC) curves for the three genotyping methods with a truth set of
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genotypes determined by SVToolkit IRS test on Illumina 2.5M arrays.

For SVs <1000bp, we evaluated genotyping performance for the three methods above
with PacBio long-reads. For 9 individuals, SVs were called in complementary deep coverage
Ilumina WGS (74x) using LUMPY and Manta with SV? genotyping the union of SV calls.
Variants were omitted if either start or end position intersected with elements in the genome mask.
Additionally, we restricted the analysis to variants with a median coverage greater than or equal to
3X of 1000bp flanking regions. Supporting PacBio reads contained either at least one split-read
or CIGAR string insertion/deletion with positions that reciprocally overlap at least 50% to the SV

in question.

2.4 Results

SV?Z (support-vector structural-variant genotyper) is an open source application written in
Python that requires a BAM file, a single nucleotide variant (SNV) VCEF file, and either a BED
or VCF file of deletions and duplications as input. SV operates in three stages: preprocessing,
feature extraction, followed by genotyping. Genotyping utilizes four informative metrics: read
depth, discordant paired-ends, split-reads, and heterozygous allele depth in a supervised support
vector machine classifier trained on whole genome sequences (WGS) from the 1000 Genomes
Project (1KGP). The output VCF file contains genotypes and annotations for genes, repeats, and

variant identifiers from the 1KGP (Figure 2.1).

2.4.1 Training Set Cross Validation

We initially sought determination of SV?’s genotyping performance with cross-validation.
We calculated the mean receiver operating characteristic (ROC) curve of 7 folds, maintaining the
proportion of classes in the full training set. We found the average area under the curve (AUC) for

deletions as 0.98 and for tandem duplications as 0.88. ROC curves for the remaining classifiers
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produced similar AUCs (Figure 2.2).
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Figure 2.4: SV? genotyping performance. (A) False discovery rate across SV? genotype
likelihoods estimated from Illumina 2.5M arrays (N=57) and PacBio long reads (N=9). Black
dotted line indicates 5% FDR. (B) Group-wise transmission disequilibrium tests across SVv?2
genotype likelihoods in 630 offspring with shaded regions representing one standard deviation.
(C) Receiver operating characteristic (ROC) curves of WGS genotyping calculated from Illu-
mina 2.5M arrays for SV2, SVTyper, and Manta in 57 individuals. (D) ROC curves of WGS
genotyping calculated from supporting PacBio SMRT reads for SV2, SVTyper, and Manta for
SVsin 9 individuals.

2.4.2 False Discovery Rates and Filters

In order to measure the performance of our genotypers, we applied orthogonal assays of
structural variant detection such as SNV genotyping arrays and single molecule long reads. False
discovery rates (FDR) of SV? genotypes from WGS in 57 subjects[11] were determined using
[llumina 2.5M SNV arrays with SVToolkit(sourceforge.net/projects/svtoolkit/) (Figure 2.4A).
SVToolkit validates variants by performing a rank-sum test across the cohort for each variant.
Since this method uses the input cohort as a population mean, polymorphic CNVs are not reliably
validated. Therefore, we only assessed the validity of rare variants at or below an allele frequency
of 1%. FDR was 40% for unfiltered deletions (N=5,344) and duplications (N=776). Next, we

formulated genotype likelihood filters at a “standard” level of stringency and a higher (“de novo™)
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stringency for de novo variant discovery (Supplementary Table S1). At the standard level of
stringency, the FDR was 1.24% for deletions and 4.41% for duplications (Figure 2.5). Likewise,
unfiltered de novo variants carry a FDR of 60% for deletions and 86% for duplications with strict

de novo filters reducing the FDR to 0.54% for deletions and 0% for duplications (Figure 2.5).
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Figure 2.5: False discovery rates estimated on SNV arrays in 57 samples of unfiltered
(top) and SV? filtered (bottom). (A) deletions at varying size bins (100-1000bp, >1000bp)
with variants were called by ForestSV, LUMPY, and Manta and genotyped by SVZ. Unfiltered
variants had high rates of false positives at all size bins. However, SV? filtering controlled for
false positives resulting in a 1.24% FDR with standard filters and 0.54% FDR with stringent
filters for de novo mutation discovery. (B) FDR of duplications estimated on SNV arrays in the
same samples in panel A where a FDR of 4.41% and 0% were recorded for standard filters and
de novo filters respectively.

2.4.3 Transmission Disequilibrium Test

False positives and false negatives distort the expected transmission rate (50%) of in-
herited variants. Thus measuring the transmission rate of variants can provide a means to test
genotype accuracy. We applied a group-wise transmission disequilibrium test[15], which tests

the transmission of a group of variants instead of each variant separately. This method is robust

19



since it increases the statistical power by lowering the number of statistical tests performed.
Assuming each variant is independent from each other, transmission rates follow a binomial
distribution. Therefore, we can calculate the probability that a group of variants are within the
expected distribution of transmission.

We tested the performance of SV using the group-wise transmission disequilibrium test
on SVs called in 630 children and their parents, totaling 1884 individuals. As expected, unfiltered
SV calls exhibited a significant under-transmission bias: transmission rates of 39.8% for deletions
and 35.08% for duplications (deletions: P=9.61x10-51, N=105,023; duplications P=7.8x10-18,
N=346,173) (Figure 2.4B). Applying standard genotype likelihood filters reduced the transmission
bias to 48.2% (P=1.32x10-2, N=40,587) for deletions and 47.3% (P=3.39x10-3, N=3,863) for
duplications. Applying more stringent de novo filters further reduced under-transmission bias
t0 49.1% (P=1.32x10-2, N=21,772) for deletions and 49.3% (P=1.0, N=2,847) for duplications
(Figure 2.6).

2.4.4 Validation Cohort

PacBio long-read WGS provided additional SV? genotyping validation. Single molecule
long reads provide an excellent source for validation since longer reads allow for better alignments
to repeats. Thus, breakpoints in repetitive regions that are near impossible for short read methods
to align, become resolvable in long read libraries. SVs can be gleaned from long read alignments
from either split-reads or CIGAR strings. Further assessment of SV2’s genotype likelihood filters
leveraged PacBio long-read WGS (x26) on 9 subjects from the 1KGP[14]. This validation set is
independent from the training set since SV? genotypes were generated using a separate deep (x72)
[Ilumina WGS library with SV predictions from LUMPY and Manta, both of which were not
implemented in the training call set[76]. To comply with the data release requirements for these
data, only variants on chromosome 1 were analyzed. As a precaution for overfitting, we excluded

SVs that overlapped with >80% reciprocal overlap to SVs in our training set. Additionally,
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Figure 2.6: Rate of transmitted variants in 630 children SVs called by ForestSV, LUMPY,
and Manta with error bars as one standard deviation. (A) Unfiltered deletions (top) were
biased towards under-transmission with an average of 39.8% variants transmitted to children
(P=9.61x10-51, N=105,023). SV? standard filters (bottom) resulted in 48.2% of variants
transmitted (P=1.32x10-2, N=40,587). Stringent de novo filters produced a transmission rate
of 49.1% (P=1.32x10-2, N=21,772). Similarly, duplications (B) had high rates of under-
transmission for unfiltered variants (top) with a transmission rate of 35.1% (P=7.8x10-18,
N=346,173). Filtered variants (bottom) had a duplication transmission rate of 47.3% (P=3.39x10-
3, N=3,863) with a standard filter and 49.3% (P=1.0, N=2,847) for stringent filters.

we omitted variants with less than 3 PacBio reads within 1000bp flanking regions. Valid WGS
genotypes required at least one supporting breakpoint with 50% reciprocal overlap to a PacBio
split-read or CIGAR string. The FDR was 6.53% (N=3,121) and 17.72% (N=413) for unfiltered

deletions and duplications respectively (Figure 2.4A). SV? standard filters, lowered the FDR for

deletions to 0.85% (de novo filters: 0.62%) and for duplications to 0% (de novo filters: 0%).

2.4.5 Comparison of SV? to Other Models

Performance of SV? was then compared to that of two widely used SV genotyping
software SVTyper[17] and Manta[16]. For this comparison, SVTyper genotyped SV predictions

using the companion tool LUMPY[44], Manta produced genotypes for its predictions, and SV?
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genotyped the union of LUMPY and Manta calls for the previous evaluation set of 57 subjects
with [llumina 2.5M arrays. Receiver operating characteristic (ROC) curves for each genotyping
method were generated, specifying true and false positives with SVToolkit. SV? achieved
the best genotyping accuracy with an AUC of 0.92 for deletions and 0.8 for duplications, in
contrast to Manta (deletion AUC=0.84, duplication AUC=0.69) and SVTyper (deletion AUC=0.9,
duplications AUC=0.78) (Figure 2.4C).

We then compared SV? genotyping performance using the 9 PacBio long read libraries.
Likewise, we found that SV? produced the optimal performance with AUCs of 0.98 for deletions
and duplications. Conversely, Manta performance resulted in an AUC of 0.9 for deletions and 0.81
for duplications, and SVTyper producing AUCs of 0.97 for deletions and 0.91 for duplications
(Figure 2.4D).

2.5 Discussion

SV? compared to other SV genotyping software is noteworthy because of its exploitation
of machine learning to reliably genotype and score deletion and tandem duplication predictions
without compromising sensitivity. One of SV?’s advantages to comparable SV genotyping
solutions is the ability to genotype breakpoints overlapping repetitive elements using read depth.
Additionally, SV?’s incorporation of heterozygous allelic depth is better able to genotype tandem
duplications, which are more prone to false positive genotypes due to fluctuations in read depth.
However, relying on the presence of SNVs limits more accurate genotyping to events larger
than 3kb. A caveat of SV? is that it cannot assign a copy number greater than 4, but this can
be addressed with the addition of more gold standard examples. Ultimately, SV>’s strength is
harmonizing genotypes and likelihoods from multiple callers and genotypers, simplifying analysis
of SV and providing a well needed tool for accurately resolving de novo mutations.

SV? is streamlined compared to other machine learning classifiers, since it relies on
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three features, at most, for genotyping. Additional features that would be informative for SV
genotyping can be applied for future machine learning classifiers. Implementing a Random Forest
model on a wide array of features could result in better performance for SV genotyping. Such
a model would leverage additional features such as GC content, overlap to repeats, confidence
intervals of the breakpoints, strand orientation of paired-ends, mapping quality, a variance metric
for coverage, loss of heterozygosity, and clipped reads. Building a training set for a such a model
can include the current high coverage dataset from the 1000 Genomes Project, used for SV2.
Since the publication of SV2, novel methods for genotyping variants such as Google’s
Deep Variant[61], which uses a convoluted neural network and images of reads to genotype SNVs
and INDELSs. Training a neural network on images of SVs is possible, and I have developed
prototypes (github.com/dantaki/SVanGogh) that pixelate alignments, coloring them by features
such as strand orientation and mapping quality. However, producing such a model is currently
limited by a lack of training examples. Deep learning achieves its famed performance by training
on hundreds of thousands to millions of examples. Simulating SVs is a viable approach but
would lack certain nuances real data has that can’t be simulated. In either case, when resources
are available, training a neural network on images of SVs would be ideal for two main reasons:
the model can extrapolate the structure of complex rearrangements and images can be generated
by any sequencing platform. Convoluted neural networks can combine predictions when given
input of two or more classes. For example, a model trained to predict if an image contains a
person or a horse will report both classes when given an image of a person riding a horse. This
powerful characteristic of convoluted neural networks suggests that a classifier trained on images
of simple SVs (deletions, duplications, inversions, and insertions), would be able to resolve
complex SVs such as a duplication-inversion-duplication. The prototype I have constructed
creates images that are matrices of pixels, where each row corresponds to a sequencing fragment
and each column a base pair. The image is a composite of two images, taken from the start

and end breakpoints. Differences in strand orientation within sequencing reads are indicated by
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one of the RGB channels. By pixelating reads in this fashion, SVs from both paired-end and
single molecule reads can be displayed, meaning that a finished genotyper can be applied to
any sequencing platform. At this time, there is a need for a tool that can predict and genotype
SVs with precision adequate for clinical diagnostics and that can be applied to many different
platforms. Genotyping SVs with images, seems to be a promising avenue for such a model.
Chapter 2 has been previously published in Bioinformatics (Danny Antaki, William M.
Brandler, Jonathan Sebat. 2018. SV?: accurate structural variation genotyping and de novo
mutation detection from whole genomes. Bioinformatics 34(10):1774-1777). The dissertation
author is the primary author of this material. William M. Brandler provided technical advice
and aided in generating genotype likelihood filters. Jonathan Sebat supervised the project and

provided advice.
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Chapter 3

Paternally Inherited Cis-Regulatory

Deletions Confer Risk to Autism

3.1 Abstract

Previous studies on the genetic basis of autism have associated de novo variants and
maternally derived loss of function variants to the disorder. Currently about 15-25% of cases can
be explained by a causal variant, leaving the majority of diagnoses unexplained. We hypothesize
that a portion of missing heritability can be explained by rare inherited structural variants in
cis-regulatory elements (CRE-SVs) of haploinsufficient genes. Our rationale for this rests with the
fact that previous studies utilized targeted exome screens, thus omitting cis-regulatory elements.
We investigated this prospect by testing transmission distortion of CRE-SVs in whole genomes
of 3169 individuals from 829 families affected by autism. We report that structural variants
were depleted within promoters and untranslated regions, similar to functionally constrained
coding regions. Additionally, paternally inherited CRE-SVs were preferentially transmitted to
affected children and not to their unaffected siblings. We then replicated this initial discovery

in an independent cohort of 3016 families, where the association of paternal CRE-SVs, but
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not maternal CRE-SVs, was observed. Taken altogether, our results suggest that rare inherited
noncoding variants in dosage sensitive regions of the genome carry risk for complex disorders.
Likewise for autism, there exists a striking paternal origin effect which further implies that genetic

risk for the disease is more complex than previously thought with varying parent of origin effects.

3.2 Introduction

It has been established that autism has a strong genetic component. Decades of measuring
concordance of the disease in monozygotic twins have determined a range of 30-99% in the
heritability of autism[64]. Large copy number variants have been associated to around 10% of
cases[49]. However, these studies relied on methods that do not directly sequence the mutant
allele. In constract, exome sequencing of large cohorts have implicated that coding de novo
mutations contribute to about 22% of diagnoses can be attributed to a loss of function or de
novo missense mutation[33]. However, this success is met with the looming missing heritability
problem where over 40% of cases have unexplained diagnoses with 49% of the remaining missing
heritability thought to exist in common variants with additive effects[64, 23]. Thus creative
approaches in leveraging newer technologies such as whole genome sequencing and associating
risk from rare inherited variants should be considered.

Whole genome sequencing offers many prospects, such as being able to call many different
classes of mutation such as single nucleotide variants (SNVs), insertion/deletions (INDELSs),
and structural variants (SVs). Likewise, sequencing the entire genome allows for interrogation
of noncoding functional elements that exome sequencing omitted, such as untranslated regions
of genes (UTRs), promoters, and enhancers. Microarrays can provide whole genome inquiry
but at the cost of lower resolution, thus SVs are limited to >20kbp in length. Therefore a SV
that alters the function of only cis-regulatory elements must be small enough to not affect any

coding regions. Whole genome sequencing provides the means to interrogate variants that affect
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cis-regulatory elements, but at the price that most variants are noncoding, making risk attribution
difficult.

Finding noncoding variants that are likely to confer genetic risk to a disease like autism
can be aided with a set of haploinsufficient genes. Such genes are functionally constrained
by dosage, meaning that a loss of one copy would be detrimental to fitness and overall health.
Empirical measures of gene haploinsufficiency has been carried out by the Exome Aggregation
Consortium (ExAC)[45]. Lek and collaborators measured the frequency of loss of function
mutations, such as a gain of a stop codon or a frame shift mutation, in the exomes of over 60,000
individuals; given the expected number of loss of function mutations and the observed count, a
probability of loss of function (pLI) score was assigned to each gene[45]. Authors report that
genes with pLI scores greater than 0.9 are likely to confer risk to disease[45]. However, using a
set of genes slightly limits inquiries into noncoding association to variants that are genic, such as
overlapping UTRs, promoters, or transcription start sites. Even with this limitation, we sought to

ask if missing heritability in autism can be attributed to cis-regulatory deletions.

3.3 Methods

3.3.1 Study Design

Our discovery data set consisted of families with at least one diagnosed case of autism,
which was derived from two data sets: the Relating genes to Adolescent and Child Health
(REACH) study and the Simons Simplex Collection Phase 1 (SSC1) study.

The REACH cohort consists of 309 families comprising of 1095 individuals. In these
families there were 112 control offspring and 362 affected cases with diagnoses ranging from
autism (285 offspring), pervasive developmental disorder - not otherwise specified (PDD-NOS,
10 offspring), 10 with attention deficit hyperactivity disorder, and 24 with speech delay, epilepsy,

anxiety, or other related developmental disorders that could be considered as affected.
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The SSC1 cohort provides our study with 518 families, each with one affected offspring
and an unaffected sibling control. The SSC1 cohort was preselected on basis of screening negative
for any plausibly causal de novo or inherited variant, including SNVs, INDELSs, or SVs taken
from genotyping arrays or exome sequencing. Thus, it is plausible to consider that the SSC1
cohort is more likely to contain noncoding risk signal than other datasets that include samples
with high risk variants.

The replication dataset consists of two cohorts: the Simons Simplex Collection Phases 2,3,
and 4 (SSC2-4) and the MSSNG cohort (principal investigator: Stephen Scherer). The SSC2-4
cohort has not been preselected like the SSC1, evident by the presence of previously published
samples in the cohort[33]. The MSSNG cohort includes 1395 autism cases from 1187 families,
while the SSC2-4 cohort contains 1621 families with an affected child (6047 individuals). Full
counts of individuals in each cohort can be found in Table 3.1

Table 3.1: Sample Counts by Cohort

Cohort | Families | Individuals | Cases | Controls
Discovery | REACH 309 1095 362 112
SSC1 518 2072 518 518
Replication | SSC2 598 2392 598 598
SSC3 783 3125 783 776
SSC4 442 1331 442 5
MSSNG 1187 3769 | 1395 0
Total 3837 13784 | 4098 2009

3.3.2 Whole Genome Sequencing

Samples from the REACH cohort were sequenced at Human Longevity Inc. (HLI) on
Illumina HiSeq X10 machines with 150bp long paired-ends at a mean coverage of 50X. 204
individuals were sequenced on the older Illumina HiSeq 2500 platform that have been previously
described[11]. The SSC1 and SSC2-4 cohorts were sequenced at the New York Genome Center on

an Illumina HiSeq X10 (150bp paired-end reads, mean coverage 40X). The replication MSSNG
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cohort from the Autism Speaks initiative were sequenced on Illumina HiSeq X10 machines at a
mean depth of 30X. All DNA samples were derived from blood. Standard quality control steps
were performed to ensure relatedness, paternity, and gender for each sample.

For REACH and SSC1, genomes were aligned to the human hg19 (GRCh37) reference
with bwa-mem[46]. The SSC2-4 cohorts were aligned with bwa-mem[46] to the human reference
hg38 (GRCh38). Duplicate reads were flagged and removed from each sample. Additionally,
base quality scores were recalibrated with GATK[51] BaseQualityScoreRecalibration. SNPs and
INDELSs for the REACH and SSC1 cohort were called using GATK[51] HaplotypeCaller and
recalibrated using the default parameters for VariantQualityScoreRecalibration. For the SSC2-
4 cohort, SNPs and INDELs were called using GATK][51] HaplotypeCaller and recalibrated
with VariantQualityScoreRecalibration, but were genotyped jointly in sub-cohorts of roughly
50 families. Since for SV genotyping, SNVs and INDELSs are used in a way that is similar to
microarray probes, the differences between pedigree-wise variant calling and joint genotyping do

not affect the SV genotyping.

3.3.3 SV Detection, Filtering, and Genotyping

Structural Variants were called in each sample using ForestSV[54], LUMPY[44], and
Manta[16]. ForestSV implements a Random Forest classifier to predict the copy number of a
given genomic region, because of the windowing approach, SVs called by forestSV lack precise
breakpoints. LUMPY and Manta call SVs with discordant paired-ends and split-reads, allowing
for better resolution of smaller variants (<500bp). Since LUMPY and Manta rely on aligned
reads to find SVs, it is restricted to breakpoints that fall outside repetitive elements. For short
150bp reads, alignments are rarely confidently aligned to repeat elements such as segmental
duplications and short tandem repeats. However, we are not limited to SVs that are mediated
by repeats, such as those that derive from non-allelic homologous recombination, because of

forestSV’s windowing approach. ForestSV also implements coverage in predicting SVs, a feature
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that LUMPY and Manta do not use. Hence, by creating a consensus call set from the three
methods, we are able to sensitively assay the genome for SVs.

We first removed variants that overlapped more than 66% with centromeres, segmental
duplications, regions with low mappability with 100bp reads, regions subjects to somatic V(D)J
recombination such as antibody regions and T-cell receptors (data obtained from UCSC Table
Browser[39]. These regions either lack reads due to their repetitive context, such is the case
with telomeres, or appear as false positive germline de novo variants, since they are somatic
in origin (as the case is with T-cell receptors). LUMPY and Manta SVs were omitted if either
breakpoint overlapped with one of these regions. Additionally, LUMPY/Manta SVs were omitted
if the breakpoint overlapped a short tandem repeat. We then generated a set of uniformly called
genotypes for the combined set of deletions and duplications with SV2[5]. We then filtered
variants according to SV? filters that were determined using an orthogonal cohort[5]. Variants
that passed the standard filters of SV were retained. Variants that overlapped within samples
were collapsed to the variant with the highest median ALT genotype likelihood. A consensus
call set was generated by merging the calls from the three algorithms. ForestSV calls were
collapsed if variants across samples overlapped >50% reciprocally. For LUMPY and Manta, SVs
were collapsed if the confidence intervals for both the start and end positions overlapped. After

genotyping variant allele frequencies were calculated with plink[63] with the resulting VCEF files.

3.3.4 SV Validation by Microarrays

We estimated the false discovery rate (FDR) of deletions and duplications with Illumina
2.5M SNP array data on a subset of 205 genomes using the Intensity Rank Sum test implemented
using SVToolkit’s IntensityRankSum test. Briefly, the software performs a rank sum test of probe
intensities across a cohort, thus for rare variants (allele frequency <1%) this method is quite
robust at validating structural variants. However, due to the limitations of microarrays, SVs can

be validated if they are over 10kbp.
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3.3.5 SV Validation by Nanopore Sequencing

We validated our SV detection and genotyping approach in three unrelated individuals
with Oxford Nanopore (ONP) long read sequencing. ONP reads were aligned to the human
hg19 (GRCh37) reference with bwa-mem[46] and ngmlr[72]. The average coverage was 7.4X
and average read length was 2574bp for bwa-mem alignments and 7.3X and 2525bp for ngmlir
alignments. We restricted validation to variants with less than 50% overlap to elements in
our genome mask. Additionally, we ensured that the median base-pair depth of coverage was
greater than 0X in 1000bp regions flanking the breakpoints, totaling 3252 deletion and 62
duplication candidates for validation. We then searched for supporting reads in bwa-mem and
ngmlr alignments, defined as supplementary alignments or CIGAR string deletions and insertions
with breakpoints that overlap at least 50% reciprocally to the SV in question. Short-read SV
predictions were considered validated if at least 1 supporting read was detected in either bwa-mem

or ngmlr alignments.

3.3.6 Prioritization of Functional Elements

Each variant was prioritized according to overlap to functional elements. We created a
hierarchy of annotations that classifies each variant into one of four groups: exonic, cis-regulatory,
intronic, or noncoding. For this analysis only the exonic, cis-regulatory, and intronic variants
were analyzed. Variants that intersected at least one exon were labeled as “exonic”. We defined
cis-regulatory as variants that do not intersect coding regions, but intersect either a 3°’UTR,
transcription start site, and/or promoter. Intronic variants do not overlap coding regions or
cis-regulatory regions, but are in introns, which are not as constrained as coding regions.

We then determined the gene and the corresponding pLI score each exonic, cis-regulatory,
and intronic variant. If a variant intersected two or more genes, the gene with the highest (most

functionally constrained) score was reported. Our target list were generated using the hgl9
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reference, for the SSC2-4 variants that were called on a hg38 reference, we transformed the
coordinates to hg19 with liftOver[38], with a minimum of 75% matching bases to the destination

locus.

3.3.7 Group-Wise Transmission Disequilibrium Test

For this analysis, we only tested private variants, those that are unique to one parent in
each family. Our rationale for this restriction is that private variants are evolutionarily young and
haven’t had enough time for natural selection to remove deleterious alleles from the population.
As described earlier in this work, the transmission disequilibrium test accounts for deviations
from the expected transmission rate of 50%. Typically the transmission disequilibrium test
is performed on a per-variant basis, but this approach would fail due to our requirement for
private variants. Hence, we sought to group variants according to functional constraint and sum
the number of transmitted and not transmitted variants in each group to determine the overall
transmission rate. This approach is robust, since it lowers the number of statistical tests that need
to be performed[15]. Additionally by limiting to rare variants, the variants become effectively
unlinked, thus distortions that arise from common variants due to population stratification is
removed.

We then grouped variants according to functional constraint (pLI >0.9) and tested if exonic
or cis-regulatory deletions were over-transmitted to affected offspring, relative to controls. An
over-transmission of putative risk variants would suggest disease association, since those variants
are unlikely to occur in healthy offspring. Since the total number of independent transmissions

follow a binomial distribution, we defined statistical significance with the binomial p-value.
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3.4 Results

3.4.1 Landscape of Deletions in Human Whole Genomes

Our discovery data set consisted of whole-genome sequencing (mean coverage = 42.6X)
of 829 families, comprising 880 affected individuals, 630 unaffected individuals, and their parents.
This discovery cohort consisted of two data sets, the REACH study containing 309 families, and
the Simons Simplex Collection Phase 1 (SSC1) study containing 518 families. The samples in
the SSC1 cohort were selected on the basis that they had previously screened negative for de
novo loss of function mutations or large copy number variants from exome sequencing[33] and
microarray studies[69]. The ascertainment of this sample was therefore designed to eliminate the
well-established categories of genetic risk and thereby to enrich for novel inherited and noncoding

risk variants.
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Figure 3.1: Size Distribution of Deletions. Boxplots for all deletions (left) and private dele-
tions (right). Private deletions are those that exist in one founder (parent). The mean deletion
length for all deletions was 21,472bp (25pc-75pc: 92-2755bp; IQR= 2663bp). For private
deletions the mean length was 9171bp (25pc-75pc: 119-3384bp; IQR= 3265)

We developed a pipeline for genome-wide analysis of SV that consisted of three structural
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variant callers, forestSV[54], LUMPY[44], and Manta[16]. We then generated a consensus call set
by collapsing overlapping variants and removing variants that intersected problematic regions for
sequencing by more than 66% of the lenght of the SV. A key innovation was the development of
SV?[5], a support-vector machine based software for accurately estimating genotype likelihoods
from short-read WGS data, which enabled accurate genotyping of SVs in families with a detection
limit of >100bp[5]. The mean length of all deletions was 21,472bp (IQR = 2663bp), while for

private deletions the mean was 9171bp (IQR = 3265bp; Figure 3.1)
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Figure 3.2: Burden of Deletions in 3169 Individuals. (A) Distribution of deletions per
individual for variants that intersect common SVs found in the 1000 Genomes phase 3 call
set[76] (shown in black), and variants that were novel to the 1000 Genomes call set (shown
in red). The average number of deletions per individual was 2427 variants (IQR = 87). (B)
Distribution of deletions in coding regions. Variants that intersect exons with pLI scores >0.9
are shown in red. The average number of private deletions per sample was 14 variants (IQR
= 7); the average number of private coding deletions was 0.774 (IQR = 1), while the number
of private coding deletions in haploinsufficient genes was 0.086. 255 samples had 1 or more
private deletion in a functionally constrained gene, while 14 had two or more.

We then calculated the burden of deletions in each individual (Figure 3.2A) stratifying
according to deletions that intersected with the 1000 Genomes phase 3 release[76] and those that
were novel to the 1000 Genomes call set. The average number of deletions that were also present
in the 1000 Genomes data set was 1118 variants per individual (IQR = 59), while the average
burden for novel variants were 1308 variants per individual (IQR = 47). We also measured the

burden of private deletions that intersected exons (Figure 3.2B) and found the number of exonic
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deletions per sample to be 0.774 variants. For functionally constrained exons, defined as pLlI
>0.9, the average number of variants was calculated to be 0.86. There were 255 individuals with
1 or more deletion in a haploinsufficient gene; 14 people contained two or more risk deletions

with 4 deletions being the highest number of observed deletions in exons with pLI scores greater

than 0.9.
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Figure 3.3: Metrics of genotyping accuracy for deletions and duplications by size. Bar
charts illustrating (A) FDR based on intensity rank sum test from microarray, (B) Mendelian
error rates, and (C) variant transmission rates stratified on SV type (deletion and duplication)
and SV length bins for private variants. Quality metrics are reported for all private SVs in the
callset filtered based on SV? genotype likelihood at two levels of stringency (”standard” and “de
novo”). Whiskers represent 95% confidence intervals.
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3.4.2 SV Validation by Microarrays and Inheritance-Based Methods

An average of 3746 SVs were detected per individual, including biallelic deletion, tandem

duplications, inversions, four classes of complex SV, and four families of mobile element insertion.

The overall false discovery rate (FDR) was estimated from Illumina 2.5 M single nucleotide

polymorphism (SNP) array data to be 4.2% for deletions and 9.4% for duplications (Figure 3.3A).

Private deletions and duplications >100 bp in length displayed low Mendelian error rates (below

5% for deletions across all size ranges and duplications >100bp), with an overall Mendelian

error rate of 2.5% for deletions and 1.5% for duplications (Figure 3.3B). We also tested for

transmission distortion of all private deletions and duplications and found no apparent bias for

deletions (average transmission rate = 0.497) or duplications (average transmission rate = 0.52)

(Figure 3.3C).

Table 3.2: False discovery rate of SVs across size ranges and filters.

SV Type | Parent Allele Frequency | Size Range | # SV | # SV Covered with ONP | Failed | Passed | Validation Rate
DEL All <100bp 1168 1086 134 952 0.88
DEL All 100bp-1kb | 1583 1486 157 1329 0.89
DEL All >1kb 730 680 56 624 0.92
DEL All All 3481 3252 347 2905 0.89
DEL <1% <100bp 33 33 2 31 0.94
DEL <1% 100bp-1kb 61 60 6 54 0.90
DEL <1% >1kb 51 50 5 45 0.90
DEL <1% All 145 143 13 130 0.91
DEL Private <100bp 4 4 0 4 1.00
DEL Private 100bp-1kb 14 14 0 14 1.00
DEL Private >1kb 22 22 0 22 1.00
DEL Private All 40 40 0 40 1.00
DUP All <100bp 0 NA NA NA NA
DUP All 100bp-1kb 8 8 2 6 0.75
DUP All >1kb 55 54 15 39 0.72
DUP All All 63 62 17 45 0.73
DUP <1% <100bp 0 NA NA NA NA
DUP <1% 100bp-1kb 0 NA NA NA NA
DUP <1% >1kb 11 11 0 11 1.00
DUP <1% All 11 11 0 11 1.00
DUP Private <100bp 0 NA NA NA NA
DUP Private 100bp-1kb 0 NA NA NA NA
DUP Private >1kb 4 4 0 4 1.00
DUP Private All 4 4 0 4 1.00
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3.4.3 SV Validation by Nanopore Sequencing

We also validated SV genotyping through Oxford Nanopore whole genome sequencing
of 3 unrelated individuals to a mean coverage of 7X to 9X. Due to the novelty of long read
technology, we chose to align the samples with two algorithms, bwa-mem[46] and ngmlr[72].
For each alignment, we restricted validation to variants with les than 50% overlap to elements
in our genome mask. Additionally, we ensured that the median base-pair coverage was greater
than 0X in 1000bp flanking regions. With these filters, we tested the validation of 3252 deletions
and 62 duplications in the three samples, calling a SV valid if one or more supporting Nanopore
read was present in either alignment. We then calculated the false discovery rate specifying false
positives as SVs without supporting reads while binning on allele frequency and SV length. The
overall FDR was 10.4% for deletions and 30.6% for duplications; for private variants of SV length

100bp-1000bp the FDR was 0% for deletions (Table 3.2).

3.4.4 Transmission of Private Deletions

Measures of functional constraint that are based on population data are useful metrics for
predicting the pathogenicity of rare variants. For example, genes that display strong negative
selection against loss-of-function variants in the general population, as assessed by the Exome
Aggregation Consortium (ExAC)[45], are highly enriched in de novo mutations in children
with ASD[66]. Likewise, it’s been reported that the intolerance of genes to exonic deletions is
correlated with the SN'V-based pLI metric[10]. With this in mind, we can then test for disease
association using private (those in one parent) deletions that overlap haploinsufficient genes (pLI
>(0.9), with the rationale that private variants are evolutionarily young and haven’t had enough
time for natural selection to purify deleterious alleles from the population.

We then classified each private deletion on whether it overlapped coding regions (Loss of

Function), cis-regulatory elements, defined as 3’ UTRs, transcription start sites, and promoters
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(CRE-SV), or introns. This classification scheme was hierarchical, with coding deletions taking

precedence to cis-regulatory elements, to introns.
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Figure 3.4: Transmission Disequilibrium of Private Deletions in Functionally Constrained
Genes. Transmission disequilibrium of private deletions in 829 families (880 affected offspring,
680 control siblings). Deletions were categorized into three groups according to their intersection
with genic elements (pLI >0.9): Loss of Function (LoF), CRE-SV, and Intronic. LoF variants
were over-transmitted to cases, but not to controls (binomial p-value = 4.87x1073, Chi-Square
p-value = 0.00151). Although the CRE-SVs seem to be over-transmitted to cases and under-
transmitted to controls, the results are not significant. Likewise, as expected, we show no
transmission distortion of intronic deletions in haploinsufficient genes. P-values over data points
represent two-tailed binomial p-values. Error bars indicate 95% confidence intervals defined as
the binomial proportion confidence intervals. Numbers for each group signify the number of
independent transmission events for cases and controls.

Focusing on the target functional categories above, family-based association was tested
using a group-wise transmission disequilibrium test, assuming a dominant model of transmission
with additive effects[15]. As expected, since most intronic mutations are more likely to be under
neutral selection[13, 29], private intronic deletions exhibited no transmission distortion (case

transmission rate = 0.485, control transmission rate = 0.49). Loss of function (LoF) mutations

38



in functionally constrained genes were over-transmitted to cases but not to controls (Affected

transmission rate = 0.676, binomial p-value = 4.87x1073, Chi-Square p-value = 0.00151. Figure

3.4). CRE-SVs appeared to be slightly over-transmitted in cases and under-transmitted to controls,

but the results were not statistically significant (Figure 3.4).
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Figure 3.5: Paternally Derived CRE-SVs are Associated with Autism. Variant stratification
and filtering were performed as outlined in Figure 3.4. While stratifying on the parent of origin
(fathers left, mothers right), mothers over-transmitted LoF variants to cases, (binomial p-value
= 0.05). Fathers but not mothers over-transmit CRE-SVs in haploinsufficient genes (affected
transmission rate = 0.703, binomial p-value = 3.84x1073, Chi-Square p-value = 0.00128). We
report no transmission distortion for intronic variants from either parent. P-values over data
points represent two-tailed binomial p-values. Error bars indicate 95% confidence intervals
defined as the binomial proportion confidence intervals. Numbers for each group signify the
number of independent transmission events for cases and controls.

3.4.5 Paternal Origin Effect of Cis-Regulatory Deletions

We then stratified the transmission disequilibrium test according to parent of origin and

performed the same test outlined above. We found that mothers, but not fathers over-transmitted

LoF variants but with marginal significance (affected transmission rate = 0.652, binomial p-value

= 0.05, Chi-Square p-value = 0.13 ). This could be partially explained that females tend to

have a higher tolerance for autism risk[86]. However, fathers but not mothers over-transmitted
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CRE-SVs (Figure 3.5) to affected offspring (transmission rate = 0.703, binomial p-value =

3.84x1073, Chi-Square p-value = 0.00128), relative to controls (transmission rate=0.412, binomial

p-value=0.392).
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Figure 3.6: Combined Analysis of Transmission Disequilibrium for Private Deletions in
Functionally Constrained Genes. Variant stratification and filtering were performed as out-
lined in Figure 3.4. The combined analysis included the REACH, SSC1, MSSNG, and SSC2-4
cohorts, totaling 3837 families (4098 cases, 2009 controls). Transmission counts are stratified
according to the parent of origin (fathers left, mothers right). Both mothers and fathers over-
transmitted LoF variants to cases. However, fathers but not mothers over-transmit CRE-SVs
in haploinsufficient genes (transmission rate = 0.589, binomial p-value= 0.0028, Chi-Square
p-value= 1.32x10#). We report no transmission distortion for intronic variants from either
parent. P-values over data points represent two-tailed binomial p-values. Error bars indicate
95% confidence intervals defined as the binomial proportion confidence intervals. Numbers for

each group signify the number of independent transmission events for cases and controls.

3.4.6 Replication of the Association of Paternally Inherited CRE-SVs

We then replicated the association by applying our pipeline to an independent sample of

3010 families consisting of the MSSNG initiative and the Simons Simplex Collection Phases

2-4. The association of private paternally transmitted CRE-SV's was significant in the replication

sample. Also consistent with our primary results, maternally transmitted CRE-SVs were not

associated with autism and inherited coding variants from both parents were associated with
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autism. In the combined data set of 3837 families, the association of paternal CRE-SVs was
significant. Consistent with a paternal-origin effect, CRE-SVs in cases were inherited more
frequently from fathers (transmission rate = 0.589, binomial p-value= 0.0028, Chi-Square p-
value= 1.32x10™#). Both fathers and mothers over-transmitted LoF variants to cases relative
to controls (Figure 3.6). The median lengths of cis-regulatory and exonic SVs were 2920
bp [interquartile range (IQR) = 396 to 8282 bp] and 17,261 bp (IQR = 4390 to 112,251 bp),
respectively (Figure 3.7). The smaller effect size observed in the replication sample (over-
transmission of 59.6%, compared with 70.6% in the discovery sample) could be explained by a
combination of factors, including chance or true differences in the genetic architecture between
samples. Cohorts did not differ dramatically in the numbers of trios and concordant sibling pair
(multiplex) families; thus, family structure is unlikely to have an influence. As mentioned above,
selection of families for a subset of the discovery sample (SSC1) was designed to enrich for novel
inherited and noncoding risk variants. Thus, ascertainment could in part explain why the SSC1

had the largest effect size of all individual cohorts.

3.5 Discussion

Here we demonstrate that rare SVs that disrupt CREs confer risk for autism, and this
association is concentrated among genes that are highly dosage sensitive (pLI >0.9). The
contribution of CRE-SVs that we observe consists exclusively of inherited variants that are carried
by a parent. This result is consistent with noncoding variants having moderate effects on gene
function and disease risk[75]. We find no evidence for a contribution of de novo CRE-SVs, in
contrast to anecdotal findings from previous studies[21, 79]. We cannot exclude the possibility
that de novo CRE-SVs contribute to autism; however, we can conclude that they are extremely rare.
CRE-SVs exhibited a significant paternal-origin effect. This result was unexpected and contrasts

with a simpler genetic model[86] in which inherited genetic risk is transmitted predominantly
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Figure 3.7: SV Length Distribution of Private LoF and CRE-SVs. Private deletions that

intersect cis-regulatory elements (CRE-SV) or exons (LoF). Diamonds represent the mean. The

median lengths of cis-regulatory and exonic SVs were 2920 bp [interquartile range (IQR) =

396 to 8282 bp] and 17,261 bp (IQR = 4390 to 112,251 bp), respectively. CRE-SVs tend to be

smaller than LoF SVs (T-test p-value = 1.46x10710).
from mothers due the reduced vulnerability of females to autism. The rationale behind this is
that de novo mutations that confer autism risk is less penetrant in females; hence, when the
risk variant is transmitted mother to son, the chance for autism increases drastically due to the
decreased tolerance for autisk risk in males[86]. Previous studies have shown a maternal bias
for inherited truncating variants in genes that were previously implicated from studies of de
novo mutation[33, 42, 81]. In our study, the contribution of exonic variants to risk was similar
for paternal and maternal SVs, suggesting that a maternal origin bias might be restricted to
genes that have the most extreme dosage sensitivity. Taken together, our findings indicate that
parent-of-origin effects on genetic risk for autism are more complex than we previously thought,
and the allelic spectrum of variants differs between the maternal and paternal genomes.

We propose three possible mechanisms to explain the observed paternal-origin effect

of CRE-SVs, the first is a “bilineal two-hit model”, in which inherited risk is attributable to a

combination of two risk variants: a maternally-inherited coding variant of large effect and a
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paternally-inherited CRE variant of moderate effect. This bilineal model predicts that a paternal
bias might also be evident for other variants of moderate effect including hypomorphic missense
alleles or LoF variants in genes with a moderate degree of intolerance. Likewise, a genetic
study of common variation in autism families reported suggestive evidence of a paternal bias for
variants of modest effect[84], a result that lends support to a bilineal model. One could test such
a model by testing the transmission of variants, both LoF and CRE-SVs while conditioning risk
from one parent. That is to say, given a mother transmitted a LoF variant in a haploinsufficient
gene, what is the remaining autism risk stemming from the father for LoF variants and CRE-SVs.

An alternative explanation for a paternal-origin effect is an epigenetic mechanism. For
example, deletion of CREs can lead to de-repression of imprinted genes[78]. However, an
epigenetic mechanism could only explain our results if non-canonical imprinting of regulatory
elements is widespread. Such a phenomenon has not been described, but we cannot rule out
this possibility. In fact, differential imprinting has been characterized throughout human and
mouse brain development[27, 40]. This would suggest that potentially, the striking parent of
origin effect we observed could be explained by imprinting. However, better maps of imprinting
throughout development of the central nervous system is needed before exploring this avenue.
A third potential mechanism to explain parent-of-origin effects could be a type of “meiotic
drive”, in which allele-specific selection occurs differently in paternal and maternal germ cells.
This mechanism is interesting and would explain the apparent under-transmission of CRE-SVs
in controls. Implying that selective pressures rendered the ancestral locus to be selfish and
encourages its transmission in germ cells. However, this mechanism is also unlikely given that
there are few known examples of gene drive in humans and their effects appear to be quite weak
at the population level[36]. Due to the greater potential of SVs to impact gene function and
regulation relative to SNVs and indels, this class of genetic variation has historically proven
effective for illuminating new components of the genetic architecture of disease. Our findings

provide a further demonstration of the utility of SV analysis for characterizing the genetic
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regulatory elements that influence risk for autism.
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Chapter 4

Different Maternal and Paternal

Contributions to Autism

4.1 Abstract

The genetic basis of autism is known to consist of de novo and inherited loss of func-
tion mutations in haploinsufficient genes. Previous studies have reported that inherited risk is
predominantly carried by mothers, believed to be due to incomplete penetrance of risk alleles
in females. However, the distinct contributions of each parent to inherited risk for ASD has
not been explored in depth. We investigated paternal and maternal contributions to autism by
analyzing the transmission of private deletions in coding and cis-regulatory (CRE-SVs) regions
of haploinsufficient genes in whole genomes of 10,015 individuals (2650 families). We also
extended our transmission distortion analysis of private coding deletions to encompass of loss of
function single nucleotide variants (SN'Vs) and insertion/deletion (INDELSs), defined as a gain of
a stop codon, frameshift mutation, or a splicing mutation, as well as private missense mutations
stratified according to missense intolerance. Our goal is to untangle distinct modes of inheritance

for autism risk, hypothesizing that fathers and mothers carry distinct risk contributions for the
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disease and that, in some cases, autism risk is bilineal in nature. We report that mothers and
fathers over-transmit loss of function variants within functionally constrained coding regions.
However, fathers but not mothers tended to over-transmit CRE-SV's and missense variants within
risk regions to affected offspring. When we test the segregation of loss of function variants
stratified by sex of the offspring. We find that most of the genetic risk to sons is derived from the
father, which is not consistent with the previous hypothesis that mothers are the sole contributors
of inherited risk to sons. Our work demonstrates that the paternal origin effect of risk variants

contributes genetic risk for autism in more complex ways than previously thought.

4.2 Introduction

Inherited risk for autism is thought to primarily derive from mothers[86]. This theory is
known as the female protective effect model that Sebat and Wigler proposed. The basis behind
this model is the fact that females require a higher genetic risk load than males, evident by the
fact affected females have more de novo burden than males[69]. If a de novo mutation occurs in a
female, she may not develop autism since she has increased tolerance for risk alleles. However, if
she transmits this variant to a son, he may develop autism since he is more susceptible to autism
risk. This theory is bolstered by the observation that more males are diagnosed than females
with autism[64, 12], suggesting that males are more susceptible to the disease. Previous studies
using exome sequencing have associated maternal but not paternal inherited LoF variants with
autism[42]. So this brings us to ask if fathers contribute inherited risk to autism, outside of
CRE-SVs[10].

The effect of inherited LoF mutations and missense mutations in autism haven’t been
explored in large datasets. To this end, we collected whole genome sequence data from 2650
families (10,015 individuals) and SNV, INDEL, and SV variant calls. We hypothesize that a

significant component of missing heritability in autism can be explained by inherited variants.
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We also would like to investigate the possibility for a bilineal model for autism, where each
parent contributes inherited risk to the disease. We plan to stratify missense variants according
to pathogenicity using PolyPhen-2[3] scores of deleteriousness and ExXAC’s[45] measure of
missense intolerance for genes. We also plan to condition transmission disequilibrium tests to test
for evidence of sex-specific inheritance, since it’s been previously reported that mothers tend to
transmit LoF mutations to sons[42]. In summary, we plan to measure the effect of rare inherited
damaging mutations in autism, hypothesizing that many cases can be explained by inherited LoF

mutations that derive from the father.

4.3 Methods

4.3.1 Study Design

Our study implemented the cohorts listed in the previous chapter, with the exception of the
MSSNG data set, which lacks SNV and INDEL calls. Sample counts for the cohorts with SNV,
INDEL, and SV calls are shown in Table 4.1. The REACH cohort represents a clinical sampling
of autism; the only requirement for selection was an autism diagnosis. In contrast, the SSC1
cohort (518 families), was preselected on the condition that children did not carry a damaging
loss of function (LoF) mutation[33, 69]. The remaining SSC cohorts do not meet this criteria,
since many samples in this cohort have a previously reported LoF variant[33, 69]. Worthy of note,
the SSC4 cohort is primary trios, which differs from the rest of the SSC quad families. In total,
there are 10,015 individuals in the combined cohort (2650 families, 2703 cases, 2009 controls;
Table 4.1). Of the 2703 affected offspring, 2314 were males and 389 were females (male:female

ratio = 5.95); the male-female ratio for controls was 0.9 (949 males, 1060 females).
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Table 4.1: Sample Counts by Cohort

Cohort | Families | Individuals | Cases | Controls
REACH 309 1095 362 112
SSC1 518 2072 518 518
SSC2 598 2392 598 598
SSC3 783 3125 783 776
SSC4 442 1331 442 5
Total 2650 10015 | 2703 2009

4.3.2 Whole Genome Sequencing

Samples from the REACH cohort were sequenced at Human Longevity Inc. (HLI) on
Ilumina HiSeq X10 machines with 150bp long paired-ends at a mean coverage of 50X. 204
individuals were sequenced on the older Illumina HiSeq 2500 platform that have been previously
described[11]. The SSC1-4 cohorts were sequenced at the New York Genome Center on an
[lumina HiSeq X10 (150bp paired-end reads, mean coverage 40X).

REACH genomes were aligned to the human hgl9 (GRCh37) reference with bwa-
mem([46]. The SSC1-4 were aligned with bwa-mem[46] to the human hg38 (GRCh38) reference
build. Duplicate reads were flagged and removed from each sample. Additionally, base qual-
ity scores were recalibrated with GATK[51] BaseQualityScoreRecalibration. For each family,
SNPs and INDELSs for the REACH cohort were called using GATK[51] HaplotypeCaller and
recalibrated using the default parameters for VariantQualityScoreRecalibration. For the SSC1-4
cohort, SNPs and INDELSs were called using GATK[51] HaplotypeCaller and recalibrated with
VariantQualityScoreRecalibration (VQSR), but were genotyped jointly in sub-cohorts of roughly

50 families.

4.3.3 Structural Variation Detection, Filtering, and Genotyping

Structural Variants were called in each sample using ForestSV[54], LUMPY[44], and

Manta[16] and then genotyped with SV2. We first removed variants that overlapped more than
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66% with centromeres, segmental duplications, regions with low mappability[37], regions subjects
to somatic V(D)J recombination such as antibody regions and T-cell receptors (data obtained from
UCSC Table Browser[39]. LUMPY and Manta SVs were omitted if either breakpoint overlapped
with one of these regions. Additionally, LUMPY/Manta SVs were omitted if the breakpoint
overlapped a short tandem repeat.

We then filtered variants according to SV? filters. Variants that passed the standard filters
of SV? were retained. Variants that overlapped within samples were collapsed to the variant
with the highest median ALT genotype likelihood. For variants that were not genotyped by SV?2
because of masking or erratic coverage[5], we retained the variant if it was genotyped by either
LUMPY or Manta and if the median ALT genotype likelihood passed filters that were previously
determined[10].

We then extracted private variants (those that are unique to founder/parent) by testing the
reciprocal overlap of variants in one family to variants in all families. We defined private variants

as those with reciprocal overlap less than 50% to all other variants in unrelated pedigrees.

4.3.4 De Novo Mutation Detection

De novo SVs were called if they occurred in a child and were genotyped reference in
both parents and the parent allele frequency for the variant was less than 1%. We also applied
more stringent SV genotype likelihood filters for de novo SVs and transmission disequilibrium
analyses.

De novo SNVs were called with ForestDNM[55] for the REACH cohort. Variants were
removed if they were found with greater than 1% allele frequency in either of the the 1000
Genomes[19] phase 3 samples or samples in the Genome Aggregation Database[45] (gnomAD).
Additionally, putative de novo calls were removed if it resided in a segmental duplication. De novo
SNVs were previously generated for the SSC1-4 cohorts as outlined previously[33, 70, 34, 58, 41].

Since we plan to use the de novo variants to classify affected offspring according to the presence
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of a damaging LoF mutation, we did not need de novo calls for the entire genome. Hence, de
novo SNV/INDEL and SV calls from exome sequencing and microarrays, respectively, were

adequate enough for following analyses.

4.3.5 SNV and INDEL Merging and Filtering

We first transformed the REACH SNV and INDEL calls with hg19 positions to hg38
using GATK (V4.0.5.1) LiftoverVcf command. Variants that were unable to be mapped over to
hg38 were omitted from subsequent analyses. We then merged SNVs and INDELSs separated for
every cohort, using GATK (V3.8-1) CombineVariant command with the uniquify” option for
merging. This ensures merging does not occur for duplicate ids. Merging was done on 10Mb
intervals, allow for faster execution time. Merged INDELSs were left-aligned with GATK (V3.8-1)
LeftAlignAndTrimVariants command with a 1000bp window. Unlike bcftools[56], GATK’s
method for left-aligning INDELSs omits multiallelic variants, which can complicate downstream
analysis. For all subsequent steps, multiallelic variants for SNVs or INDELSs were removed.

After merging, we then calculated the allele frequency in founders for every variant with
plink[63], which allowed us to extract private variants. We first removed variants with coverage
values less than 3 standard deviations from the mean and greater than 6 standard deviations from
the mean (mean coverage = 34.9, standard deviation = 9.66, accepted range: 5.92-92.9). Likewise,
private variants with allele frequencies greater than 1% in either the 1000 Genomes[19] phase 3
database or the gnomAD[45] database were removed. We then sought filters for private variants
by leveraging features produced by VQSR. For each private variant, we calculated the number
of families that carry the variant, with the rationale that private variants present in unrelated
offspring are likely to be false positives. We then visualized VQSR features for private variants
recurrent in unrelated offspring (likely false positive) to variants truly unique to one family (likely
true positive). It is important to mention that there is a chance that a private variant in an unrelated

child could be a recurrent de novo, but true recurrent de novos are rare and wouldn’t affect the
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results of this exercise to design filters. We applied a cutoff of <2.5 to the Symmetric Odds
Ratio (SOR) for strand bias and a threshold of <20 for the Phred-scaled Fisher’s exact p-value
for strand bias (FS), since a large porprotion of the recurrent private variants fell outside these
cutoffs (Figure 4.1A-B). Likewise, we applied a cutoff of >5 for the variant confidence or quality
by depth (QD) feature, also chosen because the majority of the recurrent variants had QD <5

evident by the kernel density plots shown in Figure 4.1C.

A Private SNPs Private INDELs
1.4 —— Private —— Private
Recurrent 12 Recurrent
12
1.0
1.0
> > 08
5 0.8 G
5 g
0.6
o 0.6 o
0.4 “ 0.4
02 / L 02 !
0.0 e 0.0 \“‘ -
0 2 4 6 8 10 0.0 2.5 5.0 75 100 125
SOR SOR
B Private SNPs Private INDELs
0.12
—— Private 0.05 — Private
—— Recurrent —— Recurrent
0.10
0.04
0.08
> 003
2 0.06 a
7 3
o o
0.02
0.04
0.02 0.01
0.00 0.00
40 60 80 100 0 20 40 60 80 100
FS FS
c Private SNPs Private INDELs
0.12
—— Private —— Private
0.25 —— Recurrent —— Recurrent
0.10
0.20
| 0.08
> | >
£0.15 £
2 £ 0.06
7 T
o o
0.10 0.04 | \
0.05 0.02 |
w0 /\/

0 5 10 15 20 25 30 35 40

QD

0 5 10 15 20 25 30 35 40
QDb

Figure 4.1: Kernel Density Estimates of VQSR features for Private SNVs and INDELs.
We determined filters according to features from VQSR by comparing private variants that
were unique to one family ("Private” in blue) and private variants that were found in unrelated
children ("Recurrent” in orange). We chose a cutoff of <2 for SOR (A) and < for FS (B).
Variants with QD values less than 5 were omitted (C).
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4.3.6 Structural Variant Functional Annotation

Each variant was prioritized according to overlap to functional elements. We created a
hierarchy of annotations that classifies each variant into one of four groups: exonic, cis-regulatory,
intronic, or noncoding. For this analysis only the exonic, cis-regulatory, and intronic variants
were analyzed. Variants that intersected at least one exon were labeled as “exonic”. We defined
cis-regulatory as variants that do not intersect coding regions, but intersect either a 3°’UTR,
transcription start site, and/or promoter. Intronic variants do not overlap coding regions or
cis-regulatory regions, but are in introns, which are not as constrained as coding regions.

We then determined the gene and the corresponding pLI score each exonic, cis-regulatory,
and intronic variant. If a variant intersected two or more genes, the gene with the highest (most
functionally constrained) score was reported. Our target list were generated using the hgl19
reference, for the SSC2-4 variants that were called on a hg38 reference, we transformed the
coordinates to hg19 with liftOver[38], with a minimum of 75% matching bases to the destination

locus.

4.3.7 SNV and INDEL Functional Annotation

Variants were annotated with Annovar[82] (hg38) using RefSeq[57] for annotating genic
function. Annovar also provided exonic variant function annotations such, which allowed us to
define loss of function mutations as those with splicing, frameshift insertion, frameshift deletion,
frameshift block substitution, stopgain, or stoploss annotations.

We used PolyPhen-2[3] to assign risk scores to missense variants. PolyPhen-2 implements
a naive Bayes classifier using features from 8 sequence-based and 3 protein structure-based
datasets to predict the probability for a missense mutation to be damaging[3]. The model was
trained on two datasets: HumDiv and HumVar. The first dataset is recommended for evaluating

rare alleles that contribute risk to complex diseases, while the latter is recommended for Mendelian
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disorders[2]. Hence we opted for the HumDiv training set for filtering missense variants. We used
a threshold for the PolyPhen score at >0.9 to define deleterious alleles (PolyPhen recommends
a 0.957 threshold[2]). Likewise, we leveraged the missense Z scores calculated by ExAC[45],
which are Z scores of missense intolerance for genes. We chose a threshold of >5 sigma (1.33%
of genes in EXAC, Total = 18,241) to select for missense intolerant genes. Note that there is no
correlation between PolyPhen HumDiv scores and ExAC missense Z scores, since the former is
assigned on a per-variant basis while the latter is applied on a per-gene basis (Figure 4.2). For
LoF and missense mutations that overlapped more than one gene, we took the maximum pLI and
missense Z score.
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Figure 4.2: Functional Constraint for Missense Variants. Missense variants were annotated
with PolyPhen-2 HumDiv scores (A) and ExAC missense Z scores (B). The distribution of
PolyPhen-2 HumDiv scores for all private missense variants is bimodal (A). Higher HumDiv
scores are associated with disease. Likewise, higher missense Z scores are associated with
higher intolerance for missense mutations for a given gene (B). Note that there is no correlation
between HumDiv scores and missense Z scores (panel C). This is likely due to the fact that
PolyPhen assigns scores to variants, while the EXAC missense Z score is assigned to genes. We
chose a threshold of >0.9 for HumDiv scores and >5 for missense Z scores.

4.3.8 Group-Wise Transmission Disequilibrium Test

Similar to the analysis performed in chapter 3, we determined the transmission of private
variants using an adapted form of the transmission disequilibrium test. Our approach groups
variants according to functional impact and total the number of transmitted and not transmitted

variants in each group to determine the overall transmission rate. This approach is robust, since
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it lowers the number of statistical tests that need to be performed[15]. However, the previous
method that was implemented (GTDT[15]), contains bugs that makes analyzing large datasets
difficult. For example, GTDT requires all variant ids in the VCF to be unique and produces errors
if larger pedigrees are not deconstructed into individual trios. However, these bugs were reported
and accounted for in the previous work[10] (personal communications with W. Brandler). Given
this problem, we sought to determine parent of origin for inherited private variants with plink[63]
using the -tdt poo command. The advantage of plink over GTDT, is (1) speed of execution (since
plink leverages binary files) and (2) flexibility in the sense that we can test subsets of the cohort
with simple input files (-pheno option allows to test in cases or controls). The group-wise test the
then performed using an in-house python library, pytdt (github.com/dantaki/pytdt). This library

was tested with the previous data set[10] and produced the same results as GTDT.

4.4 Results

4.4.1 De Novo Loss of Function Burden

Since many diagnoses of autism can be explained by a damaging de novo variant, we
would like to test the effect of inherited risk in child that lack such a damaging variant. Hence,
we collected de novo mutation predictions from our previous studies[11] and from previously
published studies of the Simons Simplex Collection performed using exome sequencing and
genotyping microarrays[33, 70, 34, 58, 41]. We then filtered the list to variants that were likely to
cause a loss in function: stopgains or losses, frameshifts, splicing mutations, and exonic deletions.
Then we further filtered the list of LoF de novo mutations to those that are in genes with pLI
scores >0.9. We found an average of 0.1 damaging de novo mutations in cases compared to 0.03
in controls (Ttest p-value = 4.93x10°'%). The female protective effect is striking; affected females
have more LoF burden than affected males (male mean = 0.09, female mean = 0.15, Ttest p-value

= 1.89x10; Figure 4.3). The difference between male and female controls was not significant
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Figure 4.3: Burden of Damaging De Novos in Autism. We measured the burden of damaging
de novo mutations defined as SNVs or INDELSs or SVs that create a stopgain or loss, frameshift,
splicing mutation, or coding deletion of haploinsuffcient genes (pLI >0.9). We used previously
published data sets to annotate mutations in 2744 affected children and 2050 controls. Of these
offspring 265 cases had one or more LoF de novo, while there were 69 control offspring with
one or more damaging de novo. There is a striking female protective effect, since females carry
more LoF burden (Ttest p-value = 1.89x10™*). However, there was no difference of damaging
burden between male and female controls (Ttest p-value = 0.653).
(male mean = 0.036, female mean = 0.038, Ttest p-value = 0.653; Figure 4.3). Of 2744 cases,
265 had one or more damaging de novo mutation, while 69 of the 2050 control offspring had one

or more damaging de novo.

4.4.2 Both Fathers and Mothers Contribute Risk through Private Muta-

tions

We measured the transmission of loss of function SNVs, INDELSs, and SVs in haploin-

sufficient genes (pLI >0.9) in the combined REACH, SSC1-4 cohort (2650 families, 10,015
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individuals). We found that mothers significantly over-transmitted these LoF variants to cases but
not to controls (transmission rate = 0.538, binomial p-value = 1.99x10-3, ChiSquare p-value =
0.0198), which has been previously reported[42, 35, 86]. However, in contrast to previous studies
we also see a significant transmission of private LoF variants deriving from the paternal lineage
(transmission rate = 0.548, binomial p-value = 1.1x10™*, ChiSquare p-value = 9.6x107; Figure
4.4A). This finding suggests revision is needed for the previous model where the mother solely
contributes inherited risk.

Next, we measured the transmission of CRE-SVs associated with functionally constrained
genes (Figure 4.4B). We found that fathers significantly over-transmitted CRE-SVs to cases
(transmission rate = 0.567, binomial p-value = 0.048, ChiSquare p-value = 0.002), but under-
transmitted CRE-SVs to controls (transmission rate = 0.401, binomial p-value = 0.013; Figure
4.4B). Likewise, we see a significant under-transmission of CRE-SV from mothers to controls
(transmission rate = 0.386, binomial p-value = 0.011; Figure 4.4B). There was a slight under-
transmission from mothers to affected offspring too (transmission rate = 0.442), similar to previous
observations[10]. The observed under-transmission is intriguing, and maybe suggests that the
ancestral allele is under strong selection operating as a selfish gene[30].

We selected potentially pathogenic missense variants with the aid of two datasets: PolyPhen-
2[3] and ExAC[45] and tested their transmission rates (Figure 4.4C). PolyPhen-2 assigns a prob-
ability score of of pathogenicity to each missense variant. EXAC has provided a list of genes
with missense intolerance Z scores, derived from the observed and expected number of missense
mutations in that gene[45]. We used a threshold of >0.9 for PolyPhen-2 HumDiv scores and >5
sigma for missense Z scores from ExAC. For these potentially damaging variants we measured
the transmission rate from parents and found no significant association (Figure 4.4C). However
we observed a significant over-transmission of missense variants from the fathers (transmission
rate = 0.528, binomial p-value = 0.018, ChiSquare p-value = 0.023).

We measured the effect of inherited rare damaging mutations (LoF, CRE-SVs, and
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missense variants) as on autism. To maximize the effect of inherited risk, we excluded families
with a damaging LoF de novo mutation in an affected child. We calculated odds ratios determined
by transmission rates in affected and control offspring. Significance was determined by the
Fischer’s Exact test. We show that rare inherited LoF mutations in functionally constrained genes
are strongly associated with autism (odds ratio = 1.29, 95% confidence interval = 1.14-1.44,
p-value = 6.82x10°; Figure 4.4D), in concordance with previous studies[42]. Both fathers and
mothers contribute inherited risk to autism via LoF mutations (paternal odds ratio = 1.36 95%
confidence interval = 1.13-1.59, p-value = 0.0001; maternal odds ratio = 1.23, 95% confidence
interval = 1.02-1.44, p-value = 0.011). The effect of LoF mutations is stronger when the variant
is derived from the paternal lineage. Likewise, CRE-SVs are strongly associated with autism, but
only from fathers (paternal odds ratio = 1.84, 95% confidence interval = 0.85-2.83, p-value =
0.006; Figure 4.4D). Missense variants from the paternal lineage are associated with autism but
not maternal missense variants (paternal odds ratio = 1.19 95% confidence interval = 1.0-1.38,
p-value = 0.026). When combined (LoF + CRE-SV + Missense) the inherited risk to autism is
primarily derived from fathers (paternal odds ratio = 1.29 95% confidence interval = 1.15-1.43,

p-value = 1.43x1079).

4.4.3 Fathers Primarily Contribute Risk to Sons

We then compared the transmission of private LoF variants in functionally constrained
genes while stratifying on the offspring’s gender. According to the previous model of the female
protective effect, we should observe a significant transmission of LoF variants from mothers
to affected sons[42, 35, 86]. In fact, we do observe a significant association from mothers to
affected sons (maternal transmission rate = 0.527, binomial p-value = 0.04), but this effect is
not as strong when compared to fathers and affected sons (paternal transmission rate = 0.552,
binomial p-value = 8.5x107, ChiSquare p-value = 9.5x10; Figure 4.5A). Interestingly, mothers

significantly transmit LoF variants to affected daughters (maternal transmission rate = 0.599,
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binomial p-value = 0.002, ChiSquare p-value = 0.003; Figure 4.5A) but not fathers (paternal
transmission rate = 0.519, binomial p-value = 0.629). We also tested if the maternal association
to sons was due to the presence of LoF mutations on chromosome X, however when excluding
variants on the sex chromosome, we see no difference in effect.

We then compared the transmission of private CRE-SVs in functionally constrained genes
while stratifying on the gender of the offspring. Since we observed a significant sex-specific effect
when leveraging LoF mutations where most of the autism risk to sons came from fathers and
risk to daughters came from mothers, we then asked if a similar effect was present for CRE-SVs.
We do observe a significant over-transmission of CRE-SVs from fathers to sons (transmission
rate = 0.577, binomial p-value = 0.037, ChiSquare p-value = 0.0058; Figure 4.5B), but no over-
transmission from mothers to daughters (Figure 4.5B). We do not observe a significant difference
between cases and controls for the transmission of CRE-SVs from fathers to daughters. Our
results would suggest that risk from CRE-SVs are more likely to confer risk to sons, but more
data would be needed for that conclusion since the number of transmission events for fathers to
daughters is only 37.

We compared the transmission of private potentially pathogenic missense SNVs while
stratifying on the gender of the offspring. Since our previous results show signs of sex-specific
associations, we explored the effect of gender has for the transmission of these missense variants.
In contrast to our previous results, we do not observe a father to son bias nor a mother to
daughter bias (Figure 4.5C). However, we do observe a significant father to daughter effect
(transmission rate = 0.571, binomial p-value = 0.03, ChiSquare p-value = 0.049). Mothers seem to
under-transmit damaging missense variants to affected daughters (transmission rate = 0.461) and
over-transmit to control daughters (transmission rate = 0.53). However the difference between the
two 1s marginal (ChiSquare p-value = 0.07). Our data suggests that fathers primarily contribute
missense risk to daughters and potentially damaging mutations in mothers act in a protective

manner, although those results are not significant.
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4.4.4 Evidence for an Inherited Bilineal Model

We then tested whether a bilineal model could explain inherited autism risk by observing
the transmission of private LoF and CRE-SV variants (Figure 4.6). We conditioned the test with
respect to the other parent, requiring the other parent to have transmitted a LoF to an affected
child. For example, we test the association of paternally inherited private LoF variants in families
where the mother already transmitted a LoF mutation. We then combine the transmissions of
fathers in families where the mother transmitted a damaging variant, and mothers in families
where fathers transmitted a damaging variant. This condition allows us to test the association of
inherited LoF and CRE-SV mutations from both parental lineages. Additionally, we removed
families with a damaging de novo LoF mutation present in an affected offspring. In total, there is
a significant over-transmission of private LoF and CRE-SVs to affected children (transmission
rate = 0.539, binomial p-value = 1.99x10°%, ChiSquare p-value = 2.46x10”7; Figure 4.6). However,
we found no association of private LoF variants when conditioned on the presence of a damaging
de novo mutation in an affected child (Figure 4.6), which suggests that LoF de novo mutations
are generally casual for autism in those children. When testing for the bilineal association, we
observed a significant over-transmission of private LoF variants and CRE-SVs (transmission rate
= 0.533, binomial p-value = 0.0465, ChiSquare p-value = 0.0453; Figure 4.6). These results
suggest that inherited risk in the form of LoF and CRE-SVs contribute significantly to autism.
There is a significant, not strong, but statistically significant contribution of bilineally inherited
variants, where both parents contribute a damaging mutation. This observation might imply that
the mutations in trans might be involved in similar functional pathways, and that the risk from

both parents is additive[9].
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4.4.5 Contribution of LoF, CRE-SV, and Missense Variants to Autism Risk

We then measured the effect of inherited rare damaging mutation in affected males and
females separately (Figure 4.7). We found that the effect of LoF inherited mutations is strongest
from fathers to sons (paternal odds ratio = 1.41, 95% confidence interval = 1.08—1.74, p-value
=0.0017) and from mothers to daughters (maternal odds ratio = 1.57, 95% confidence interval
=0.99-2.15, p-value = 0.005). Likewise, the effect of paternal CRE-SV's was strongest in male
offspring (Figure 4.7). Interestingly, the effect of missense variants is strongest from fathers to
daughters (paternal odds ratio = 1.43, 95% confidence intervals = 0.9-1.96, p-value = 0.026).
When combined, inherited autism risk in males and females seems to be strongest from the fathers
(father-to-son odds ratio = 1.3, 95% confidence interval = 1.11-1.49, p-value = 0.0002; father-
to-daughter odds ratio = 1.3, 95% confidence interval = 0.98-1.62, p-value = 0.021). Although,

mothers contribute significant inherited risk in the form of LoF mutations to sons and daughters.

4.5 Discussion

We sought to explore the effects of rare inherited damaging mutations in autism and show
that there is a difference in how fathers and mother contribute to the disease. Both fathers and
mothers contribute rare LoF mutations to affected children. Previously, it was only assumed that
mothers contributed this risk[86], due to the observation that risk variants are less penetrant in
females (“female protective effect”). The foundation for the female protective effect is rooted in
the idea that females can tolerate more loss of function burden; hence, a de novo in a female is
less likely to cause disease and could be transmitted to a son, who has lower tolerance for the
mutation. In fact, our data suggests a female protective effect evident by the observation that
affected females carry more de novo LoF mutations on average (Figure 4.3). These data imply
that for a female to develop autism, there needs to be an accumulation of risk variants and that

males require less burden to develop autistic traits. Such a models of additive and omnigenic
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effects have been postulated for complex disorders like autism[9]. We did observe evidence for a
bilineal model in families where both parents contribute a damaging private variant (”Bilineal
2nd Hit” Figure 4.6), and these results would imply an additive or omnigenic model. However,
paternally inherited LoF mutations have greater effect than maternal LoFs (paternal odds ratio
=1.36 [1.13—1.59]; maternal odds ratio = 1.23 [1.02—1.44]; Figure 4.4D). These results could
imply that males have a higher tolerate for risk variants than previously thought, since the fathers
in our cohort are not autistic. However, it could be the case that fathers that carry these risk
variants show some signs of autism, but we lack the appropriate phenotype data to directly test
this hypothesis.

Furthermore we show that inherited LoF risk in sons is primarily derived from the paternal
lineage, while for daughters most inherited LoF risk is inherited from the mothers (Figure 4.7).
Mothers also contributed LoF risk to sons, but this effect was not as strong as father to son
transmission. For daughters with autism, paternally inherited LoFs are not significantly associated
with inherited risk (father-to-daughter odds ratio = 1.18 [0.71-1.65], p-value = 0.35). Given the
observation that paternal LoF risk is primarily transmitted to sons and that these carrier fathers
lack an autism diagnosis, we can propose an amendment to the female protective effect model
which can account for these observations. A strong parent of origin effect for inherited variants
suggests imprinting as a biological mechanism[43]. Strong parent of origin effects have been
observed in human diseases, such as Bipolar Disorder where the authors suggest imprinting as
a biological mechanism[74]. However, we do not know many imprinted regions of the human
genome, save but a few examples such as the 15q11-13 locus responsible for Prader-Willi and
Angelman disorder[48]. Previous studies have shown that the gene largely responsible for
Angelman syndrome, UBE3A, exhibits maternal but not paternal expression in the hippocampus
and cerebellum but not other tissues[80, 68]. Additional evidence for tissue-specific expression
for imprinted genes have been reported for developing embryos[8] and in brains[20, 27]. Thus

it’s within the realm of possibility that many genes responsible for the development of brains
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in humans are imprinted. If these genes are imprinted, then it would indicate that disruption
of monoallelic expression could cause a disease phenotype. With this in mind, we can posit
an explanation for the LoF burden in unaffected fathers: it could be the case that such fathers
inherited these imprinted LoF variants from their mothers. Hence, maternal imprinting of these
variants is protective against autism, explaining the apparent incomplete penetrance shown in
carrier fathers. When this variant is transmitted from a carrier father, the maternal epigenetic
protection is erased. Since males have decreased tolerance for LoF mutations, these paternally
risk-imprinted variants confer greater risk to male offspring than female. Hence, daughters
that inherited these variants can tolerant more burden and may not exhibit autistic phenotypes.
However, they pose the risk of transmitting them to a son, who could later transmit a risk variant
to future offspring. In order to test this theory, we would require multi-generational pedigrees
to track the inheritance of these rare mutations. If paternal LoF variants are derived from his
maternal haplotype, then this would give credence to an imprinting amendment to the female
protective effect model.

CRE-SVs, on the other hand, exhibit a strong paternal bias to affected offspring while be-
ing under-transmitted from the mother. Such a pattern of inheritance also suggests imprinting[48]
or possibly a selfish element[30]. Likewise, CRE-SVs were predominantly transmitted to affected
children that did not inherit a damaging LoF mutation. This result suggests that CRE-SVs might
confer more risk than previously thought[10]. However, damaging CRE-SVs are extremely rare,
when compared to LoF or missense mutations (Figure 4.4D), so more data needs to be collected
before reaching a solid conclusion on the effect of these variants. Oddly enough, missense variants
exhibited a strong father to affected daughter bias and an over-transmission from mothers to con-
trols. The effect of missense variants is not as strong as LoF or CRE-SVs (Figure 4.4D), but given
the large number of variants to test (>5690 damaging missense variants) we can feel confident
about our results. This distinct pattern of missense variants also suggests imprinting; maternally

derived damaging missense mutations may be silenced, explaining the opposite association in
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cases (conferring protection to controls), while paternally derived missense mutations are in
genes that are paternally expressed. In all, imprinting may offer a harmonious explanation for the
striking parent of origin effect we observe in our data with fathers contributing more epigenetic
risk. However, before conclusions are drawn, a study into the effect of inherited variants over
multiple generations is needed.

Chapter 4, in part, is currently being perpared for submissions for publication of this
material. Danny Antaki, Madhusudan Gujral, Jonathan Sebat. Madhusudan Gujral assisted with
variant calling and data processing. The disseration author is the primary investigator on this

material, while Jonathan Sebat supervised the project and provided advice.
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Figure 4.4: Fathers and Mothers Contribute Inherited Risk to Autism. Transmission dis-
equilibrium tests for private SNVs, INDELSs, and SVs that disrupt functionally constrained
genes (A), deletions in functionally constrained cis-regulatory elements (B), and potentially
damaging missense variants (C) stratified by parent of origin and combined (“Total”). We
find significant over-transmission of LoF mutations (A) to cases but not to controls (paternal
transmission rate = 0.548, maternal transmission rate = 0.538). Additionally, we find significant
over-transmission of CRE-SVs (B) to cases but not to controls from the father but not the mother
(paternal transmission rate = 0.567). Interestingly fathers and mothers under-transmit variants to
controls (paternal transmission rate = 0.401, maternal transmission rate = 0.386). For potentially
damaging missense variants (C), we found no association from parents to affected children, but
observed a significant association from fathers to affected offspring (transmission rate = 0.528).
We then measured the effect of rare inherited damaging LoF, CRE-SV, and missense mutations
on autism (D). To maximize the effect of inherited risk, we excluded families with a damaging
LoF de novo mutation in an affected child. Significance was defined by the Fischer’s Exact
test. Whiskers represent 95% confidence intervals. We show that rare inherited LoF mutations
in functionally constrained genes are strongly associated with autism (odds ratio = 1.29, 95%
confidence interval = 1.14—1.44, p-value = 6.82x10°). Both fathers and mothers contribute
inherited risk to autism via LoF mutations (paternal odds ratio = 1.36 95% confidence interval =
1.13-1.59, p-value = 0.0001; maternal odds ratio = 1.23, 95% confidence interval = 1.02-1.44,
p-value = 0.011). Likewise, paternal CRE-SVs are strongly associated with autism (paternal
odds ratio = 1.84, 95% confidence interval = 0.85-2.83, p-value = 0.006). Missense variants
from the paternal lineage are associated with autism but not maternal missense variants (paternal
odds ratio = 1.19 95% confidence interval = 1.0-1.38, p-value = 0.026). When combined (LoF
+ CRE-SV + Missense) the inherited risk to autism is primarily derived from fathers (paternal
odds ratio = 1.29 95% confidence interval = 1.15-1.43, p-value = 1.43x10°%).

64



A LoF pLI > 0.9 B CRE-SV pLl > 0.9 C Missense

Pval=8.50e-05++* Pval=3.71e-02*
N=1.44k —— IN=194 —— N=1.54k ——
Fathers to Sons { ChiSa Pval=9.50e-04+** Fathers to Sons {ChiSq Pval=5.77e-03** Fathers to Sons
N=529 — N=76 ——— N=625 —
Pval=3.03e-02*
N=210 ——— N=37 ————— N=247 ——e
Fathers to Daughters Fathers to Daughters Fathers to Daughters { ChiSa Pval=4.85e-02*
N=641 —_—— N=91 —_—— N=681 ——
Pval=4.00e-02*
N=1.44k —— N=174 — N=157k ——
Mothers to Sons Mothers to Sons Pval=1.83e-02% Mothers to Sons
N=598 —— N=59 —— N=653 ———
Pval=2.10e-03+*
N=245 —_— N=32 — e N=256 ———
Mothers to Daughters { ChiSa Pval=3.06e-03** Mothers to Daughters Mothers to Daughters
N=616 —_—— ® Case N=73 —— ® Case N=685 —— @ Case
® Control ® Control ® Control

Figure 4.5: Fathers Contribute More Risk to Autistic Sons than Mothers. Transmission
disequilibrium tests for private SNVs, INDELSs, and SVs that disrupt functionally constrained
genes (A), CRE-SVs (B), and potentially damaging missense variants (C), stratified by gender
of offspring. Given the previous model of maternal inherited risk, we should expect an over-
transmission of LoF variants from mothers to affected sons. Our results are in concordance
with this model given the significant over-transmission we observed (maternal transmission
rate = 0.527, binomial p-value = 0.04). However, this effect is not as strong as the father to
affected son group (paternal transmission rate = 0.552, binomial p-value = 8.5x10~, ChiSquare
p-value = 9.5x10). Interestingly, we find a significant sex-specific association, also highlighted
by the observation that mothers contribute risk to daughters (maternal transmission rate =
0.599, binomial p-value = 0.002, ChiSquare p-value = 0.003), but not fathers. We do observe a
significant over-transmission of CRE-SVs (B) from fathers to sons (transmission rate = 0.577),
but no over-transmission from mothers to daughters (transmission rate = 0.438, N= 32). We do
not observe a significant difference between cases and controls for the transmission of CRE-SVs
from fathers to daughters. Our results would suggest that risk from CRE-SVs are more likely to
confer risk to sons. In contrast to LoF mutations and CRE-SVs, we do not observe a significant
over-transmission of missense variants (C) from fathers to affected sons (transmission rate
= (0.521) nor from mothers to affected daughters (transmission rate = 0.461). However, we
do observe a significant father to daughter effect (transmission rate = 0.571), suggesting that
missense risk is primarily derived from fathers to daughters.
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Figure 4.6: Evidence for Inherited Bilineal Risk in Autism. Transmission disequilibrium
tests for private SNVs, INDELSs, and SVs that disrupt functionally constrained genes and CRE-
SVs. Private LoF and CRE-SVs in haploinsufficient genes are associated with autism (”Total”);
both mothers and fathers contribute inherited risk (transmission rate = 0.539). We then test
the hypothesis that inherited mutations in trans can contribute risk to autism. We conditioned
these tests by measuring the transmission of private LoF and CRE-SVs in parents in families
where the other parent transmitted a damaging variant. That is to say, what is the transmission of
damaging variants from fathers in families where the mother transmitted a damaging variant to
a case? We then total the number of transmissions from respective tests (fathers when mothers
transmit damaging variants and vice versa) and show that there is a significant contribution of
damaging inherited mutations in trans (’Bilineal 2nd Hit”, transmission rate = 0.0533). However
this effect is slightly significant, suggesting that most inherited risk might act in cis or additivity.
Additionally, we show that children with a damaging de novo mutation do not inherit damaging
variants more often than controls ("DNM LoF”, transmission rate = 0.507, binomial p-value =
0.833). This implies that damaging de novo mutations are likely to be the main contributors of
risk in those children.
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Figure 4.7: Fathers Contribute More Inherited Risk to Autism than Mothers. To maximize
the effect of inherited risk, we excluded families with a damaging LoF de novo mutation in
an affected child. Odds ratios were determined by transmission rates in affected and control
offspring, and significance was defined by the Fischer’s Exact test. Whiskers represent 95%
confidence intervals. The effect of LoF inherited mutations is strongest from fathers to sons
(paternal odds ratio = 1.41, 95% confidence interval = 1.08—1.74, p-value = 0.0017) and from
mothers to daughters (maternal odds ratio = 1.57, 95% confidence interval = 0.99-2.15, p-value
= (0.005). Interestingly, the effect of missense variants is greatest from fathers to daughters
(paternal odds ratio = 1.43, 95% confidence intervals = 0.9-1.96, p-value = 0.026). When
combined, inherited autism risk in males and females seems to be strongest from the fathers
(father-to-son odds ratio = 1.3, 95% confidence interval = 1.11-1.49, p-value = 0.0002; father-
to-daughter odds ratio = 1.3, 95% confidence interval = 0.98-1.62, p-value = 0.021). Although,
mothers contribute significant inherited risk in the form of LoF mutations to sons and daughters.
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Chapter 5

Discussion

Autism is a neurodevelopmental disorder marked with repetitive behaviors and impaired
social interaction. Autism is has a strong genetic basis, evident by decades of reports on concor-
dance of the disease between monozygotic twins[7] and recent investigations into mutations in
coding regions[33] and large structural mutations found using genotyping microarrays[71, 69].
Genetically, autism is a complex disorder; there are many genes that contribute to the disorder
with a wide range of risk, potentially 400-1000 genes may contribute risk to autism[24]. Large
de novo mutations typically act in a dominant fashion with high penetrance that are unlikely to
be transmitted given the low fecundity of autism[62] (0.25 children for males, 0.48 children for
females, relative to general population). However only 10% of cases can be explained by de novo
SVs[67, 12]. The remaining risk of de novo LoF mutations is approximately 9-15%]33, 67].
De novo missense variants can explain between 12-15% of autism[33, 67]. At best 30-37% of
diagnoses can be attributed to a damaging de novo mutation[67, 12, 33]. Rare inherited risk
is thought to explain 3% of cases[23]. With a large portion of heritability that is unexplained,
and given the limited scope of previous studies (exome sequencing and genotyping arrays), we
leveraged whole genome sequencing in order to associate noncoding mutations to autism. To this

end, we amassed variant calls from over 10,000 whole genomes to test our hypothesis.
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We first opted to search for structural variants in noncoding regions, since SVs are much
larger than SNVs and INDELSs they are more likely to elicit a functional change. However,
detection of SV in whole genome sequence data carries a higher rate of false positives than SNV
and INDELs[11]. We then constructed a machine learning genotyper for SVs in whole genome
sequence data to rectify SV calls. Our algorithm, SV? genotypes deletions and duplications with
low false positive rates[5]. However, there is always room for improvement. Larger data sets are
readily available which can supplement training and evaluation of newer models. Additionally,
SV? is rather simple compared to more sophisticated machine learning models since SV uses
at most 3 different features of structural change in paired-end sequencing data. Hence, the
addition of more informative features can potentially create a better model. Such features include
confidence intervals of the SV position, GC context, deviations of coverage, strand information,
mapping quality, and clipped reads. Likewise, SV detection by sequencing is migrating to a
newer platform of longer single molecule reads. Longer reads allow for better alignment to
repeat elements, in addition to entirely sequencing many transposable elements like LINEs. Thus,
making a model that can either be platform blind or combine features from the two platforms
would be ideal. One such solution might be convolutional neural networks that are trained on
images. In fact, a deep learning model dubbed DeepVariant[61] outperforms GATK[51] at calling
SNVs and INDELSs. This model was trained on images that consist of a two dimensional matrix of
pixels. Each row in the matrix is an alignment; each column is a nucleotide in the reference. The
RGB channels of the alignments correspond to features such as strand orientation and mapping
quality. With this in mind, we can create images of structural variants using alignments from
either paired-end or single molecule read libraries. I have created a prototype that generates
images (github.com/dantaki/SVanGogh) for SVs on either platform. The design of the two
dimension matrix is still in use, except the image of the SV is a composite of two of these
matrices, comprising the left and right breakpoint. One of the RGB channels encodes for clipped

and split-reads, with positions of split-reads being pixelated at the highest RGB value (255). The
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other channels correspond to mapping quality and strand orientation. I have prototype methods
for all simple SVs: deletions, duplications, insertions, and inversions. Training on simple SVs
would allow the model to extrapolate structural predictions on complex SVs, a powerful feature
of convolutional neural networks. However, training a model to the required precision requires
extremely large training sets on the order of hundreds of thousands to millions of examples.
Simulation of SVs can aid in supplementing the needed data, but better simulation tools would
be needed for single molecule libraries[83]. In all, the future of precise SV interrogation in
paired-end and single molecule sequencing libraries is contingent on the development of newer
methods, and deep learning may provide a tenable solution to this problem.

After creating a precise genotyping model for SVs[5], we then investigated the burden
of SVs in cis-regulatory regions. At this time, annotating noncoding variants that do not impact
genic elements, such as UTRs or promoters, is difficult. Previous attempts at defining evolutionary
accelerated regions of the genome has produced a small list of loci[60]. Hence, we opted to test
the association of noncoding variants that overlapped either 3’UTRs, promoters, or transcription
start sites. If we assume autism risk not dependent on a recessive model, which is valid since most
of our families have no history of the disorder, then genes that are dosage intolerant are more
likely to harbor risk alleles. At our disposal was the ExAC[45] dataset which contains probability
scores of likely to be intolerant to loss of function mutations (pLI) assigned to genes. The pLI
score is a function that considers the expected and observed number of LoF mutations in the
exomes of over 60,000 people. A threshold of >0.9 is recommended for disease association, since
these genes are under extreme functional constraints. We tested the association of deletions that
intersect cis-regulatory elements of functionally constrained genes and found that fathers but not
mothers over-transmitted this class of mutation to affected children (Figure 3.6). Such a strong
parent of origin effect implies imprinting[48] or a selfish gene system[30] as a possible biological
mechanism. For example, deletion of CREs can lead to de-repression of imprinted genes[78].

However, an epigenetic mechanism could only explain our results if non-canonical imprinting
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of regulatory elements is widespread. More data needs to be collected, but many studies have
demonstrated that imprinting is differential throughout tissues[80, 68] and development[27].
Therefore, it’s not outside the realm of possibility to imagine that the development of the human
brain relies on the expression of monoallelic genes via parental imprinting, as seen in mice[73].
A carrier father might have inherited the mutation from a mother. The maternal imprinting acts in
a protective manner, silencing the expression of the maternal copy in the son. However, since the
paternal copy is expressed, when a carrier father transmits CRE-SVs, the protective epigenetic
imprinting is erased and the offspring virtually is a knock-out for the tissue with monoallelic
expression. To answer this question of a possible epigenetic mechanism for CRE-SVs, we would
need to phase the variants with respect to the parent of origin for carrier fathers. This does not
require whole genome sequencing, rather simple genotyping from PCR or targeted sequencing
for problematic regions can determine the phase of variants, given access to the grandparents’
genomes.

With over 10,000 whole genomes and variant calls at our disposal, we then measured the
effect of rare inherited LoF mutations has on risk for autism. We measured the transmission of
SNVs, INDELSs, and SVs that disrupted coding regions of haploinsufficient genes and found that
both mothers and fathers over-transmit damaging LoF mutations to affected offspring (Figure
4.4A). The association of maternally derived LoF mutations in autism has been previously
reported[42], and a unifying model has been proposed by Sebat and Wigler[86] where can be
explained autism by either highly penetrant de novo mutations or inherited LoF mutations from
the maternal lineage. The rationale for the maternal origin model is that autistic females typically
require a greater genetic load of burden to be affected[86], which is also seen in our own datasets
(Figure 4.3). Thus is a damaging variant is de novo in a female, due to the female protective effect,
she may not develop autism. But if she transmits that variant to a male offspring, his diminished
tolerance for risk variants significantly increases the odds that he may develop autism. However,

our data suggests that fathers also contribute inherited LoF risk to affected children. The female
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protective effect model rests on the assumption that males should not tolerate these mutations,
so what biological explanation can there be for a paternal LoF origin. The simplest explanation
is that the fathers might be slightly affected. Autism is a spectrum disorder with a wide degree
of intellectual capabilities[12, 64]; hence, carrier fathers might exhibit some autistic traits. We
tested this hypothesis for parents with Social Responsiveness Scale (SRS) records and found
no association with carrier status and SRS. These SRS scores were recorded by the spouse and
age, cognitive level, and language capabilities can influence SRS scores[31]. We also considered
the age of the parent at birth of the first child with the rationale that carrier fathers might delay
childhood due to social impairments. However, we did not see any difference between carrier
and non-carrier fathers or mothers, which is not surprising since many factors such as education,
social economic status, and health influence when people decide to produce offspring. Without
clinical grade phenotype data, we cannot test this hypothesis, but it should seriously be considered
for future studies.

Another explanation as to why fathers carry these risk alleles and are not affected could
be epigenetics. As outlined above, there is a lack of understanding of how monoallelic expression
operates in developing humans. This epigenetic effect is observed in mice[27, 73] and there is
some evidence that imprinted genes have tissue-specific expression in humans[80]. Therefore it’s
not absurd to suggest that some of these risk variants are imprinted in developing tissues. In fact,
an epigenetic explanation can harmonize the female protective effect and our observation that
(presumably) unaffected fathers carry LoF risk. Consider a LoF is in a gene that is silenced on
the maternal haplotype, if a mother has a LoF in this gene and passes it along to a son, the copy
with the LoF mutation is not expressed (the son expresses the wild-type paternal copy). However,
the imprinting for maternal silencing is removed in the germ cells of the son. Therefore if he
transmits this LoF mutation to a son, the offspring will express the gene on the paternal haplotype
with the LoF mutation, since the offspring’s maternal wild-type copy is silenced. Therefore

a maternally transmitted LoF mutation in a maternally silenced gene confers risk for autism
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when it is transmitted from male offspring in the next generation. As for female offspring of
carrier fathers, they already have an increased tolerance for LoF mutations and can take on more
burden. This is why we only see a significant effect of LoF mutations from fathers to sons and
not from fathers to daughters (Figure 4.5A). Individually, LoF variants might contribute additive
risk, since we observe support for a bilineal model (Figure 4.6); such an observation supports an
additive or omnigenic model for autism[9]. Interestingly, for missense variants that are likely to
be damaging, we find an opposite association where fathers transmit risk variants to daughters but
not sons. Such a striking sex-dependent observation might indicate complex epigenetic effects
such as sex-dependent imprinting, where the epigenetic effect is dependent on the gender of the
individual. Such effects have been observed in mice[28], but have not truly explored in humans
outside of clinical observation[6]. Additionally, mothers over-transmitted these missense variants
to controls, suggesting a protective effect.

It is quite evident from all the above observations that autism is a very diverse disorder,
genetically speaking. Previous studies have attributed de novo LoF variants to consist of 15%
of diagnoses[12, 67] and de novo missense variants to consist of 12% of cases[33]. Studies into
the effect of rare inherited LoF mutations in autism can explain about 12% of cases[42]. With
larger cohorts (2703 affected children) and better tools such as whole genome sequencing, we
show that rare inherited risk for autism can explain a significant component of missing heritability
(25% of diagnoses; Figure 5.1). We find that 3% of cases inherited a LoF mutation from both
parents ("Bilineal”). Likewise, CRE-SVs and damaging missense variants from fathers can
explain 1% and 14% of cases respectively. Currently about 35% of cases remain unexplained, an
improvement from 5 years ago. However, other approaches for explaining missing heritability
need to be applied. For example, assigning polygenic risk scores of autism for individuals might
explain many cases. Indeed, the combination of de novo, rare, and common mutations seem to all
contribute risk to autism. Hence, it’s prudent to consider genomic effects rather than individual

genic effects[9]. 1 feel confident that in the future researchers are going to be successful at
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finding novel association for autism, further decreasing the proportion of cases with unexplained
diagnoses. The integration of large datasets, rare and common variants, better phenotyping and
cohort matching, and better algorithms for genetic analyses will ensure that the genetic mystery

of autism will soon be a thing of the past.

lossifov et al. 2014 & This study
Krumm et al. 2015

Inherited LoF
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Figure 5.1: Rare Inherited Variants can Explain a Significant Component of Missing
Heritability. Pie charts showing the percentage of autism diagnoses that can be explained by a
casual variant for previous studies (left) and this study (right). Previous forays into the genetic
causes of autism using exome sequencing and microarrays have attributed de novo mutations
to about 30% of cases[33, 69]. This includes LoF mutations and missense mutations, which
are thought to explain 15% and 12% of diagnoses respectively. Studies into the effect of rare
inherited LoF mutations in autism can explain about 12% of cases[42]. With larger cohorts
(2703 affected children) and better tools such as whole genome sequencing, we show that rare
inherited risk for autism can explain a significant component of missing heritability (25% of
diagnoses). We find that 3% of cases inherited a LoF mutation from both parents (”Bilineal”).
Likewise, CRE-SVs and damaging missense variants from fathers can explain 1% and 14% of
cases respectively. Currently about 35% of cases remain unexplained, an improvement from 5
years ago.
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